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ABSTRACT Heart disease, one of the major causes of mortality worldwide, can be mitigated by early

heart disease diagnosis. A clinical decision support system (CDSS) can be used to diagnose the subjects’

heart disease status earlier. This study proposes an effective heart disease prediction model (HDPM) for

a CDSS which consists of Density-Based Spatial Clustering of Applications with Noise (DBSCAN) to

detect and eliminate the outliers, a hybrid Synthetic Minority Over-sampling Technique-Edited Nearest

Neighbor (SMOTE-ENN) to balance the training data distribution and XGBoost to predict heart disease. Two

publicly available datasets (Statlog and Cleveland) were used to build the model and compare the results with

those of other models (naive bayes (NB), logistic regression (LR), multilayer perceptron (MLP), support

vector machine (SVM), decision tree (DT), and random forest (RF)) and of previous study results. The

results revealed that the proposed model outperformed other models and previous study results by achieving

accuracies of 95.90% and 98.40% for Statlog and Cleveland datasets, respectively. In addition, we designed

and developed the prototype of the Heart Disease CDSS (HDCDSS) to help doctors/clinicians diagnose the

patients’/subjects’ heart disease status based on their current condition. Therefore, early treatment could be

conducted to prevent the deaths caused by late heart disease diagnosis.

INDEX TERMS Heart disease, disease prediction model, clinical decision support system, outlier data,

imbalanced data, machine learning.

I. INTRODUCTION

Heart disease is a cardiovascular disease (CVD) that remains

the number one cause of death globally and contributes to

approximately 30% of all global deaths [1]. If unmitigated,

the total number of deaths globally is projected to increase to

around 22 million in 2030. The American Heart Association

reported that nearly half of American adults are affected by

CVDs, equating to nearly 121.5 million adults [2]. In Korea,

heart disease is among the top three leading causes of death

and contributed to nearly 45% of total deaths in 2018 [3].

Heart disease is a condition when plaque on arterial walls

can block the flow of blood and cause a heart attack or

stroke. Several risk factors that can lead to heart disease

include unhealthy diet, physical inactivity, and excessive use

of tobacco and alcohol. These risk factors can be minimized

by practicing good daily lifestyle such as salt reduction in the
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diet, consuming fruits and vegetables, doing regular physical

activity, and discontinuing use of tobacco and alcohol which

eventually could help to reduce the risk of heart disease [4].

The early heart disease identification of high-risk individuals

and the improved diagnosis using a prediction model have

generally been recommended to reduce the fatality rate and

improve the decision-making for further prevention and treat-

ment [5]–[7]. A prediction model that is implemented in the

clinical decision support system (CDSS) can be used to help

clinicians assess the risk of heart disease and provide appro-

priate treatments to manage the risk further [8]. In addition,

numerous studies have also reported that the implementation

of CDSS can improve preventive care, clinical decision mak-

ing and decision quality [9]–[12].

Machine learning-based clinical decision making have

recently been applied in healthcare area. Previous stud-

ies have shown that machine learning algorithms (MLAs)

such as chaos firefly algorithm [13], backpropagation neural

network (BPNN) [14], multilayer perceptron (MLP) [15],
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logistic regression (LR) [16], support vector machine (SVM)

[17], and random forest (RF) [18] have been success-

fully used to help as decision making tools for heart dis-

ease prediction based on individual data. Several studies

have also revealed the advantage of a hybrid model which

achieved good performance in predicting heart disease such

as majority voting of naïve bayes (NB), bayes net (BN),

RF, and MLP [19], two stacked SVMs [20], and RF with

a linear model [21]. However, in the machine learning

field, outlier and imbalance data may arise and impact on

the performance of the prediction model. Previous studies

have reported that by incorporating Density-Based Spatial

Clustering of Applications with Noise (DBSCAN)-based

to detect and eliminate the outlier data [22]–[24], and by

balancing the distribution of data using a hybrid Synthetic

Minority Over-sampling Technique-Edited Nearest Neighbor

(SMOTE-ENN) [25]–[28], the prediction models’ perfor-

mances were significantly enhanced.

To the best of our knowledge, no study has investi-

gated a heart disease prediction model (HDPM) by utilizing

DBSCAN, SMOTE-ENN and XGBoost machine learning.

Therefore, we propose an effective HDPM for a CDSS which

consists of DBSCAN-based to detect and eliminate the out-

liers, SMOTE-ENN to balance the training data distribution

and XGBoost to predict heart disease. Our challenge is to

detect and remove the outlier data and to balance the distri-

bution of the training dataset to improve the performance of

the HDPM. Two publicly available datasets (Statlog [29] and

Cleveland [30]) were used to build the model and to eval-

uate their performance compared with that of other models

(NB, LR, MLP, SVM, decision tree (DT), and RF) and of

previous study results. In addition, we ensured the applica-

bility of the proposed model by designing and implement-

ing the model into a Heart Disease CDSS (HDCDSS) to

diagnose the subjects based on their current condition. The

developed HDCDSS is expected to help clinicians diagnose

the patients effectively and efficiently and thereby improv-

ing heart disease clinical decision making. Therefore, early

treatment could be conducted to prevent the deaths caused by

late heart disease diagnosis. Contributions of our study can

be summarized as follows.

• Improving accuracy of heart disease prediction model.

We proposed HDPM by integrating DBSCAN outlier

detection, SMOTE-ENN, and XGBoost to improve pre-

diction accuracy. The HDPM learned from two public

datasets and the trained model was utilized to predict

the subjects’ heart disease status based on their current

condition.

• Performance analysis and comparison with state-of-

the arts models. The proposed HDPM was evaluated

with other classification models and compared with the

results from previous studies. In addition, we presented

the statistical evaluation to confirm the significant of our

model as compared to other models.

• Real case system development. We designed and devel-

oped the prototype of the system to show the feasibility

and applicability of our proposed model for real-world

case study. It is expected that the developed system

can be used as a practical guideline for the healthcare

practitioners.

The remainder of this study is organized as follows.

Section II summarized the literature review. Section III

presents the proposed HDPM including datasets description,

overall design, and modules of the proposed model as well

as performance evaluation metrics. Section IV discusses the

performance evaluation of proposed model, including the sta-

tistical test and comparison with previous studies. Section V

presents the practical applications of the proposed model in

the real case scenario. Finally, the concluding remarks and

future research directions are presented in Section VI.

II. LITERATURE REVIEW

Several studies have reported the development of heart dis-

ease diagnosis based on machine learning models with the

aim of providing an HDPM with enhanced performance.

Two publicly available heart disease datasets, namely Stat-

log and Cleveland, have been widely used to compare the

performance of prediction models among researchers. For

Statlog dataset, a heart disease clinical decision support sys-

tem based on chaos firefly algorithm and rough sets-based

attribute reduction (CFARS-AR) was developed by Long

et al. (2015) [13]. The rough sets were used to reduce the

number of attributes while the chaos firefly algorithm was

used to classify the disease. The developed model was then

compared with other models such as NB, SVM and ANN.

The results revealed that the proposed model achieved the

highest performance among all the models with accuracy,

sensitivity, and specificity of 88.3%, 84.9%, and 93.3%,

respectively. The combination of rough sets-based attributes

selection and BPNN (RS-BPNN) was proposed by Nahato

et al. (2015) [14]. With the selected attributes, the pro-

posed RS-BPNN achieved accuracy of up to 90.4%. Dwivedi

(2018) [31] compared six machine learning models (ANN,

SVM, LR, k-nearest neighbor (kNN), classification tree and

NB) with various performance metrics. The results showed

that LR performed better than the other models by achiev-

ing up to 85%, 89%, 81%, and 85 for the accuracy, sen-

sitivity, specificity, and precision, respectively. Amin et al.

(2019) [32] performed comparison analysis by identifying

significant attributes and applying machine learning models

(k-NN, DT, NB, LR, SVM, Neural Network (NN) and a

hybrid (voting with NB and LR)). The experiment results

revealed that the hybrid model (voting with NB and LR) with

selected attributes achieved the highest accuracy (87.41%).

Cleveland heart disease dataset has been widely

used by researchers to generate predictive models.

Verma et al. (2016) [15] developed a hybrid prediction

model based on correlation feature subset (CFS), particle

swam optimization (PSO), K-means clustering and MLP.

The results showed that the proposed hybrid model achieved

accuracy of up to 90.28%. Haq et al. (2018) [16] performed

a comparative study on a hybrid model based on various
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FIGURE 1. The proposed Heart Disease Prediction Model (HDPM) for the Heart Disease Clinical Decision Support System (HDCDSS).

feature selection techniques (relief, minimal-redundancy-

maximal-relevance (mRMR), least absolute shrinkage and

selection operator (LASSO)) and machine learning models

(LR, kNN, ANN, SVM, DT, NB, and RF). Their study

revealed that the features reduction affects the performance

of the models. The study concluded that a combination of

Relief-based feature selection and LR-based machine learn-

ing algorithm (MLA) provides higher accuracy (up to 89%)

as compared with other combinations used in the study.

Saqlain et al. (2019) [17] proposed a technique based on

mean Fisher score feature selection algorithm (MFSFSA)

and SVM classification model. The selected features are

based on the higher Fisher score than the mean score. Then,

SVM used the selected feature subset to learn and calculate

the MCC through a validation process. The study revealed

that the combination of FSFSA and SVM generates accu-

racy, sensitivity, and specificity of up to 81.19%, 72.92%,

and 88.68%, respectively. Latha and Jeeva (2019) [19] pro-

posed a hybrid model with majority voting of NB, BN, RF,

and MLP. The proposed model achieved an accuracy of up

to 85.48%.

Ali et al. (2019) [20] proposed two stacked SVMs to

improve the diagnosis process. The first SVM was used to

remove the non-relevant features and the second to predict

heart disease. The results revealed that the proposed model

achieved better performance than other models and previous

study results.Mohan et al. (2019) [21] introduced a hybrid RF

with a linear model (HRFLM) to enhance the performance of

the HDPM. They found that the proposed method achieved

accuracy, precision, sensitivity, f-measure and specificity of

up to 88.4%, 90.1%, 92.8%, 90%, and 82.6%, respectively.

Recently, Gupta et al. (2020) [18] developed a machine

intelligence framework consisting of factor analysis of mixed

data (FAMD) and RF-based MLA. The FAMD was used to

find the relevant features and the RF to predict the disease.

The experimental results showed that the proposed method

outperformed other models and previous study results by

achieving the accuracy, sensitivity, and specificity of up to

93.44%, 89.28%, and 96.96%, respectively.

None of the aforementioned previous studies have applied

outlier detection and data balancing method to improve the

accuracy of classification model, especially for the case of

heart disease datasets. Thus, in this study we used outlier

detection and data balancing methods to improve the model

performance. In addition, the XGBoost classifier is then used

to learn and generate the prediction model.We expect that

our proposed model will achieve higher performance than

that of state-of-the-art models and previous study results.

Finally, we also design and develop the HDCDSS to help doc-

tors/clinicians diagnose the patients’/subjects’ heart disease

status based on their current condition. Thus, early treatment

could be conducted to prevent the risks further.

III. MATERIALS AND METHODS

The proposed HDPM was developed to provide high perfor-

mance prediction in the presence or absence of heart disease

given the current condition of the subjects. The flow-chart

in Figure 1 shows how the proposed HDPM is developed.

First, the heart disease datasets are collected. Second, the data

pre-processing for data transformation and feature selection

are conducted. Third, the DBSCAN-based outlier detection

method is applied to find the outlier data given the optimal

parameter. Fourth, the detected outlier data are then removed

from the training dataset. Fifth, the data balancing based on

SMOTE-ENN method is used to balance the training dataset.

Sixth, the XGBoost-based MLA is used to learn from the

training dataset and generate the HDPM. Finally, the per-

formance metrics are presented to evaluate the performance

of the proposed model and the generated HDPM is then

implemented within the CDSS. In our study, we utilized

10-fold cross-validation method to avoid the overfitting.

Cross-validation allows the models to learn from different

sets of training data by repeated sampling; hence maximizing

the data used for validation and possibly, helping to pre-

vent from overfitting. Previous study has demonstrated that

10-fold cross-validation can be used to maintain the bias-

variance trade-off which eventually provide the generalized

model and protect against overfitting [33], [34].
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TABLE 1. The detailed dataset attributes description and distribution (mean and standard deviation (STD)) for dataset I (Statlog).

The detailed steps, including datasets and modules

descriptions, and the performances metrics are presented in

the following subsections. In addition, the performance of the

proposed model with the state-of-the-art models is evaluated

and the results are presented in the results and discussion

section. Finally, we ensure the applicability of the proposed

model by embedding the HDPM into the HDCDSS to diag-

nose the subjects’ heart disease status based on their current

condition.

A. HEART DISEASE DATASET

We used two heart disease datasets (Statlog and Cleveland;

termed datasets I and II, respectively) to investigate how heart

disease can be identified by applying the machine learning

model. The proposed model is then applied to those two

datasets and with the expectation of providing a general and

robust HDPM.

The University of California Irvine (UCI) Repository Stat-

log Heart Disease database website presents dataset I to

investigate heart disease [29]. The original dataset consists

of 270 subjects, 13 attributes and one output class (120 and

150 subjects are labelled with the presence (positive class)

and absence (negative class) of heart disease, respectively).

There are no missing values in dataset I. A detailed attributes

description (including data type and range) and distribution

(mean and standard deviation (STD)) for dataset I are given

in Table 1.

Dr. Robert Detrano, M.D., provided dataset II (Cleve-

land Heart Disease dataset) to investigate heart disease

that was collected from the V.A. Medical Center, Long

Beach and Cleveland Clinic Foundation in California, United

States [30]. The original dataset comprises 303 subjects and

79 raw attributes, although only 13 attributes are used, and

one attribute as an output class. We removed 6 subjects’ data

due to missing values and used the remaining 297 data in the

pre-processing stage. The original class value is a multi-class

variable with the value range from 0 to 4. The 0 value is

used to represent the absence of heart disease while the

values from 1 to 4 are used to represent the presence of heart

disease with its stage condition. In this study, we followed

previous studies [16]–[21, [32] in converting the class value

from a multi-class variable to a binary-class variable. The

final class variable is set to 0 if heart disease is not present

in the subject and to 1 for all the subjects who have been

diagnosed as having heart disease. We pre-processed the data

by applying the previous rule to the records. Finally, after data

pre-processing, the final dataset II consists of 297 subjects

with 137 and 160 subjects being labelled with the presence

(positive class) and absence (negative class) of heart disease,

respectively. A detailed attributes description (including data

type and range) and distribution (mean and STD) for dataset II

is given in Table 2.

For both datasets, the absence and presence of heart disease

are treated as negative (0) and positive (1), respectively. The

correlation between attributes can affect the performance of

the machine learning model. Data correlation by utilizing

Pearson’s Correlation Coefficient (PCC) can be used as a cal-

culation tool to determine the relationship between attributes.

PCC varies from −1 to +1, with a positive and a nega-

tive value indicating a highly positive and highly negative

correlation between the variables, respectively, and a value

close to zero indicating a low correlation between them. The

heatmap correlation between attributes for datasets I and II

are given in Figure 2(a) and 2(b), respectively. The gray color
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TABLE 2. The detailed dataset attributes description and distribution (mean and standard deviation (STD)) for dataset II (Cleveland).

FIGURE 2. Heatmap of attributes correlation for (a) dataset I (Statlog) and (b) dataset II (Cleveland).

indicates that the correlation is close to 0, while the red and

blue colors indicate that the correlation between variables is

close to +1 and −1, respectively. The attributes chol and fbs
are seen to have a correlation that is close to 0 toward the

attribute class, which suggests that both only have a small or

even no correlation with the attribute class. Thus, we could

possibly remove these features to improve the performance

of our proposed model.

In addition, we applied attribute selection by using the

Information Gain (IG) method [35] in Weka V3.8 [36] to

select the most important attribute to improve the model per-

formance for the two datasets [37], [38]. Figure 3(a) and 3(b)

show the attribute significant score based on the IG

method for datasets I and II, respectively. In this case,

both datasets have the same lowest attributes scores (chol,

trestbps, and fbs), which we therefore removed from both

datasets, and used the remaining attributes (age, sex, cp,

restecg, thalach, exang, oldpeak, slope, ca, and thal) for

further analysis. We expect that by using the two datasets

and the selected attributes, our proposed model will be
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FIGURE 3. Attribute significance score provided by the Information Gain (IG) method for (a) dataset I (Statlog) and (b) dataset II (Cleveland).

FIGURE 4. An illustration of (a) eps, core, border and outlier point and (b) DBSCAN cluster model with MinPts = 5.

sufficiently robust for predicting heart disease with high

performance.

B. DBSCAN-BASED OUTLIER DATA DETECTION AND

REMOVAL

In this study, we utilized DBSCAN [39] to cluster and detect

the outliers from both training datasets. The goal of DBSCAN

is to find the dense regions which can be identified by the

number of objects that are close to a specific point (core

point) and the points that are outside the regions are treated as

outliers. In general, two parameters need to be determined for

DBSCAN: epsilon (eps) and minimum points (MinPts). The

eps is defined as the neighborhood radius around a point of x

(ε-neighborhood) while the MinPts is defined as the mini-

mum number of neighboring data points within the eps. There

are three points that can be used to determine the normal and

outlier data are core point, border point, and outlier point.

A ‘‘core point’’ x is marked as any point that has a number of

neighboring data points either greater than or equal toMinPts.

The ‘‘border point’’ y is defined as the number of neigh-

boring data points is less than MinPts, but y belongs to the

neighboring core data point of x. Finally, the ‘‘outlier point’’

z is marked as a point z is neither a core point nor a border

point. Figure 4(a) illustrates eps, core x, border y, and outlier

z point using MinPts = 5. As can be seen in Figure 4(b),

the point B and C are border point, A is a core point, and

N is a noise point. Arrows indicate direct density reachability.

Point B and C are density connected, because both are density

reachable from point A. N is not density reachable and do not

belong to any cluster (withMinPts= 5), and thus considered

to be a noise point or outlier. First, the algorithm checks

the specific point (any point) to be considered as a core

point or not. The core point is if at least MinPts points are

within the eps of it. The border points are the points that

can be reached from core point (within distance eps from

core point). Next, the core and border points are becoming

cluster and marked as visited points by the algorithm. Finally,

the algorithm keeps iterating to check other unvisited point
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FIGURE 5. Optimal eps value using 5-NN and DBSCAN outlier detection result for datasets I (Statlog) (a), (b) and II (Cleveland) (c), (d), respectively.

(to be considered as core point) to find the unvisited border

points. The points that are not belonging to the clusters are

considered as outlier. The detailed pseudocode for DBSCAN

is presented in Algorithm 1.

The optimal eps value is calculated by averaging the dis-

tance of every point to its kNN. The value of k corresponds to

the MinPts value, which is defined by the user. In this study,

we followed previous studies [40]–[43] to utilize 5-nearest

neighbors (5-NN) to find the optimal eps value. Most of the

previous studies utilized MinPts = 5 and optimized their

eps value based on MinPts. Finally, according to Ester et al.

(1996) [39], the eps can be obtained by presenting k-dist

graph. First, k-distances are visualized as a k-dist graph and

shown in ascending order to find the ‘‘knee’’ value where a

sharp change appears beside the k-distance curve for the opti-

mal eps value estimation. We implemented the calculation

of kNNs and DBSCAN in R programming V3.5.1 and used

R packages such as fpc V2.2-2 and DBSCAN V1.1-3.

Figure 5(a) and (c) show the sorted 5-NN distribu-

tion graph and optimal eps value for datasets I and II,

respectively. We found that the ‘‘knee’’ appears at around

the distance of 9 and 8 for datasets I and II, respectively.

Furthermore, we applied the DBSCAN method by using

MinPts = 5, eps = 9 and MinPts = 5, eps = 8 for datasets I

and II, respectively. Figure 5(b) and (d) show the results of

DBSCAN implementation for datasets I and II visualized

in two-dimensional graphs. The results showed that in both

datasets, the DBSCAN clustered the data into a single cluster

as cluster 1 and the un-clustered data (with x symbol) are

treated as outliers (see Figure 5(b) and (d)). The optimal

parameters and the final outlier data for both datasets are pre-

sented in Table 3. Finally, we removed all the detected outlier

data in each training dataset and used the remaining normal

data for further analysis. In addition, we performed experi-

mental analysis to find the impact of outlier removal on the

performance of the model. Figure 6 shows the impact of out-

lier data elimination based on DBSCAN as compared to orig-

inal data. Outlier removal based on DBSCAN significantly

improved the model accuracy for all datasets, from accuracy

80.74%, 80.03% to 85.41%, 85.26% for dataset I, and II,
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Algorithm 1 DBSCAN Pseudocode

Input: dataset, D; minimum point, minPts; radius, eps

Output: clustered C and un-clustered data UC

for each sample point SP in dataset D do

if SP is not visited then

mark SP as visited

neigbrPts← samples points in ε-neighborhood of SP

if sizeof(neigbrPts) < minPts then

mark SP as UC

end

else

add SP to new cluster C

for each sample point SP’ in neigbrPts do

if SP’ is not visited then

mark SP’ as visited

neigbrPts’← samples points in

ε-neighborhood of SP’

if sizeof(neigbrPts’) ≥ minPts then
neigbrPts← neigbrPts + neigbrPts’

end

end

if SP’ is not a member of any cluster then

add SP’ to cluster C

end

end

end

end

end

FIGURE 6. Impact of DBSCAN-based outlier elimination on model
accuracy.

respectively, with average improvement as much as 4.95%.

Furthermore, previous studies [22]–[24] also revealed that

by removing outlier data, it has improved the performance

accuracy.

C. SMOTE-ENN-BASED DATA BALANCING

Data sampling or data balancing is a common method

comprised of three subcategories, over-sampling, under-

sampling, and hybridmethod, and is used inmachine learning

TABLE 3. The parameters and result of DBSCAN-based outlier detection.

TABLE 4. SMOTE-ENN data balancing results.

to deal with imbalanced data. Figure 7 illustrates the three

subcategories of data balancing methods. The over-sampling

method balances the training data by generating data samples

for the minority class while the under-sampling achieves that

goal by eliminating the data samples in the majority class.

Meanwhile, the hybrid method achieves the balanced data by

combining the over-sampling and under-sampling methods.

We used a hybrid SMOTE-ENN [25] method to balance

the imbalance heart disease training datasets. In general,

SMOTE is used to over-sample the minority class until the

training dataset is balanced, then the Edited Nearest Neigh-

bor (ENN) is used to eliminate the unwanted overlapping

samples between two classes while maintaining the balanced

distributions. The pseudocode of SMOTE-ENN is explained

in Algorithm 2. Previous studies have shown that the com-

bination of SMOTE and ENN (SMOTE-ENN) provides bet-

ter performances than that of either alone [25], [26]. For

all datasets, the minority and majority classes are the sub-

jects who were diagnosed with the presence (positive class)

and absence (negative class) of heart disease, respectively.

The original percentage of minority class over the total

number of subjects for datasets I and II are 44.19% and

46.05%, respectively. The SMOTE technique was applied

to increase the number of minority class by randomly gen-

erating new samples from the NNs of the minority class

sample. Then the ENN was used to remove the unwanted

overlapping samples. After SMOTE-ENN implementation,

the total number of minority class increases, and the updated

percentage of minority class for datasets I and II becomes

more balanced, at 50.79% and 49.5%, respectively. We uti-

lized Python V3.6.5 and the Imbalanced-learn python library

V0.4.3 [44] to implement SMOTE-ENN, producing evenly

balanced class distributions (see Table 4).

The SMOTE-ENN ensures that when creating the new arti-

ficial samples and eliminating the overlapped samples, it will

follow the distribution pattern from the original samples.

Figure 8 shows the data distribution of attributes ‘‘age’’ and

‘‘thalach’’ before and after SMOTE-ENN implementation

for all training datasets. For each dataset, the distribution

of attributes ‘‘age’’ and ‘‘thalach’’ follow the normal dis-

tribution pattern. The SMOTE-ENN implementation keeps

the original data distribution pattern of dataset I, as shown
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Algorithm 2 SMOTE-ENN Pseudocode

Input Data, D;

Output Balanced data, BD

1: foreach data point in minority class mp of data D

do

2: Compute the k-nearest neighbor Kmpi
3: Generate new synthetic data point

mpnew = mpi +
(

m̂pi − mpi
)

+ δ

4: Add the mpnew to D with mpi class

5: end for

6: foreach data point p in data D do

7: if piclass <> majority class of k-nearest

neighbors then

8: Remove pi from D

9: end if

10: end for

11: return BD

FIGURE 7. Impact of DBSCAN-based outlier elimination on model
accuracy.

in Figure 8(b), such that the updated dataset I retains a similar

pattern of data distribution (normal distribution). Dataset II

exhibited a similar distribution pattern to that of the orig-

inal dataset (Figure 8c) and in the updated dataset after

SMOTE-ENN implementation (see Figure 8(d)). In general,

the purpose of the HDPM is to minimize the errors during

learning; thus, we expect that the HDPM performance can be

enhanced from the balanced training datasets.

D. XGBOOST-BASED MACHINE LEARNING

ALGORITHM (MLA) AND EVALUATION METRICS

After we balanced the training datasets, the MLA is used

to learn and generate the HDPM. We used the extreme gra-

dient boosting (XGBoost) algorithm to detect the presence

or absence of heart disease. XGBoost is a type of super-

vised machine learning used for classification and regression

modelling [45]. XGBoost is an enhanced algorithm based on

the implementation of gradient boosting DTs with several

modifications in terms of regularization, loss function and

column sampling. Gradient boosting is a technique in which

new models are created and used to predict the error or

residuals, after which the scores are summed to get the final

prediction result. The gradient descent method is used to

minimize the loss score when new models are created. The

objective function needs to be used to measure the model

performance, which consists of two parts: training loss and

regularization. The regularization term penalizes the com-

plexity of the model and prevents overfitting. The objective

function (loss function and regularization) can be presented

as follows.

L (φ) =
∑

i

l
(

ŷi,, yi
)

+
∑

k

� (fk);

where

� (f ) = γT + 1

2
λ ‖w‖2 (1)

The term l here is the differentiable convex loss function

that calculates the difference between the prediction ŷi and

the target yi. While the regularized term � penalizes the

complexity of the model and the number of leaves in the tree

are represented using T . Furthermore, each fk corresponds to

an independent tree structure q and leaf weight w. Finally,

the term γ corresponds to the threshold and pre-pruning is

performed while optimizing to limit the growth of the tree

and λ is used to smooth the final learned weights to prevent

overfitting.

We implementedXGBoost using theXGBoost V0.81 python

library. The outlier data from heart disease training

datasets are eliminated by using the DBSCAN method, and

SMOTE-ENN is used to balance the training dataset. Finally,

XGBoost is used to learn from the training dataset and

generate the HDPM. We measured five performance metrics

to compare the performance of the proposed model with

that of state-of-the-art models and previous study results.

In addition, we ensured the applicability of the proposed

model by implementing the model into the HDCDSS to

diagnose the subjects based on their current condition.

We used five performance metrics to evaluate the perfor-

mance of the proposed model. A confusion matrix was used

to measure four different potential outputs from the model:

true positive (TP), true negative (TN), false positive (FP),

and false negative (FN). TP and TN outputs are defined

as the number of subjects correctly classified as ‘‘positive’’

(presence of heart disease) and ‘‘negative’’ (healthy/ absence

of heart disease), respectively, and FP and FN outputs as

the number of subjects incorrectly classified as ‘‘positive’’

(presence of heart disease) when they are actually ‘‘neg-

ative’’ (healthy/ absence of heart disease) and incorrectly

classified as ‘‘negative’’ (healthy/ absence of heart disease)

when they are actually ‘‘positive’’ (presence of heart dis-

ease), respectively. We employed 10-fold cross validation

to generate the models for all classification models, with
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FIGURE 8. Data distribution of attributes ‘‘age’’ and ‘‘thalach’’ before and after SMOTE-ENN implementation for each dataset I (Statlog) (a), (b) and
dataset II (Cleveland) (c), (d), respectively.

the final performance metric being the average. We imple-

mented all the classification models in Python V3.6.5 by

utilizing three libraries: sklearn V0.20.2, imbalanced-learn

V0.4.3 and XGBoost V0.81. We performed the experiments

on a computer with Intel Core i7-4790 (3.60 GHz× 8 cores),

16 GB RAM that runs with Windows 10 Pro 64-bit. The

sklearn library is an open source python programming tool

for machine learning, the imbalanced-learn library is also an

open source python tool-box that consists of several methods

to deal with imbalanced data, and the XGBoost library is an

open source tool that implements the XGBoost algorithms in

several programming languages, including Python. To sim-

plify the implementation of the experimentations, we used

default parameters provided by sklearn, imbalanced-learn

and XGBoost. In addition, the following five performance

metrics are measured. Accuracy (acc) is calculated as

acc = TP+ TN
TP+ FN + FP+ TN , (2)

precision (pre) is calculated as

pre = TP

TP+ FP , (3)

recall/sensitivity/true positive rate (rec/sen/TPR) is calculated

as

rec = TP

TP+ FN , (4)
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TABLE 5. Performance evaluation for dataset I (Statlog).

F-measure (f ) is calculated as

f = 2pr

p+ r , (5)

and MCC is calculated as

MCC = (TP× TN )− (FP× FN )√
(TP+ FP) (TP+ FN ) (TN + FP) (TN + FN )

.

(6)

The value of MCC ranges from−1 to+1, which represent
the performance of the classification model. The best model

is achieved when the value of MCC is close or equal to

+1 while the worst model is close or equal to−1. In addition,
we also used the value of the area under the receiver operating

characteristic curve (AUC) to compare the performance of the

proposed model with that of other existing models. For the

given k training data, the AUC can be calculated as [46], [47]

AUC
(

x+, x−
)

= 1

k+k−
∑k

i=1
+∑k−

j=1
1
h
(

x+i
)

>h
(

x−j
)

,
(7)

where the term 1
h
(

x+i
)

>h
(

x−j
) corresponds to a ‘1’ when

the elements h
(

x+i
)

> h
(

x−j

)

,∀i = 1, 2, . . . ,+ ,∀j =
1, 2, . . . , k−, and ‘0’ otherwise. The best model is achieved

when the value of AUC is close or equal to 1. Additionally,

we presented several additional metrics to measure the per-

formance of the model such as false positive rate (FPR), false

negative rate (FNR), and true negative rate (TNR). FPR is

used to represent the false alarmwhich the positive prediction

result (presence of heart disease) will be given when the

actual prediction output value is negative (absence of heart

disease). The FPR can be calculated as

FPR = FP

FP+ TN . (8)

We used the FNR to represent the miss rate which is the

probability that a positive prediction result will be missed by

the test. The FNR can be calculated as

FNR = FN

FN + TP . (9)

Finally, the TNR or specificity is used to show the probability

that the actual negative subjects will test negative. The TNR

can be calculated as

TNR = TN

TN + FP . (10)

IV. RESULTS AND DISCUSSIONS

A. PERFORMANCE EVALUATION OF PROPOSED HDPM

The proposed HDPM was applied to both datasets and

showed positive results for increasing the prediction accuracy

as compared to other models. We selected six state-of-the-art

MLAs (NB, LR, MLP, SVM, DT, and RF) that have been

widely used in the research community and have a proven

track record for accuracy and efficiency for comparison.

We performed 10-fold cross-validation for all models and

collected eight performance metrics: accuracy (acc), preci-

sion (pre), recall/sensitivity/true positive rate (rec/sec/TPR),

f-measure (f ), MCC, false positive rate (FPR), false nega-

tive rate (FNR), and true negative rate (TNR). The findings

revealed that the proposed model outperformed other models

by achieving acc, pre, rec/sec, f up to 95.90%, 97.14%,

94.67%, 95.35% for dataset I and 98.40%, 98.57%, 98.33%,

98.32% for dataset II, respectively. In term ofMCC, the pro-

posed HDPM achieved the highestMCC value up to 0.92 and

0.97 for datasets I and II, respectively, which confirms the

superiority of our proposed model relative to other models.

In addition, in terms of false positive rate (FPR) and true

positive rate (TNR), the results revealed that the proposed

model achieved lowest FPR and highest TNR as compared

with other models. The proposed model achieved FPR and

high TNR by up to 4.52%, 95.48% and 1.67%, 98.33% for

dataset I and II, respectively. The low FPR and high TNR

value of the proposed model represented the capability of

the HDPM model to minimize miss-rate and optimize pre-

diction accuracy for both negative and positive subjects. The

detailed performance results are presented in Table 5 and 6 for

datasets I and II, respectively.

We further investigated the performance of the proposed

HDPM using a receiver operating characteristic (ROC) curve

visualization since a previous study [48] has used it to eval-

uate and illustrate the diagnostic capability as its threshold

is changed. The ROC curve consists of the TP rate as the

y-axis and FP rate as the x-axis with the area under the ROC

curve (AUC) being calculated to show the performance of the
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TABLE 6. Performance evaluation for dataset II (Cleveland).

FIGURE 9. ROC curve visualization to compare the proposed model with other models for datasets (a) I (Statlog) and (b) II (Cleveland).

model. The best model is achieved when the value of AUC is

close or equal to 1. Figure 9 shows that the proposed HDPM

achieved higher AUC score than that of other models of up

to 1.00 and 1.00 for datasets I and II, respectively, which

confirmed that the proposed model outperformed other state-

of-the-art models.

In addition, we followed a previous study [49] to eval-

uate the performance of the model using statistical-based

significance testing to prove the significance of our proposed

HDPM as compared with other state-of-the-art models. The

paired t-test [50], [51] was applied to statistically test the

significance between the proposed HDPM and other state-

of-the-art models. We defined h = 0, i.e., the null hypothe-

sis, as being no significance different between the proposed

HDPM and other existing models. We performed 10-fold

cross validation to collect ten accuracy data for all the models

in Python V3.6.5 and applied the paired t-test using Scipy

V1.2.0 library. We defined the significance level = 0.05,

t (tabulated) = 2.78 and collected the h, p-value, and t

(calculated) values for all datasets. The null hypothesis is

accepted when the paired t-test return value of h = 0, and

the null hypothesis is rejected if h = 1, which indicates

a significance different between the proposed HDPM and

the existing one. This could be supported by evidence that

the p-value is less than the significance level (0.05) and t

(calculated) is greater than t (tabulated). In Table 7, show-

ing the paired t-test result for both datasets, the proposed

HDPM is significantly different from the other models since

for all datasets, h = 1, p-value < significance level, and

t (calculated) > t (tabulated). Therefore, the proposed model

has significant different as compared with other state-of-the-

art models.

B. BENCHMARK WITH PREVIOUS STUDY RESULTS

In this section, we performed comparison study of our pro-

posed HDPMwith the results from previous studies. It should
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TABLE 7. The results of paired t-test for datasets I (Statlog) and II (Cleveland).

TABLE 8. Benchmark with previous study results for dataset I (Statlog).

TABLE 9. Benchmark with previous study results for dataset II (Cleveland).

be noted that since we utilized the same datasets, we directly

took the results from previous studies without implementing

their techniques. The detailed comparison results with previ-

ous studies for datasets I and II are given in Table 8 and 9,

respectively.

Previous studies have utilized the Statlog dataset for gen-

erating the machine learning model to diagnose the heart

disease. Long et al. (2015) [13] proposed the CFARS-AR

and achieved acc = 88.3% and rec/sen = 84.9%. Nahato

et al. (2015) [14] used the rough set method with RS-BPNN

and achieved acc = 90.40%, rec/sen = 94.67% and AUC =
0.92. Dwivedi (2018) [31] used LR and achieved acc =
85%, pre = 85%, rec/sec = 89%, and f = 87%. Amin

et al. (2019) [32] utilized the voting method with NB and

LR and achieved acc = 87.41%. The proposed HDPM

achieved acc = 95.90%, pre = 97.14%, rec/sec =
94.67%, f = 95.35%, MCC = 0.92, and AUC = 1.00.

In terms of accuracy, the proposed HDPM achieved the

highest accuracy with an average improvement of 8.12%

as compared with previous study results. Overall, we can

conclude that our proposed method outperformed all the

previous study results in terms of accuracy, f-measure, MCC

and AUC.

In addition, several researchers have also used the Cleve-

land dataset to predict heart disease. Verma et al. (2016) [15]

developed a hybrid model with CFS selection, PSO, K-means

clustering and MLP and achieved acc = 90.28%. Haq et al.

(2018) [16] proposed a hybrid system using Relief-based fea-

ture selection and LR, and achieved acc = 89%, rec/sec =
77%, MCC = 0.89, and AUC = 0.88. Saqlain et al.

(2019) [17] used MFSFSA and SVM and achieved acc =
81.19%, rec/sec = 72.92%, and MCC = 0.85. Latha and

Jeeva (2019) [19] used majority voting with NB, BN, RF,

and MLP and achieved acc = 85.48%. Ali et al. (2019) [20]
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FIGURE 10. Heart Disease Clinical Decision Support System (HDCDSS) (a) architecture framework, (b) diagnosis form, and (c) diagnosis result.

used stacked SVMs and achieved acc = 92.22%, rec/sec =
82.92%, and MCC = 0.85. Mohan et al. (2019) [21] devel-

oped HRFLM and achieved acc = 88.4%, pre = 90.1%,

rec/sec = 92.8%, and f = 90%. Gupta et al. (2020) [18]

utilized the FAMD-based feature extraction and RF algo-

rithm and achieved acc = 93.44%, rec/sec = 89.28%,

f = 92.59%, MCC = 0.87, and AUC = 0.93. Finally,

the proposedHDPMachieved acc = 98.40%, pre = 98.57%,

rec/sec = 98.33%, f = 98.32%, MCC = 0.97, and

AUC = 1.00. In terms of accuracy, the proposed HDPM

achieved the highest accuracy with an average improvement

of 9.83% as compared with previous study results. Overall,

we can conclude that our proposed method outperformed all

the previous study results in all six-performance metrics (acc,

pre, rec/sen, f , MCC, and AUC).

It should be noted that a direct comparison of the presented

results is not fair since they have been derived by different

data pre-processing and training/testing approaches. In addi-

tion, the prediction model performance depends on several

factors such as features selections, data types and its size,

noise filtering, hyperparameters, data sampling, model selec-

tion, etc. Therefore, these general comparison (as presented

in Table 8 and 9) cannot be used as the main evidence to

conclude the performance of given prediction models but it

can be used simply as a general comparison between the

proposed HDPM and previous studies.

V. APPLICATION FOR THE HEART DISEASE CLINICAL

DECISION SUPPORT SYSTEM (HDCDSS)

The prototype of the web-based Heart Disease Clinical Deci-

sion Support System (HDCDSS) was developed to pro-

vide a simple and convenient way for medical clinicians to

diagnose subjects/patients based on their current condition.
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The HDCDSS was developed in Python V3.6.5 by utilizing

Flask V1.0.2 as a Python Web Server Gateway Interface

(WSGI) with Bootstrap V3.3.7 for data representation, while

the proposed HDPM was loaded using Joblib V0.14.1 and

XGBoost V0.81. The patients’ data and the prediction results

were stored into MongoDB by using Pymongo V3.7.1. Mon-

goDB was selected since it has been widely adopted in the

healthcare field [52], [53]. As illustrated in Figure 10(a), clin-

icians can access the HDCDSS through their web-browser

in the same local network since the medical data are confi-

dential information and cannot be stored in the cloud. The

personal data such as patient id (id), age, and gender are then

combined with the diagnosis data, such as resting electro-

cardiographic result (restecg), maximum heart rate (thalach),

exercise induced angine (exang), ST depression induced by

exercise relative to rest (oldpeak), slope of the peak exercise

ST segment (slope), number of major vessels (0-3) colored by

fluoroscopy (ca), and defect type (thal), and then transmitted

into a secure web server through an application programming

interface (API) and stored in a database. The proposedHDPM

generated from datasets I (Statlog) and II (Cleveland) is then

used to predict the subjects’ heart disease status based on the

inputted data, and the prediction result is then sent back to the

HDCDSS’s diagnosis result interface.

Figure 10(b) shows the HDCDSS diagnosis form in which

clinicians can fill out the patients’ information, including

their currents conditions. Once all the input fields are filled,

the user can press the ‘‘diagnose’’ button to send all the

data to the secure web server, which loads the trained pro-

posed HDPM to diagnose the subjects’ heart disease status.

Figure 10(c) shows the diagnosis result interface after sending

the data to the web server. The result includes the previ-

ously submitted data and the status (presence or absence)

of heart disease. The developed HDCDSS is expected to

help clinicians to diagnose patients and improving heart

disease clinical decision making effectively and efficiently.

Therefore, early treatment could be conducted to prevent the

deaths caused by late heart disease diagnosis. This proto-

type/demonstration is only limited to the specific datasets;

therefore, the trained prediction model cannot be applied for

other demographic patients/subjects. Once we have collected

more complex datasets, it could improve the predictive per-

formance for wider demographic patients/subjects. In addi-

tion, we have not applied the developed model in the clinical

trial due to limitation of the dataset. In our case, we have used

the dataset based on specific demographic patient (USA). The

clinical trial could be applied to our model once we gather

another demographic patient (for example in Korea) and it is

beyond the scope of our current study.

VI. CONCLUSION

We proposed an effective heart disease prediction model

(HDPM) for heart disease diagnosis by integratingDBSCAN,

SMOTE-ENN, and XGBoost-based MLA to improve pre-

diction accuracy. The DBSCAN was applied to detect and

remove the outlier data, SMOTE-ENN was used to balance

the unbalanced training dataset and XGBoost MLA was

adopted to learn and generate the prediction model. Two pub-

licly available datasets of heart disease were utilized by pro-

duce the generalized prediction model. We performed evalu-

ation analysis of our proposed model with other classification

models and the results from previous studies. In addition,

we presented the statistical evaluation to confirm the signif-

icant of our model as compared to other models. The exper-

imental results confirmed that the proposed model achieved

better performance than that of state-of-the-art models and

previous study results, by achieving an accuracy up to 95.90%

and 98.40% for datasets I and II, respectively. In addition,

the statistical-based analysis result also showed the signifi-

cant improvement for the proposed model as compared with

the other models.

Furthermore, we also designed and developed the proposed

HDPM into the Heart Disease Clinical Decision Support

System (HDCDSS) to diagnose the subjects’/patients’ heart

disease status effectively and efficiently. The HDCDSS gath-

ered the patient data combined with other diagnosis data and

transmitted them to a secure web server. All the transmitted

diagnosis data were then stored into MongoDB, which can

effectively provide timely response with rapidly increasing

medical data. The proposed HDPM was then loaded to diag-

nose the patients’ current heart disease status, which was

later sent back to the HDCDSS’s diagnosis result interface.

Thus, the developed HDCDSS is expected to help clinicians

to diagnose patients and improving heart disease clinical deci-

sion making effectively and efficiently. Finally, the overall

designed and developed HDCDSS in this study can be used

as a practical guideline for the healthcare practitioners.

In the future, we will consider the comparison of other data

sampling with the model hyper-parameters and broader med-

ical datasets. In addition, a comparison and analysis study

with different outlier detection methods could be further

investigated. Furthermore, with the increasing concerns about

privacy, security and time-sensitive applications, edge com-

puting and edge device concepts could be further studied with

the goal of improving the medical clinical decision support

system. In this study, we have not obtained any feedback from

heart specialist yet. In the future, once specific demographic

dataset (from Korea) is collected, the comments from local

heart specialist for verifying dataset and prediction model

could be presented.
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