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PREFACE

This report examines the effects of varying levels of cost sharing on
the demand for medical care and other health services. It presents the
final results of the RAND Health Insurance Experiment with respect
to annual utilization of medical services in the fee-for-service system.
The experiment was a large scale social experiment designed to investi-
gate the effects of alternative health insurance plans on the utilization
of health services, health status, the quality of care, and patient satis-
faction. The report updates the interim results presented in:

e Newhouse, J. P., et al., “Some Interim Results from a Con-
trolled Trial of Cost Sharing in Health Insurance,” New Eng-
land Journal of Medicine, Vol. 305, December 17, 1981, pp.
1501-1507. (See also The RAND Corporation, R-2847-HHS,
January 1982.)

Other reports have dealt with cost sharing and the demand for medi-
cal care and the effects on health status. They include:

* Brook, R. H, et al., “Does Free Care Improve Adults’ Health?
Results from a Randomized Controlled Trial,” New England
Journal of Medicine, Vol. 309, December 8, 1983, pp. 1426-1434.
Also, R. H. Brook et al.,, The Effect of Coinsurance on the
Health of Adults, The RAND Corporation, R-3055-HHS,
December 1984.

e Keeler, E. B, et al.,, “How Free Care Reduced Hypertension of
Participants in the RAND Health Insurance Experiment,”
Journal of the American Medical Association, Vol. 154, October
11, 1985, pp. 1926-1931.

e Keeler, E. B, et al.,, The Demand for Episodes of Medical Treat-
ment in the Health Insurance Experiment, The RAND Corpora-
tion, R-3454-HHS, March 1988.

o Keeler, E. B, et al.,, “The Demand for Supplementary Health
Insurance, or Do Deductibles Matter?” Journal of Political
Economy, Vol. 85, August 1977, pp. 789-802.

o Keeler, E. B,, et al.,, The Demand for Episodes of Medical Treat-
ment: Interim Results from the Health Insurance Experiment,
The RAND Corporation, R-2829-HHS, December 1982.
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Leibowitz, A., et al., “Effect of Cost Sharing on the Use of Med-
ical Services by Children: Interim Results from a Randomized
Controlled Trial,” Pediatrics, Vol. 75, May 1985, pp. 942-951.
Lohr, K. N, et al., “Use of Medical Care in the RAND Health
Insurance Experiment: Diagnosis- and Service-Specific
Analyses,” Medical Care (Supplement), September 1986.
Newhouse, J. P., et al., “The Findings of the RAND Health
Insurance Experiment: A Response to Welch et al.,” Medical
Care, Vol. 25, February 1987, pp. 157-179.

Newhouse, J. P, et al, “The Effect of Deductibles on the
Demand for Medical Care Services,” Journal of the American
Statistical Association, Vol. 75, September 1980, pp. 525-523.
O’Grady, K. F,, et al., “The Impact of Cost Sharing on Emer-
gency Department Use,” New England Journal of Medicine, Vol.
313, August 22, 1985, pp. 484-490.

Valdez, R. B., The Effects of Cost Sharing on the Health of Chil-
dren, The RAND Corporation, R-3270-HHS, March 1986.
Valdez, R. B,, et al.,, “The Consequences of Cost Sharing for
Children’s Health,” Pediatrics, Vol. 75, May 1985, pp. 957-961.

There have also been a series of reports on comparisons of the use

of health services and health status between fee-for-service and health
maintenance organizations. Those reports include:

* Davies, A. R., J. E. Ware, Jr., R. H. Brook, dJ. R. Peterson, and

J. P. Newhouse, “Consumer Acceptance of Prepaid and Fee-
for-Service Medical Care: Results from a Randomized Trial,”
Health Services Research, Vol. 21, August 1986, pp. 429-452,
Manning, W. G., et al., “A Controlled Trial of the Effect of a
Prepaid Group Practice on Use of Services,” New England
Journal of Medicine, Vol. 310, June 7, 1984, pp. 1505-1510.
(See also The RAND Corporation, R-3029-HHS, September
1985.)

Sloss, E. M., E. B. Keeler, R. H. Brook, B. H. Operskalski, G.
A. Goldberg, and J. P. Newhouse, “Effect of a Health Mainte-
nance Organization on Physiologic Health: Results from a
Randomized Trial,” Annals of Internal Medicine, Vol. 106,
January 1987, pp. 130-138.

Ware, J. E., et al, “Comparison of Health Outcomes at a
Health Maintenance Organization with Those of Fee-for-
Service Care,” The Lancet, Vol. 1, No. 848, May 3, 1986, pp.
1017-1022.



The reports on oral health status and the demand for dental and
mental health services include:

Bailit, H., et al., “Does More Generous Denta] Insurance Cover-
age Improve Oral Health?” Journal of the American Dental
Association, Vol. 110, May 1985, pp. 701-707.

Manning, W. G., et al., “The Demand for Dental Care: Evi-
dence from a Randomized Trial in Health Insurance,” The
Journal of the American Dental Association, Vol. 110, June
1985, pp. 895-902. (See also The RAND Corporation, R-3225-
HHS, August 1986.)

Manning, W. G., et al, “Cost Sharing and the Demand for
Ambulatory Mental Health Services,” American Psychologist,
Vol. 39, October 1984, pp. 1090-1100.

Manning, W. G., et al., “How Cost Sharing Affects the Use of
Ambulatory Mental Health Services,” Journal of the American
Medical Association, Vol. 256, October 1986, pp. 1930-1934.
Wells, K. B., et al., Cost Sharing and the Demand for Ambula-
tory Mental Health Services, The RAND Corporation, R-2960-
HHS, September 1982.

Most of these studies have used statistical models developed to
address the difficult estimation problems faced with the highly skewed
data on the use of health services, and economic models developed to
estimate the effect of price in the absence of upper limits on the out-
of-pocket costs paid by the family. These include:

Duan, N., “Smearing Estimate: A Nonparametric Retransfor-
mation Method,” Journal of the American Statistical Associa-
tion, Vol. 78, September 1983, pp. 605-610.

Duan, N, et al,, “A Comparison of Alternative Models for the
Demand for Medical Care,” Journal of Economic and Business
Statistics, Vol. 1, April 1983, pp. 115-126. Also The RAND
Corporation, R-2754-HHS, January 1982.

Duan, N., et al, “Choosing Between the Sample-Selection
Model and the Multi-Part Model,” Journal of Business and
Economic Statistics, Vol. 2, July 1984, pp. 283-289,

Keeler, E. B., et al., The Demand for Episodes of Medical Treat-
ment in the Health Insurance Experiment, The RAND Corpora-
tion, R-3454-HHS, March 1988.
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demand for health services and the role of health insurance, as well as
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SUMMARY

Over the past four decades, medical care costs have grown about 4
percent per year in real terms, and the share of GNP devoted to medi-
cal care has increased from 4 to 11 percent between 1950 and 1984
(Levit et al., 1985). The most prominent explanation of this rapid
increase has emphasized the spread of health insurance, which has gen-
erated demand for both a higher quality and an increased quantity of
medical services.

No one has shown, however, that the spread of health insurance can
quantitatively account for most of the sustained rise in health expendi-
ture. If it cannot, the widespread presumption that distorted prices
(because of insurance) are inducing excess resources in medical care is
not necessarily correct. Central to appraising the quantitative role of
insurance, of course, is the magnitude of the demand response to
changes in insurance. The literature exhibits substantial disagreement,
by a factor of 10 or more, about the price elasticity, or coinsurance
elasticity, of demand.

Such disagreement is not surprising in light of the problems of using
nonexperimental data to estimate elasticities, including the problem of
adverse selection—the incentive for those in poor health to acquire
more generous health insurance policies.

In light of the uncertainty about how demand responds to
insurance-induced changes in price, and the importance for both public
and private decisions of quantifying that response, the federal govern-
ment initiated the RAND Health Insurance Experiment (HIE) in 1974,
one aim of which was to narrow uncertainty about this issue. In this
study, we report the results of that experiment. Qur findings have
implications for the role of insurance in explaining the postwar
increase in medical expenditure, as well as for the magnitude of the
welfare loss from health insurance.

DATA AND SAMPLE

Design of the RAND Health Insurance Experiment

Between November 1974 and February 1977, the HIE enrolled fami-
lies in six sites: Dayton, Ohio; Seattle, Washington; Fitchburg, Mas-
sachusetts; Franklin County, Massachusetts; Charleston, South Caro-
lina; and Georgetown County, South Carolina.
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Of the 7,791 persons who participated in the experiment, 5,809 were
assigned to one of 14 different fee-for-service insurance plans; another
1,982 were enrolled in prepaid group practice plans. The fee-for-service
insurance plans, the main focus of this report, had different levels of
cost sharing, which varied over two dimensions: the coinsurance rate
(percentage paid out of pocket) and an upper limit on annual out-of-
pocket expenses. The coinsurance rates were 0, 25, 50, or 95 percent.
Each plan had an upper limit (the Maximum Dollar Expenditure or
MDE) on annual out-of-pocket expenses of 5, 10, or 15 percent of fam-
ily income, up to a maximum of $1,000. Beyond the MDE, the
insurance plan reimbursed all covered expenses in full.

Families were assigned to these insurance plans using the Finite
Selection Model. This model was used to achieve as much balance
across plans as possible while retaining randomization; that is, it
minimizes the correlation between the experimental treatments and
health, demographic, and economic covariates. The enrolled sample is
for the most part a random sample of each site’s nonaged population,
but some groups were not eligible: (1) those 62 years of age and older
at the time of enrollment; (2) those with incomes in excess of $25,000
in 1973 dollars (or $58,000 in 1984 dollars); this excluded 3 percent of
the families contacted; (3) those eligible for the Medicare disability
program; (4) those in jails or institutionalized for indefinite periods; (5)
those in the military or their dependents; and (6) veterans with
service-connected disabilities.

Medical Use

We focus primarily on the use of medical services other than outpa-
tient psychotherapy and dental services. We do, however, summarize
results for dental services. All use measures were derived from claims
data.

Plan of Analysis

We contrast the use of services for alternative insurance plans using
analysis of variance (ANOVA) and multiple regression methods that
also control for site, health status, sociodemographic, and economic
variables. The reliability of these and other methods are examined in a
split sample analysis.

We also examine differences in the response to health insurance
across subgroups of interest—children versus adults, the sick versus the
well, and the poor versus the rich.
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Empirical Results

Main Effects. The data from the HIE clearly show that the use of
medical services responds to changes in the amount paid out of pocket.
The per capita expenses on the free plan (no out-of-pocket costs) are
45 percent higher than those on the plan with a 95 percent coinsurance
rate, subject to an upper limit on out-of-pocket expenses of at most
$1,000 dollars per year. Spending rates on plans with an intermediate
level of cost sharing lie between these two extremes.

The largest decreases in the use of outpatient services occurs
between the free and 25 percent plans, with smaller but statistically
significant differences between the 25 percent and other family coin-
surance plans (p < 0.01).

Cost sharing affects the number of medical contacts, but not the
intensity of each of those contacts. In other words, the differences in
expenditures across plans reflect real variation in the number of con-
tacts rather than an increase in the intensity or charge per service.
For example, outpatient expenses on the free plan are 67 percent
higher than those on the 95 percent plan, whereas outpatient visit rates
to physicians and other health providers are 66 percent higher than
those on the 95 percent plan. A similar pattern holds more weakly for
inpatient care: Inpatient expenses are 30 percent higher on the free
plan than on the 95 percent plan, whereas admission rates are 29 per-
cent higher.

There are no significant differences among the family coinsurance
(25, 50, and 95 percent) plans in the use of inpatient services. There is
also no significant effect of cost sharing on the use of inpatient services
by children.

The individual deductible plan exhibits a somewhat different pattern
from the other cost sharing plans. This plan has free inpatient care,
but a 95 percent coinsurance rate (up to a $150 per person or $450 per
family annual maximum) for outpatient services. Total expenditures
on this plan are significantly less than on the free plan (p < 0.02).
This overall response is the sum of a one-third reduction in outpatient
expenses (p < 0.0001), and an insignificant, less than one-tenth, reduc-
tion in inpatient expenses. Thus, this plan looks like a combination of
the 50 or 95 percent plans for outpatient care and the free or 25 per-
cent plan for inpatient care. The admission rate for the individual
deductible plan lies roughly midway between the free plan and family
coinsurance plan rates, suggesting a nontrivial cross price elasticity
between inpatient and outpatient services.

Use by Subgroups. We do not observe a statistically significant
difference in the response to insurance plan across income groups.



We observed about the same outpatient response to insurance plan
for children (ages less than 18) as for adults, but children are less
plan-responsive for inpatient care. As we observed with a subset of
these data (Newhouse et al., 1981, 1982; Leibowitz et al., 1985), we can-
not reject the hypothesis that admission rates for children show no
response to insurance coverage. By contrast, adults have significantly
lower use of inpatient services on the family pay plans than they do on
the free plan.

Although health status was a strong predictor of expenditure levels,
we observed no differential response to health insurance coverage
between the healthy and the sickly.

The six sites in the HIE were selected to reflect a spectrum of city
sizes, waiting times to appointment, and physician to population ratios.
One concern was that the response to insurance coverage could vary
according to the complexity of the medical market or to the excess
demand in the medical delivery system, but this was not observed.

We enrolled families for three or five years to see if the response to
insurance changed over time and if the duration of enrollment mat-
tered. The free plan might generate transitorily high demand; the 95
percent plan might generate postponement of demand at the end of the
experiment. Neither effect was found for medical care, but there was a
major transitory shift in demand for dental care at the beginning of the
study.

COMPARISONS WITH THE LITERATURE

Our results indicate that demand elasticities for medical care are
nonzero and indeed that the response to cost sharing is nontrivial. To
make comparisons with other studies, we have to estimate the price
response in the absence of an upper limit on out-of-pocket expendi-
tures. The response to insurance plan is a mix of the response to a
positive price below the limit and free care (no out-of-pocket expense)
above the limit. Thus, the plan response is less than the pure price
response in the absence of such a limit.

We used three alternative methods to estimate the pure price
response. These three methods suggest that price elasticities for medi-
cal care are in the —0.1 to —0.2 range—values that are consistent with
those in the lower range of the nonexperimental literature and which
vary from -0.1 to -2.1.

Our estimates of demand response imply that, given technology, the
spread of health insurance can account for only a modest portion of
the postwar rise in medical expenditure.
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THE WELFARE LOSS FROM MORAL HAZARD

With health insurance, individuals purchase more medical care than
they would have if they paid full price. As a result, the individual
values the additional service at less than its market price, which
reflects the cost of the additional service to society. Under a number
of strong assumptions (including that gross medical care prices are
competitive and there are no externalities), our estimates imply a non-
trivial welfare loss from first dollar health insurance coverage. An
approximation of the loss from moving from a universal 95 percent
plan (with a $1,000 upper limit on out-of-pocket expenses) to the free
care plan is $37 to $60 billion, as against an expenditure around $200
billion on these services in 1984 by the under 65 population.

From the $37-$60 billion figure must be deducted some amount for
the reduced risk in the free plan relative to the 95 percent plan. Usual
values for risk aversion, however, would suggest that the deduction is
small in the presence of a $1,000 cap. Thus, we expect that the welfare
loss from more generous, first dollar coverage health insurance is sub-
stantial.

Central to issues of welfare loss is the extent to which insurance
induced technological change that consumers would not have been will-
ing to pay for. This question cannot be addressed by the experiment
and is very difficult to address with nonexperimental data. However,
because countries with widely varying institutional arrangements
exhibit similar rates of change, consumers may be willing to pay for
much of the new technology even if faced with its full cost.

WAS IT WORTH IT?

Between 1982 and 1984, the time during which results from the
experiment were first published, there was a substantial increase in
cost sharing among major employers and a decline in hospital days
among the under 65. If only a small portion of this change was attrib-
utable to the experimental results, the experiment paid for itself rather
quickly.
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I. INTRODUCTION

Over the past four decades medical care costs have grown about 4
percent per vear in real terms, and the share of GNP devoted to medi-
cal care has increased from 4.4 percent in 1950 to 10.6 percent in 1984
(Levit et al., 1985). The most prominent explanation of this rapid
increase has emphasized the spread of health insurance, which has gen-
erated demand for both a higher quality and an increased quantity of
medical services (Feldstein, 1971, 1977). In turn, the spread of health
insurance has been linked to the exemption of employer-paid health
insurance premiums from the individual income tax (Feldstein and
Allison, 1974; Feldstein and Friedman, 1977; Pauly, 1986). Thus, the
increase in expenditure is often portrayed as a type of market failure
induced by public policy, although such an argument is not universally
accepted (Barer et al., 1979; Evans, 1984; Goddeeris and Weisbrod,
1985),

No one has shown, however, that the spread of health insurance can
quantitatively account for most of the sustained rise in health care
expenditure (Pauly, 1986). If it cannot, the widespread presumption
that distorted prices (because of insurance) are inducing excess
resources in medical care is not necessarily correct. Central to apprais-
ing the quantitative role of insurance, of course, is the magnitude of
the demand response to changes in insurance. The literature exhibits
substantial disagreement, by a factor of 10 or more, about the price
elasticity, or coinsurance elasticity, of demand (Rosett and Huang,
1973; Davis and Russell, 1972; Phelps and Newhouse, 1974a; Goldman
and Grossman, 1978; Colle and Grossman, 1978; Newhouse and Phelps,
1974; Newhouse and Phelps, 1976).1

Such disagreement is not surprising in light of the problems of using
nonexperimental data to estimate elasticities (Newhouse et al., 1980a).
In cross-sectional data insurance is endogenous; those who expect to
demand more services have a clear incentive to obtain more complete
insurance, either by selecting a more generous option at the place of
employment, by working for an employer with a generous insurance
plan, or by purchasing privately more generous coverage.

Ignoring this selection issue (i.e., treating insurance as exogenous)
has generally produced results showing that demand for medical care
responds to insurance-induced variation in price. Treating Insurance

IThe elasticity estimates at the mean vary from around -0.1 to -2.1.



as endogenous, however, has generally led to coefficients with confi-
dence intervals that are insignificantly different from zero at conven-
tional levels (Newhouse and Phelps, 1976).2

That upward bias may be present is suggested by results from
several natural experiments that compared demands of the same indi-
viduals before and after their group insurance changed (Scitovsky and
Snyder, 1972; Scitovsky and McCall, 1977; Phelps and Newhouse, 1972;
Beck, 1974). In these cases the change in insurance is presumptively
exogenous, and the elasticity estimates cluster near the low end of
those cited above. But natural experiments have no control group, so
that any other factor that changed over time is perfectly confounded
with the insurance change. Moreover, the samples available in such
studies are not necessarily representative of the general population,
and the changes in insurance that could be studied were limited to
those that occurred in the natural experiment. Hence, these results too
have been suspect.’?

In light of the uncertainty about how demand responds to
insurance-induced changes in price, and the importance for both public
and private decisions of quantifying that response, the federal govern-
ment initiated the RAND Health Insurance Experiment (HIE) in 1974,
one aim of which was to narrow uncertainty about this issue
(Newhouse, 1974). In this article we report the results of that experi-
ment. Our findings have implications for the role of insurance in
explaining the postwar increase in medical expenditure, as well as for
the magnitude of the welfare loss from health insurance.

The HIE had several objectives other than improved estimates of
how demand responds to insurance. Four such objectives merit men-
tion here:

1. Many poor individuals are insured through public programs;
whether the demand response differs for the poor is therefore an issue
in decisions on the scope of these programs.

2. Insurance need not be uniform across various medical services.
In fact, second-best pricing implies that coverage should be more gen-
erous for less price elastic (or less insurance elastic) services (Ramsey,
1927; Zeckhauser, 1970; Baumol and Bradford, 1970). We therefore
wished to learn if insurance elasticities differed for various types of

2Although many believe this failure to reject the null hypothesis when insurance is
treated as endogenous occurs because the insurance variable is only weakly identified,
the magnitude of any upward bias in elasticity estimates from treating insurance as exog-
enous remains unknown. Hausman (or Wu) type tests have not been used to test for
endogeneity, but if they failed to reject the null hypothesis of exogeneity, it could be for
lack of power because of a lack of a useful set of instruments,

3For reviews of the nonexperimental demand literature and a discussion of its meth-
odological problems, see Newhouse (1978, 1981).



medical services. In particular, are demand elasticities greater for out-
patient physician services, psychotherapy, and preventive services,
which would accord with the observed lesser coverage of these ser-
vices?*

3. The public financing of medical care has been justified by its
status as a merit good (Musgrave, 1959) and in particular the claim
that the consumption of medical services leads to improved health,
which can generate externalities (Lindsay, 1969; Culyer, 1971, 1976,
1978; Pauly, 1971; Evans, 1984). Thus, we sought to quantify how the
change in the consumption of medical services at the margin might
affect health. The answer to this question would inform the political
debate about the benefits of public financing of medical care services
for the indigent and would also inform the insurance decisions of
private agents such as employers and unions.

4. For the past decade public policy has promoted Health Mainte-
nance Organizations (HMOs) on the grounds that such organizations
were more efficient in the delivery of services. Almost all evidence of
lower cost, however, came from uncontrolled settings, leaving
unresolved the question of whether selection of healthier members or
more efficient treatment was responsible for lower costs in HMOs
(Luft, 1981). In the latter case effects on health outcomes were usually
assumed to be zero. Therefore, we sought to decompose the observed
lower use of services at one HMO into the pure effect of the HMO, on
the one hand, and treating a possibly less sickly group of enrollees, on
the other. Moreover, we sought to determine whether any reduced use
of services affected health status and satisfaction.

The focus of this report is on the first two questions, although we
summarize briefly our findings on the latter two.

“Other explanations, not mutually exclusive, for the lower coverage of these services
include greater loading charges and asymmetric information between insurer and insured.



II. DATA AND SAMPLE

DESIGN OF THE RAND HEALTH INSURANCE
EXPERIMENT!

Between November 1974 and February 1977, the HIE enrolled fami-
lies in six sites:> Dayton, Ohio; Seattle, Washington; Fitchburg, Mas-
sachussetts; Franklin County, Massachusetts; Chatleston, South Caro-
lina; and Georgetown County, South Carolina. The sites were selected
to represent the four census regions; to represent the range of city sizes
(a proxy for the complexity of the medical delivery system); to cover a
range of waiting times to appointment and physician per capita ratios
(to test for the sensitivity of demand to nonprice rationing); and to
include both urban and rural sites in the North and the South. Table
2.1 displays the characteristics for these six sites.

Families participating in the experiment were assigned to one of 14
different fee-for-service insurance plans or to a prepaid group practice;
additionally, some members already enrolled in the prepaid group prac-
tice were enrolled as a separate group. The fee-for-service insurance
plans—the main focus of this report—had different levels of cost shar-
ing, which varied over two dimensions: the coinsurance rate {percent-
age paid out of pocket) and an upper limit on annual out-of-pocket
expenses. The coinsurance rates were 0, 25, 50, or 95 percent. Each
plan had an upper limit (the Maximum Dollar Expenditure or MDE)
on annual out-of-pocket expenses of 5, 10, or 15 percent of family
income, up to a maximum of $1000.> Beyond the MDE, the insurance
plan reimbursed all covered expenses in full.

Covered expenses included virtually all medical services.* One plan
had different coinsurance rates for inpatient and ambulatory medical
services (25 percent) than for dental and ambulatory mental health

*Newhouse (1974) and Brook et al. (1979) provide fuller descriptions of the design.
Newhouse et al. (1979) discuss the measurement issues for the second generation of
social experiments, to which the HIE belongs, Ware et al. (1980a, 1980b) discuss many
aspects of data collection and measurement for health status.

%Single persons constituted a one-person family.

3The maximum was $750 in some site-years for the 25 percent coinsurance plans.

*See Clasquin (1973) for a discussion of the rationale for the HIE structure of bene-
fits. Nonpreventive orthodontia and cosmetic surgery (related to preexisting conditions)
were not covered. Also excluded were outpatient psychotherapy services in excess of 52
visits per year per person. In the case of each exclusion, it is questionable whether any-
thing could have been learned about steady-state demand during the three- to five-year
lifetime of the experiment.
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services (50 percent). And on one plan, the families faced a 95 percent
coinsurance rate for outpatient services, subject to a $150 annual limit
on out-of-pocket expenses per person ($450 per family). In this plan,
all inpatient services were free; in effect, this plan had approximately
an outpatient individual deductible.’

A simple example illustrates how an HIE plan worked. Consider a
family facing a 25 percent coinsurance rate for all health services and
an upper limit on out-of-pocket expenses of $1,000. For the first
$4,000 of expenditures on any health service (dental, medical, or men-
tal health), the family paid 25 percent of the bill and the insurance
company paid 75 percent. Beyond that point, the family paid nothing
more out of pocket that year, because it had already paid $1,000 (=
0.25 x $4,000). At the beginning of the new accounting year, the fam-
ily again paid 25 percent of the bill, until it reached its annual upper
limit on out-of-pocket expenses.

As this example illustrates, the family’s response to an experimental
insurance plan is an amalgam of responses to the coinsurance rate
below the upper limit on out-of-pocket expenses and free care beyond
the limit. In this report, we examine the overall effect of the insurance
plan. Keeler et al. (1988) provide a detailed decomposition of the
family’s response into the separate responses to the coinsurance rate
and the upper limit; in Sec. V we do provide some information on the
response to a constant price schedule. See Keeler et al. (1977a) for a
theoretical discussion of the response to a multipart tariff, such as the
experimental insurance plans, in the face of uncertainty.

Families were assigned to these insurance plans using the Finite
Selection Model (Morris, 1979). This model was used to achieve as
much balance across plans as possible while retaining randomization;
that is, it minimizes the correlation between the experimental treat-
ments and health, demographic, and economic covariates.

Families were enrolled as a unit with only eligible members partici-
pating. No choice of plan was offered; the family could either accept
the experimental plan or choose not to participate. To prevent
refusals, families were given a lump-sum payment greater than the
worst-case outcome in their experimental plans relative to their previ-
ous plan; thus, families were always better off financially for accepting
the enrollment offer. Moreover, because of a bonus for completion,

The coinsurance rate for the 95 percent and individual deductible plans was actually
100 percent in the first year of Dayton, the first site. The rate was changed to 95 per-
cent for all other site-years of the experiment to increase the incentive to file claims,
although there was no statistical evidence at that time of underfiling. Subsequent
analysis has shown that the mean outpatient physician expenditure on the 95 percent
coinsurance plans relative to the free-care plan is understated by about 5 to 10 percent
because of a lower propensity to file claims (Rogers and Newhouse, 1985).



they were always better off completing the study. Hence, there is a
theoretical presumption of no bias from refusal or attrition. In fact, we
have detected negligible effects from refusal and attrition (Brook et al.,
1983; O’Grady et al., 1985; Newhouse et al., 1987).6

The lump-sum payment was an unanticipated change in income and
should negligibly affect the response to cost sharing. We show below
that there was no measurable effect of these payments.

The family’s nonexperimental coverage was maintained for the fam-
ily by the HIE during the experimental period, with the benefits of the
policy assigned to the HIE. If the family had no coverage, the HIE
purchased a policy on its behalf. Thus, no family could become unin-
surable as a result of participation in the study.

To study methods effects, the HIE employed four randomized subex-
periments. First, to increase precision in measuring changes in health
status, 60 percent of the households were given a physical examination
at entry into the study; to test for a possible stimulus to utilization, the
remaining households received no examination. Second, to measure
sick and work-loss days, and telephone consultations with physicians,
some households filled out a diary on contacts with the health care sys-
tem and on time lost as a result of illness. To test for a possible
stimulus to utilization, some households filled out no forms, some filled
them out weekly, and some biweekly. Third, to test for transitory
aspects of the study (Metcalf, 1973; Arrow, 1975), 70 percent of the
households were enrolled for three years; the remainder for five years.
Fourth, to make families financially no worse off for participating in
the study, participants were paid a lump-sum payment. To test for a
possible stimulus to utilization, 40 percent of the families were given
an unanticipated increase in their lump-sum payment during the
second to last year of the study. :

There are two potential threats to the balance of health and other
characteristics across the insurance plans: nonrandom refusal of the
offer to participate and nonrandom attrition from the study. Refusals
of the plan offer varied from 6 percent on the free plan to 23 percent
on the 95 percent coinsurance plans in the non-Dayton sites (see
Brook et al.,, 1983).” Analysis of these refusals to participate indicate

5The details of the lump-sum payment rules can be found in Clasquin and Brown
(1977).

"Data from Dayton are incomplete and hence have not been analyzed, but the refusal
of the enrollment offer across all plans in Dayton was only 7 percent. Additionally, we
have compared the group that enrolled on all plans with the group that completed base-
line interviews but did not enroll. The only significant difference was that children are
overrepresented by a modest amount in the group that enrolled (Morris, 1985). No sig-
nificant preexperimental differences were found for self-reported utilization and health
status (Morris, 1985). Age is explicitly controlled for in our analysis.



that the only significant difference between those who accepted and
those who rejected the offer was that the latter had lower education
and income. Income is controlled for in our analysis and education
had no detectable (partial) effect on use. There is no evidence that
those who rejected the offer to participate were sicker, or that there
was an interaction among plan, sickness, and refusal of the offer.

Individuals on the cost sharing plans were more likely to leave the
study early than were individuals on the free plan. These early depar-
tures were also sicker on average than those who stayed. Thus people
on the cost sharing plans at the end of the study are healthier on aver-
age than those on the free plan. This could lead to an overestimate of
the response to insurance plan. To correct for such bias, we include
health status measures as covariates.

THE SAMPLE

The enrolled sample is for the most part a random sample of each
site’s nonaged population, but some groups were not eligible.® Table
2.2 gives the sample by plan and site; it excludes the 1,982 persons in
the HMO experiment. Note that plans are not perfectly balanced by
site; in particular, no one was enrolled on the 50 percent plan in

Table 2.2
ENROLLMENT SAMPLE, BY SITE

Fitch- Franklin Charles- Georgetown

Plan Dayton Seattle burg County ton County Total
Free 301 431 241 297 264 359 1833
25 percent® 260 253 125 152 146 201 1137
50 percent 191 0 56 58 26 52 383
95 percent 280 253 113 162 146 166 1120
Individual deductible 105 285 188 220 196 282 1276
Total 1137 1222 723 889 778 1060 5809

®Includes those with 50 percent coinsurance for dental and mental health and 25 percent coin-
surance for all other services,

8The ineligible groups include: (1) those 62 years of age and older at the time of
enrollment; (2) those with incomes in excess of $25,000 in 1973 dollars (or $58,000 in
1984 dollars)—this excluded 3 percent of the families contacted; (3) those eligible for the
Medicare disability program; (4) those in jails or institutionalized for indefinite periods:
(5) those in the military or their dependents; and (6) veterans with service-connected
disabilities.



Seattle, and about half of those on the 50 percent plan are in Dayton,
whereas only 20 percent of all participants are in Dayton. Table 2.3
gives the sample size used in our estimates below.?

DEPENDENT VARIABLES

In this report, we focus primarily on the use of medical services
other than outpatient psychotherapy and dental services.!® We do,
however, summarize results for those services below. The medical ser-
vices we do consider include all inpatient services and all purchases of
drugs and supplies. We examine five different measures of use: the
probability of any medical use during the year, the probability of any
inpatient use during the year, the number of outpatient visits to any

Table 2.3
ESTIMATION SAMPLE

Plan Person-Years
Free 6,822
25 percent 4,065
50 percent 1,401
95 percent 3,727
Individual deductible 4,175
Total 20,190

SAbout 3 percent of the actual participant-years are truncated because the participant
withdrew partway through an accounting year. We do not use such participants in the
estimation sample because the four-part model (see below) requires equal time periods
for each observation. If a person is only observed for one quarter and the expenditure
distribution is lognormal, the annual distribution is not simply the quarterly distribution
scaled up by a factor of four; i.e., the lognormal does not convolute. The sample used in
this analysis more specifically includes enrollees during each full vear that they partici-
pated and the last accounting year in the study for those who died. We excluded data on
partial years of participation by newborns. (Their expenses in the hospital at the time of
birth, however, are attributed to the mother.) We tested the legitimacy of excluding
those with partial years by comparing expenditure rates of part-year persons, adjusted for
time at risk, with what they would have spent if they behaved like full-year people.
Specifically, we regressed actual expenditure minus (time at risk times the four-part
prediction) on plan dummy variables. We could not reject the null hypothesis of no
difference by plan (x2 (4) = 2.67, p > 0.50). The estimated effect of including part-year
participants is to negligibly increase the estimated response to plan.

10566 Manning et al. {1984b) and Wells et al. (1982) for additional results on the use
of mental health care, and Manning et al. (1985a) for additional results on dental use.
Mental health care use is on the order of 4 percent of the expenditures discussed here.
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health provider,!' the number of admissions to a hospital or nursing
home, and total expenditures on medical care.!? All of the measures of
use are derived from claims data.'®

Appendix A contains summary statistics for medical expenditures.

INDEPENDENT VARIABLES

Although we present sample means by plan, we also present results
controlling for site, health status, sociodemographic, and economic
variables.

Insurance Plan Variables

Rather than impose a functional form, we have conservatively used
dummy variables for insurance plans. We have grouped the insurance
plans into five groups: (1) the free plan (no out-of-pocket cost to the
family); (2) 25 percent coinsurance rate plans for medical services; (3)
50 percent coinsurance rate plans for medical services; (4) 95 percent
coinsurance rate plans for medical services; and (5) the plan with a 95
percent coinsurance rate for outpatient services (subject to a limit of
3150 per person or $450 per family per year) and free inpatient care.
The middle three groups we call the family pay plans.

We did not differentiate the plans by the size of the upper limit on
out-of-pocket expenses. Our data show that the lower the limit, the
greater the likelihood that a family will exceed the limit and receive
free care for part of the year (see Appendix B). Nonetheless, when we
included variables for the upper limit, the variables were insignificant
(p > 0.50) and over two-thirds of the coefficients were of the wrong
sign. Using results on episodes of treatment and the timing of treat-
ment (Keeler et al., 1982), we estimate that the differences between the
upper limit groups for a given level of coinsurance is less than 4 per-
cent of the plan mean. At the level of annual expenditure per person,
we do not have the precision to pick up such a small effect.

In the analysis of inpatient use, we grouped the insurance plans into
six groups. For adults (aged 18 or over), we had three plans—free,
family pay, and individual deductible. The family pay plan consists of
all plans with a medical coinsurance rate of 25, 50, or 95 percent. For

YA count of visits with positive charges.

2Expenditures include out-of-pocket payments and payments by the insurance car-
rier.

3As noted above, there is a small amount of differential underfiling. In light of the
difficulty of ascribing this to particular individuals and its modest levels, we have not
corrected for it in this analysis.
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children, we had the same three plan groupings. Analysis of a subsam-
ple of HIE data (Newhouse et al., 1981, 1982) indicated that there was
no appreciable or significant difference in inpatient use among the
family pay plans, but that there was a significant and appreciable
difference in the response of children and adults to cost sharing. This
lack of detectable difference in inpatient use is to be expected, because
the majority of those with any inpatient use on the family pay plans
exceeded the MDE amount, irrespective of the plan; hence to most of
those on the family pay plans, the cost of a hospitalization was $1,000
(less for the poor).

Measures of Health Status

We used four measures of health status to increase the precision of
our estimates of the consumption of medical services: (1) general
health perceptions;!* (2) physical or role limitations;'® (3) chronic
disease status;'® and (4) mental health status.” Each of these

14The General Health Index (GHINDX) is a continuous score (0-100) based on 22
questionnaire items for individuals aged 14 and over, and 7 items for children (aged
under 14) measuring perceptions of health at the present, in the past, and in the future;
the items also measure resistance to illness and health worry. GHINDX refers to health
in general and does not specify a particular component of health.

The construct is a subjective assessment of personal health status. The reliability
and validity of GHINDX have been extensively studied and documented (Ware, 1976;
Davies and Ware, 1981; and Eisen et al., 1980). For example, the impact of chronic
diseases, everything equal, is equivalent to 5.6 GHINDX points for hypertension, and 10
GHINDX points for chronic obstructive pulmonary disease or diabetes (Brook et al.,
1983), The death rate in the study was 25/1,000 for those with GHINDX under 63,
6/1,000 for those with GHINDX from 63 to 76 and 1/1,000 for those with GHINDX
from 76 to 100.

15The physical or role limitations measure is scored dichotomously (PHYSLM: 1 =
limited, 0 otherwise) to indicate the presence of one or more limitations resulting from
poor health. It is based on 12 questionnaire items for adults and five items for children
measuring four categories of limitations: self-care (eating, bathing, dressing); mobility
(confined, or able to use public or private transportation); physical activity (walking,
bending, lifting, stooping, climbing stairs, running); and usual role activities (work, home,
school). The reliability and validity of these measures have been studied and docu-
mented by Stewart et al. {1977, 1978, 1981a, 1981b) and Eisen et al. (1980).

'®The disease measure is & simple count of the number of diseases or health problems
(out of a possible 26) for individuals aged 14 or older (Manning et al., 1982). The disease
list includes kidney disease and urinary tract infections, eye problems, bronchitis, hay
fever, gum problems, joint problems, diabetes, acne, anemia, heart problems, stomach
problems, varicose veins, hemorrhoids, hearing problems, high blood pressure, hyperthy-
roidism, and ten other diseases or problems.

1"The Mental Health Inventory (MHI) for adults is a continuous score (0-100) based
on 38 questionnaire items measuring both psychological distress and psychological well-
being, as reflected in anxiety, depression, behavioral and emotional control, general posi-
tive affect and interpersonal ties. The reliability and validity of this measure has been
studied and documented by Veit and Ware (1983); Ware et al. (1979, 1980b); and Willi-
ams et al. (1981). A similar construct has been developed for children aged 5 to 13,
based on 12 questionnaire items (Eisen et al., 1980).
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measures is based on the self-administered Medical History Question-
naire for individuals 14 years or older. Measures for children are based
on questionnaires filled out by parents. All of the health status data
used in this report were collected at the beginning of the study; a sum-
mary description of each is presented below.

Other Covariates

In addition to variables for insurance plan and health status, we also
included covariates for age, sex, race, family income, family size, and
site. With the exception of family size and income, the data were col-
lected before or at enrollment in the study. The value for family size
varies by year. Family income data are from 1975 in Dayton, 1978 for
the three-year group in South Carolina, and 1976 for all other partici-
pants.’® Health status measures are described more fully in Brook et
al. (1983, 1984), Valdez et al. (1985), and Valdez (1986).

Although we have not tested for all possible interactions among
covariates, we did examine some that are important for policy purposes
(e.g., income and plan). As a result, we have included interactions
between being a child and plan in the inpatient and outpatient use
equations (see below), between plan and income in the probabilities of
any use of medical care and of any inpatient use (see below), and
between sex and age in all equations. The remaining interactions were
neither significant nor appreciable and have been omitted.

UNIT OF ANALYSIS

The unit of analysis is a person-year. We use the year as the time
frame for ease of interpretation and because the upper limit on out-of-
pocket expenses is an annual limit. We use the person as the unit of
observation because most major determinants of the use of services are
individual (e.g., age, sex, and health status) rather than family (e.g.,
insurance coverage and family income).

181975 was the first year of participation for the Dayton participants, the South Caro-
lina three-year group began participation beginning in late 1978 (about a quarter partici-
pated for two months and another guarter for one month), and the remainder of the
sample enrolled in 1976 or early 1977; most of the enrollment was in the latter half of
1976. We used these data because we believed the income measure was more reliable
than the data on preexperimental income. The data we used were collected on forms
keyed to income tax returns, whereas data on preexperimental income were responses to
a personal interview.



ITII. STATISTICAL METHODS

In addition to estimates based on analysis of variance (ANQOVA), we
present more robust estimates based on a four-equation model
developed by Duan et al. (1982, 1983, 1984). This model gains over
ANOVA (and analysis of covariance, ANOCOVA) by exploiting three
characteristics of the distribution of medical expenses. First, a large
proportion of the participants use no medical services during the year.
Second, the distribution of expenses among users is highly skewed.
Third, the distribution of medical expenses is different for individuals
with only outpatient use than for individuals with inpatient use.

Because of these three characteristics, ANOVA (and ANOCOVA)
yields imprecise though consistent estimates of the effects of health
insurance, health status, and socioeconomic status on the use of medi-
cal services, even for a sample size on the order of 21,000 (not all
independent) observations. As Duan et al. (1982, 1983) and we, in
Appendix C, show, a four-equation model that exploits the characteris-
tics of the medical expense distribution yields consistent estimates with
lower mean square error than ANOVA.

THE FOUR-EQUATION MODEL

We partition the participants into three groups: nonusers, users of
only outpatient services, and users of any inpatient services. We
examine the expenses of the last two groups of users separately.

The first equation of the model is a probit equation for the probabil-
ity that a person will receive any medical service during the year—from
either inpatient or outpatient sources. Thus, this equation separates
users from nonusers and addresses the first characteristic described
above—a large proportion of the population does not use medical ser-
vices during the year. The second equation is a probit equation for the
conditional probability that a user will have at least one inpatient stay,
given that he has some medical use. This equation separates the two
user groups and thus addresses the third characteristic noted above—
different distributions of medical expenses for inpatient and outpatient
users.

The third equation is a linear regression for the logarithm of total
annual medical expenses of the outpatient-only users. The fourth
equation is a linear regression for the logarithm of total annual medical
expenses for the users of any inpatient service. This last equation

13
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includes both outpatient and inpatient expenses for users of any inpa-
tient services.!

More formally, the specifications of the four equations are as fol-
lows: The first equation is a probit equation for the dichotomous event
of zero versus positive medical expense:

I = i + @i,

(Eli Ixi) ~ N(Ol 1),

where medical expense is positive if I, > 0, and 0 otherwise.

The second equation is a probit equation for having zero versus posi-
tive inpatient expense, given that the person is a positive user of medi-
cal services:

Iy = xi8s + e,

(e 111 = 0, x;) ~ N(0, 1),

where inpatient expenses are positive if I; > 0 and Iy > 0, and zero
if I; = 0 and Iy; = 0; the equation is defined only for I;; = 0. There
are only outpatient expenses if I;; > ¢ and Iy; = 0, and 0 otherwise.

The third equation is a linear model on the log scale for positive
medical expenses if only outpatient services are used:

In(MEDICALS; | I, > 0 and Iy < 0) — %8 + e,
where
E(ey | x;, I > 0,19 = 0) = 0.

The fourth equation is also a linear model on the log scale for posi-
tive medical expenses if any inpatient services are used:?

In(MEDICALS; | I,; > O and Iy; > 0) = x84 + e,

1Grouping expenses by person rather than the more natural all-inpatient and all-
outpatient expenditure eliminates the need to account for across equation correlation in
estimating standard errors of total expenditure.

Note that this equation includes both inpatient and outpatient medical expenses for
any-inpatient users.
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where
E(€4i Ixi, Ili > 0, IQL' > 0) = 0.

For the last two equations, the errors are assumed to be identically dis-
tributed but not necessarily normally distributed.

The likelihood function for this model is multiplicatively separable
because of the way the conditional densities are calculated. (The
separability does not depend on any assumption of independence
among errors in the four equations. In fact, the errors may be corre-
lated; see Duan et al., 1984.) Separability implies that estimating the
four equations by maximum likelihood separately provides the global
full-information maximum-likelihood estimates (Duan et al, 1983,
1984). We therefore estimate the four equations separately.

The logarithmic transformation of annual expenses practically elim-
inates the undesirable skewness in the distribution of expenses among
users—the second characteristic noted above. In particular, the loga-
rithmic transformation yields nearly symmetric and roughly normal
error distributions, for which the least squares estimate is efficient.
Further details are available in Duan et al. (1982, 1983) and Appendix
C.

Although our use of the four-equation model is motivated by our
desire to have the stochastic term approximate the normal assumption
as closely as possible (to obtain robust estimates), the error distribu-
tions for the two levels of expense equations still deviate from the nor-
mal assumption. As a result, if we were to use the normal theory
retransformation from the logarithmic scale to the raw dollar scale,

(exp(a?,/2)),

the predictions would be inconsistent. Instead we use a nonparametric
estimate of the retransformation factors, the smearing estimate,
developed by Duan (1983), which is the sample average of the exponen-
tiated least squares residuals:

@ = 2i€xP(Eij)/nj (3.1)

where nj = sample size for equation J,
¢ = In(y;) - x:;

B; = OLS estimate of 3;.
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The smearing estimate is weakly consistent (asymptotically unbiased)
for the retransformation factor if the error distribution does not
depend on the characteristic x;.°

A consistent estimate of the expected medical expense for medical
services based on the four-equation model is given by

E (Medical Expenditure;) = p;[(1 — #;) exp(x/33)é; (3.2)

+ #; exp(x;84)é4]

where p; = ®(x;4;) = estimated probability of any medical use,

#; = ®(x;8;) — estimated conditional probability for a medical
user to have any inpatient use,

exp(x;B;)¢; — estimate of the conditional expense for medical
services if outpatient only,

exp(x;84)@, = estimate of the conditional expense for medical
services if any inpatient,

P3, ¢4 — estimated retransformation (“smearing”) factor
of the error terms for level of outpatient only
and any inpatient expenditure equations.

Our estimates of predicted expenditure presented below are based on
Eq. (3.2). We used Eq. (3.2) to predict medical expenditure for each
person we enrolled, alternatively placing that person on each plan (by
successively turning on plan dummy variables). We then averaged
within plans over each predicted value to obtain a mean value for each
plan. Standard errors of the predicted values are obtained by the delta
method (Duan et al.,, 1982, pp. 40, 48). The regression equations
underlying our predicted values are presented in Appendix A.

YMoreover, when the normal assumption does hold, the smearing factor has high effi-
ciency (90 percent or more) relative to the normal retransformation for a wide range of
parameter values, including those in this analysis (see Duan, 1983, Section 5, and
Mehran, 1973). In the results presented below, the smearing factors for the log level of
expense for outpatient-only users are estimated separately by plan and year to allow for
heteroscedasticity. For the log level of expenses for users of any inpatient services, the
smearing factor is a constant. See Duan et al. (1982, 1983) and Appendix C for a com-
parison of normal theory and nonparametric retransformations.
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CORRELATION IN THE ERROR TERMS

Although we have over 20,000 observations, we do not have the same
number of independent observations, because of substantial positive
correlations in the error terms among family members and over time
among observations on the same person. These correlations exist in all
four equations. Failure to account for them in the analysis would yield
inefficient estimates of the coefficients and statistically inconsistent
estimates of the standard errors. In the results presented below we
have corrected the inference statistics (t, F, and x2) for this positive
correlation using a nonparametric approach.*

SELECTION MODELS

The econometric literature provides an additional class of models for
continuous but limited dependent variables such as medical expendi-
ture. These models include the Tobit model (Tobin, 1958), the
Adjusted Tobit model (van de Ven and van Praag, 1981a, 1981b), and
sample selection models (Maddala, 1983). Like our four-equation
model, these are multi-equation models, with an equation (often a pro-
bit) for whether there is a positive amount, and another equation for
the level of the positive amount. These models differ from ours in that
they explicitly model the correlation between the probability of any use
and the level of use. Although they may appear to be more general, in
fact for this problem they are not (Duan et al., 1984). In particular,
the four-equation model just described is not nested within the sample
selection model.

Appendix C provides a fuller discussion of these models and, using a
split-sample validation, shows that the four-equation model has less
bias than the sample selection model and is statistically indistinguish-
able on the basis of mean square error. In a separate Monte Carlo
study, Manning et al. (1987b) show that models such as the four-
equation model are more robust and are no worse than selection
models when the data are truly generated by a selection model.

“The correction is similar to that for the random effects least-squares model, or
equivalently the intracluster correlation model (Searle, 1971). The model is described in
Brook et al. (1984), based on prior work by Huber (1967) on the variance of a robust
regression.



IV. EMPIRICAL RESULTS AND MAIN EFFECTS
OF INSURANCE PLAN

ANOVA ESTIMATES

The data from the HIE clearly show that the use of medical services
responds to changes in the amount paid out of pocket. Table 4.1 pro-
vides the sample means and standard errors for several measures of use
of services—the probability of being treated, visit and admission rates,
and total expenses. The per capita expenses on the free plan (no out-
of-pocket costs) are 45 percent higher than those on the plan with a 95
percent coinsurance rate, subject to an upper limit on out-of-pocket
expenses. Spending rates on plans with an intermediate level of cost
sharing lie between these two extremes. The right-most column shows
that adjusting for the site imbalance in plan assignments (see Table
2.2) makes little difference.

Cost sharing affects the number of medical contacts but not the
intensity of each of those contacts. In other words, the differences in
expenditures across plans reflect real variation in the number of con-
tacts rather than an increase in the intensity or charge per service.!
For example, outpatient expenses on the free plan are 67 percent
higher than those on the 95 percent plan, whereas outpatient visit rates
to physicians and other health providers are 66 percent higher than
those on the 95 percent plan. A similar pattern holds more weakly for
inpatient care; for example, inpatient expenses are 30 percent higher
on the free plan than on the 95 percent plan, whereas admission rates
are 29 percent higher.

The largest decreases in the use of outpatient services occur between
the free and 25 percent plans, with smaller but statistically significant
differences between the 25 percent and other family pay plans
(x%(2) = 9.48, p < 0.01).

There are no significant differences among the family coinsurance
(25, 50, and 95 percent) plans in the use of inpatient services. For the
probability of any inpatient use, total admission rates, and inpatient
expenses, the contrasts between the 25, 50, and 95 percent plans have
p values greater than 0.50. As noted above, this lack of a significant
difference is probably due to the effect of the upper limit on out-of-

'Keeler et al. (1982) found that cost sharing affected the number of episodes of treat-
ment, rather than the size of the episode. They used data from the first three years of
the Dayton site. Lohr et al. (1986) found a similar result for diagnosis-specific episodes.

18



19

'3[1383G BUIpN[OX3 PIZI[BULIOUaI 318 s3YJrem ay) ‘a[neag
ul suonBAlasqo ou sey yorym ‘ueid jusoiad (g 81 Jo 958D 811 U] 'S3)IE SSOIIB PAWWINS PUB IS Yaga Ul
adures a3 Jo uondvly syl Aq pajydem aie (ays Aq susswl a[duxis) uerd yowa uo sesuocdsal oyads-ans
ayJ, :8MO[[0J 8B 83)18 §5010u suB[d jo doUE[EqWI Y} I0] P3jsnlpE dIB UWN{CD SIY) Ul 8AIN3Y oYL,

ueayiudis jou = 's'u -Ldsisyjoysssd juaijpdine pus aIvd [RIUIP IPN[IXI
8asUadx3 pue s)1s1p  5301a188 A3o[oy3ed 10 ‘AJojoisayisaum ‘KA0[OIPBI AJUO I0) S)ISIA SIPN[IXA ‘SIIPIA
-o4d Y3183y 13y30 10 ‘O ‘(N Y4 $I1081U0D 208]-01-308] 218 §)ISIA 'SIB[[Op $gG] aunp ul passaidxa aig
SIB[[0(] "UOIIB[aII0D A[iwrejsijul pue [Blodwaaqul 10] P3JIA1I0D AIB SICLI3 PIBpUBIS [V SALON

(¥
pazenbs-1yo

a00°0 £00°0 9000°0 1000°0> §'u 00 1000°0> 10000~ 103 enjea 4
(¥)

oLl 691 S'61 L¥¥1 |4 L1t £'¢8 889  paienbs-iy)

(99) (0'9%) (55°0) {¥9'1) (g'19) (9L00°0) (6'11) (TL1°0) e[qronpap

0€9 809 96 £eL ELE S11°0 Sto a0'e [enpraipuy

(Ly) (8%%) (sgm {9L'D) (2'9g) (8L00°0) 021 (LLT°0}

¥0S 819 6L L'L9 S1g 660°0 £0g gLg  1usdlad gg

{001} (ger1) (Lo (92°2) (681)  (9110°0) (891) (122°0)

gL YL9 oL T'LL 04y 6600 {14 £0'¢  1uediad og

(6%) (8'29) (190 (88°D (rew) (0600°0) 04'%D) (061°0)

L19 ¥E9 ¥'8 g'8L ELE G010 09z €g'e  1uedrad gz

Aud Aiueyg

(6€) (L'gg) (s¥0)  (L18°0) (0'ze) (0L00°0) (601) (891°0) .

08l 6¥L £01 898 60F 8210 ore SC'¥ 901y
e($ ¥861)  ($ ¥86T) (%) (%) (% ¥861) suots ($ ¥861) SHSIA uelg
sesuadxy sasuadxy Juanjedu] [eOIpe]y  sie[oq  -slwpy  sasuadxy 208

8101, 101, Luy Auy juaneduj jusneding  -01-308,|
pajsnipy ‘qoig "qo1g

(sasayiuaied ul 10119 pIBpURLG)

L'y 9lqe],

VLIdVD Hdd SHOTAYAS TVOIAQdIW 40 SN TVIINNY H0d SNVAN A'TJINVS



20

pocket expenses. Seventy percent of people with inpatient care
exceeded their upper limit. Hence, the out-of-pocket cost of a hospital-
ization was at most $1,000 (in current dollars) and did not vary much
among the pay plans (other than the individual deductible).?

The individual deductible plan exhibits a somewhat different pattern
from the other cost sharing plans. This plan has free inpatient care,
but a 95 percent coinsurance rate (up to a $150 per person or $450 per
family annual maximum) for outpatient services. Total expenditures
on this plan are significantly less than the free plan
(t = —2.34, p < 0.02). This overall response is the sum of a one-third
reduction in outpatient expenses (t = —6.67) , and a less than one-
tenth reduction in inpatient expenses (¢ = -0.68). Thus, this plan
looks like a combination of the 50 or 95 percent plans for outpatient
care and the free or 25 percent plan for inpatient care. The admission
rate for the individual deductible plan lies roughly midway between the
free plan and family coinsurance plan rates, suggesting a nontrivial
crossprice elasticity between inpatient and outpatient services.

FOUR-EQUATION ESTIMATES

Because sample means are quite sensitive to the presence of cata-
strophic cases, we used the four-equation model to provide more robust
estimates of the plan responses.® The use of covariates in these equa-
tions further enhances precision and removes the relatively minor
imbalances across plan, including the site imbalance. Table 4.2
presents estimates from this model of plan response for the probability
of any use of medical services, the unconditional probability of any
inpatient use, and total medical expenses. Figure 4.1 displays the
expenditure results.

Mean predicted expenditure in the free care plan is 46 percent
higher than in the 95 percent plan (p < 0.001), almost exactly the
difference found in the sample means.* Like the sample means, these

This is a good example of the difference between the response to a marginal price or
coinsurance and the response to plan.

3For example, the ANOVA estimates of the response to cost sharing for total
expenses (not adjusted for site) show a statistically insignificant reversal between the 50
percent and 25 percent plans. Although such a reversal is compatible with theory
(because of the MDE) the reversal is almost certainly due to chance, One participant on
this plan had a very expensive hospitalization (total medical expenses of $148,000 in one
year); that single observation, which was the largest observation in the sample, adds $106
dollars to the 50 percent plan mean (16 percent of that plan’s mean).

Tt may seem that this is a trivial result that follows from the orthogonality of plan
and covariates. Such is not the case because of the nonlinear transformations in the
four-part model. Using the logarithm of expenditure plus $5, for example, as a depen-
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Table 4.2

VARIOUS MEASURES OF PREDICTED MEAN ANNUAL
USE OF MEDICAL SERVICES, BY PLAN

(Standard error in parentheses)

Likelihood of  Medical
Likelihood of One or More  Expenses
Plan Any Use (%) Admissions (%) (1984 §)

Free 86.7 10.37 777
(0.67) (0.420) (32.8)
Family pay
25 percent 78.8 8.83 630
(0.99) (0.379) (29.0)
50 percent 74.3 8.31 583
(1.86) (0.400) (32.6)
95 percent 68.0 7.75 534
(1.48) (0.354) (27.4)
Individual 72.6 9.52 623
deductible (1.14) {0.529) (34.6)

NOTES: Medical services exclude dental and outpatient
psychotherapy. The predictions are for the enrollment popu-
lation carried forward through each year of the study. The
standard errors are corrected for intertemporal and intrafam-
ily correlation. The t-statistics for the contrasts with the
free plan are —6.69, -6.33, ~11.57, and —10.69 for the last
four rows of the first column, respectively; -2.74, —3.57,
-4.80, and —1.28 for the last four rows of the second column,
respectively; and —4.05, —4.91, —6.74, and -3.78 for the last
four rows of the third column, respectively. These t-
statistics are larger than those one would compute from the
standard errors shown in the table because use of the stan-
dard errors ignores the positive covariance between the two
predicted plan means from the shared X 3 term. The differ-
ences in expenses hetween the 25 and 50 percent plans are
significant at the 5 percent level {t = 1.97), and between the
50 and 95 percent plans are significant at the 6 percent level
(t = 1.93). The parameter estimates underlying these predic-
tions are available in Appendix A.

more robust estimates also indicate that the largest response to plan
occurs between free care and the 25 percent plan, with smaller
decreases thereafter.

Not surprisingly, given the approximate orthogonality of plan and
covariates, adding covariates does not change the estimated probability

dent variable instead of the four-part model would lead to a much larger estimate of plan
response, one that would be biased upward. (See Duan et al., 1982, 1983.)
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of any use of medical services—87 percent of the free plan participants
are predicted to use any service during the course of the year, whereas
only 68 percent of the 95 percent plan participants are. These differ-
ences in the likelihood of receiving any care account for over three-
fifths of the overall response to cost sharing. Virtually all the remain-
ing response is attributable to the effect of cost sharing on hospital
admissions.

Cost sharing for outpatient services only (the individual deductible
plan) produces a different pattern of utilization than cost sharing for
all services. Outpatient-only cost sharing reduces expenditures relative
to free care (p < 0.0001), largely by reducing the likelihood of any use.
Outpatient-only cost sharing alse reduces inpatient use, but by an
insignificant amount (p = 0.20 for the probability of any inpatient use).
This last result is the only important change from the previously pub-
lished analysis of the first 40 percent of the data (Newhouse et al.,
1981). In that analysis one could reject at the 5 percent level the
hypothesis that the free plan and individual deductible plan means for
inpatient use were the same. This difference may have occurred
because inflation in the late 1970s reduced the real value of the deduct-
ible, which was kept fixed at $150 (i.e., in nominal dollars), or may
have simply been due to chance.

USE BY SUBGROUPS

An important goal of the HIE was to study how the response to cost
sharing wvaried across subgroups. These included differences in
responses across income groups, differences between adults and chil-
dren, differences between the sickly and healthy, as well as differences
across time (e.g., any transitory surges in use as insurance changed),
and differences across medical markets (e.g., urban versus rural).

Across Income Groups

Different aspects of the use of medical services exhibit different
responses to income (Table 4.2).5 In Table 4.3 we observe differences
in use that are due to both income directly and the effects of variables
correlated with income; i.e., these are not partial effects.

Recall that the income measure comes from the first partial year of enrollment. The
division into thirds is site-specific (e.g., the lowest third is the lowest third of each site’s
immcome distribution), because (1) expenses are not corrected for cross-sectional differ-
ences in prices, and (2) we did not want to confound income and site; the sites were
chosen to represent a spectrum of medical market characteristics. See Appendix D,
Table D.1, for the ANOVA estimates by plan by income group (as well as by other sub-

groups).
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Table 4.3

VARIOUS MEASURES OF PREDICTED ANNUAL USE OF MEDICAL SERVICES,

BY INCOME GROUP

Income Group

Significance Test

t on
Contrast of

t on
Contrast of

Lowest Middle Highest Middle Third Highest Third
Third Third Third with Lowest  with Lowest
Plan Mean Mean  Mean Third? Third?
Likelihood of Any Use (%
Free 82.8 87.4 90.1 4.91 5.90
Family pay
25 percent 71.8 80.1 84.8 5.45 6.28
50 percent 64.7 76.2 823 4.35 4.86
95 percent 61.7 68.9 73.8 3.96 4.64
Individual
deductible 65.3 73.9 79.1 6.09 7.09
Likelihood of One
or More Admissions (%)
Free 10.63 10.14 10.35 -0.91 -0.35
Family pay
25 percent 10.03 8.44 7.97 -2.95 -2.75
50 percent 9.08 8.06 7.7 -1.78 -1.66
95 percent 8.77 7.38 7.07 -2.79 -2.46
Individual
deductible 9.26 9.44 9.88 0.31 0.68
Expenses (1984 §)
Free 788 736 809 -1.78 0.53
Family pay
25 percent 680 588 623 -3.17 -1.47
50 percent 610 550 590 -1.89 -0.49
95 percent 581 494 527 -3.09 -1.41
Individual
deductible 609 594 70 -0.57 1.38

NOTES: Excludes dental and outpatient psychotherapy. Predictions for enroll-
ment population carried forward for all years of the study.

“The t-statistics are corrected for intertemporal and intrafamily correlation. The
statistics test the null hypothesis that the mean of middle (highest) third equals the
mean of lowest third; e.g., the 4.91 figure implies we can reject at the 0.001 level the
hypothesis that in the free plan the likelihoods of any use for the lowest and middle
thirds of the income distribution are equal.
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Within each of the five plans, the probability of any use of medical
services increases with income, with larger increases for the family pay
(25, 50, and 95 percent) and individual deductible plans than the free
plan.® In contrast, the (unconditional) probability of any use of inpa-
tient services declines with income for the family pay plans but is not
significantly different across income groups for the two plans with free
inpatient care (the free and individual deductible plans). Because of
these two conflicting effects of income—positive on outpatient use but
negative on inpatient use—the net result on total expenditure is a shal-
low U-shaped response.

Our estimate of the differences by income group within the family
pay plans is influenced by the income-related upper limit on out-of-
pocket expenses. The observed response is a combination of the direct
response to income and the fact that families with lower incomes are
more likely to exceed their (lower) limit and receive free care for part
of the year.” If medical care is a normal good, then any positive direct
effect of greater income would be reduced by the decreased likelihood
of going over the limit. In the case of the positive effect of income on
the probability of any use, the direct income effect is probably more
important, and in the case of the negative effect on the probability of
any inpatient use, the limit has relatively more influence.?

The individual deductible plan provides a cleaner test of the differ-
ences by income group of use of medical services, because the deduct-
ible in that plan is not income related. We observe an insignificant 10
percent increase in medical expenses between the bottom and top third
of the income distribution. The effect of income is limited to an
increased likelihood of using outpatient services, probably because
inpatient services are free on this plan.

Thus far we have compared response among income groups rather
than examining the partial effect of income. Although income has a
statistically significant positive partial effect on use of service, the
magnitude is small enough to be swamped by other factors correlated
with income (see Appendix A, Tables A.2-A.4 and A.6).°

6Note that this is not a ceteris partbus statement, so there is no contradiction with
standard theory, which would suggest no income effect in the free plan.

"See Appendix B for data on the proportion exceeding the upper limit on out-of-
pocket expenses.

8Some may argue that income is endogenous with respect to inpatient expenditure,
This may well be true but is not likely to account for our result because only a few
months of data are “tainted.”

®Income has a moderately significant (at p < 0.10) and positive partial effect on use
in all but the inpatient expenditure equation; in the level of outpatient-only expendi-
tures, however, the income coefficients are of mixed sign. The probabilities with which
we can reject the null hypothesis that the income coefficients are zero are: p < 0,001 for
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Across Age Groups

We observed about the same outpatient response to insurance plan
for children (ages under 18) as for adults, but children are less plan-
responsive for inpatient care (Table 4.4).’ As we observed with a sub-
set of these data (Newhouse et al., 1981, 1982; Leibowitz et al., 1985),
we cannot reject the hypothesis that admission rates for children show
no response to insurance coverage.!'! By contrast, adults have signifi-
cantly lower use of inpatient services on the family pay plans than they
do on the free plan.!? For outpatient services, we observe a very simi-
lar pattern of plan responses for children and adults.

Other Subgroups

Health Status. Although health status was a strong predictor of
expenditure levels, we observed no differential response to health
insurance coverage between the healthy and the sickly. Using ANOVA
methods, we found no significant plan interactions with health status,
defined as site-specific thirds of the distribution of the general health
index (GHINDX), our best summary health measure (x2(8) = 5.18 for
total expenditures, p > 0.70). We obtained similar results for the other
measures of use of medical services, as well as with the four-equation
model (see Table D.3 in Appendix D for the ANOVA estimates).

This null result is striking because of the upper limit feature. If
anything, the presence of an upper limit on out-of-pocket expenses
would lead to less plan response for the sickly; all other things equal,
sicker individuals are more likely to exceed their upper limit and
receive some free care—especially on the 95 percent plan, where care is

any use of medical services, p < 0.10 for the probability of any inpatient use given any
medical use, p < 0.001 for the (log) level of outpatient-only use, and p > 0,10 for (log)
level of medical expenditure if any inpatient use. The test statistics include plan income
interactions and missing value replacement dummy variables.

10Recall that children were overrepresented in the study relative to the population of
our sites. Hence, our estimates understate (modestly) the population responsiveness in
our sites.

1,7 (4) = 5.19 using ANOVA estimates for the probability of any inpatient use, and
x* (4) = 5.36 for the admissiom rate. Another possible hypothesis is no differential plan
response for children relative to adults. We can reject this hypothesis; the test statistics
are x* (4) = 16.49 for the probability of any inpatient use and x* (4) = 14.08 for total
admissions. Hence, it appears that children and adults respond differently and that chil-
dren do not respond to cost sharing for inpatient care.

1242 (3) = 24.22 for the probability of any inpatient use and 16.31 for the admission
rate. By contrast, there are no significant differences among the family pay plans for
adults. x* (2) = 1.69 for expenditures, 0.73 for total admissions, and 1.39 for the proba-
bility of any inpatient use, again based on ANOVA (see Table D.2, Appendix D, for the
ANOVA estimates).



Table 4.4

VARIOUS MEANS OF PREDICTED ANNUAL USE OF MEDICAL SERVICES,
BY AGE GROUP AND PLAN

Likelihood of Medical
Likelihood of One or More Expenses
Plan Any Use (%) Admissions (%) (1984 $)
Children
Free 84.0 5.33 346
Family pay
25 percent 75.1 498 287
50 percent 70.3 4.62 279
95 percent 63.5 4.23 236
Individual
deductible 68.5 5.86 299
Adults
Free 88.6 13.9 1080
Family pay
25 percent 81.4 11.5 872
50 percent 77.1 10.9 797
95 percent 71.2 10.2 744
Individual
deductible 75.6 12.1 852

NOTES: Excludes dental and cutpatient psychotherapy services. The eight t-
statistics for the contrasts between the free plan and the pay plans for the likeli-
hood of any use all exceed 6. For one or more admissions, the t-statistics for chil-
dren for contrasts with the free plan (rows 2 through 5 of the table) are 0.55, 1.13,
1.81, and —0.63, respectively, and for adults are 2.92, 3.64, 4.69, and 1.89, respec-
tively (e.g., the t-statistic on the difference between 13.9 and 12.1 is 1.89). For
medical expenses the t-statistics on contrasts with the free plan for children are
2.16, 2.20, 4.10, and 1.42, respectively, and for adults are 3.70, 4.80, 6.07, and 3.63,
regpectively.

free after gross expenditures of $1,050 or more. Furthermore, some
might expect the sickly to be less responsive to insurance coverage
than the healthy, on the supposition that their use of services is less
discretionary. If, in fact, there is no interaction between plan and
health status, one can infer that the opposite is true at the margin; i.e.,
at the margin the sickly may have more discretion.

Sites. The six sites in the HIE were selected to reflect a spectrum
of city sizes, waiting times to appointment, and physician to population
ratios (Newhouse, 1974).!1® Qur concern was that the response to

13For example, city sizes in 1970 ranged from 34,000 (Georgetown County) to 1.2 mil-
lion (Seattle), waiting times for nonemergent care in 1973-1974 ranged from 4.1 days
(Seattle) to 25.0 days (Fitchburg), and physicians per capita in 1972 numbered from 30
per 100,000 (Fitchburg) to 59 per 100,000 (Seattle).
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insurance coverage could vary according to the complexity of the medi-
cal market or to the excess demand in the medical delivery system.
Yet we found no differences among the sites in the response to
insurance coverage, x2(19) = 14.96 (p > 0.50). For example, with
longer delays to appointment, there might be a lower plan response
because self-limiting illnesses (e.g., colds) are less likely to be treated
by a physician. Yet we found no differences among the sites in the
response to insurance coverage; using ANOVA methods on total expen-
ditures, x%(19) = 14.96 (p > 0.50); see Table D .4, Appendix D, for the
ANOVA estimates.

Nevertheless, we did find differences among the sites in levels of use.
Table 4.5 provides predictions of the use of services on the free plan
for the six sites. We observe no significant differences among the
three northern urban sites (Dayton, Seattle, and Fitchburg), but both
of the rural sites (Franklin County, Massachusetts, and Georgetown
County, South Carolina) and both of the southern sites have lower

Table 4.5
PREDICTED ANNUAL USE OF MEDICAL SERVICES, BY SITE

(Standard error in parentheses)

Likelihood of Any Likelihood of Any Medical Expenses

Medical Use (%) Inpatient Use (%) (1984 $)
t vs, t vs, t vs.
Site Mean  Seattle Mean  Seattle Mean  Seattle
Seattle 89.2 — 10.5 — 863 —
(0.90) (0.68) (46.0)
Dayton 89.9 +0.65 10.6 +0.12 914 +0.94
(0.88) (0.72) (53.1)
Fitchburg 91.4 +1.88 11.0 +0.56 908 +0.68
(1.04) (0.88) (65.6)
Franklin County 92,0 +2.80 8.9 -191 644 -4.31
(0.82) (0.68) (41.0)
Charleston 77.2 -7.62 10.0 -0.46 693 -3.19
(1.56) (0.72) (46.3)
Georgetown County 79.1 ~7.46 111 +0.67 637 -4.79
(1.28) (0.69) (37.1)

NOTE: Predictions for the standard population as if enrolled on the free
plan for all years of the study.
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expenditures than the northern urban sites. Part of the difference
between the southern and northern sites is a lower propensity to obtain
care in the South, even when care is free.

Interestingly, the site with the longest delay to appointment and
lowest physician to population ratio (Fitchburg) had the second highest
probability of any use, the second highest expenditures per enrollee,
and the highest probability of any inpatient use. (The latter two
phenomena may represent substitution of inpatient for outpatient care
(McCombs, 1984), but the first is difficult to explain).!*

Period of Enrollment. As noted above, we enrolled families for
three or five years to see if the response to insurance changed over
time and if the duration of enrollment mattered. The free plan might
generate transitorily high demand; the 95 percent plan might generate
postponement of demand at the end of the experiment (Arrow, 1975;
Metcalf, 1973). Neither effect was found.’® Nor did duration of enroll-
ment matter to either the absolute level of spending or the responsive-
ness to plan.

To test for the presence of such plan-related surges, we compared
the use of medical services during the middle years of the study with
the first and last year of the study.'® We found no significant differ-
ences in the response to plan across the years; using ANOVA tech-
niques on medical expenses, x?(8) = 9.49, p > 0.30, with similar
results for the other measures of use of medical services; see Table D.5,
Appendix D, for the ANOVA estimates.”

We did find some upward drift in medical expenses over time, after
using the medical component of the Consumer Price Index to control
for medical inflation. Table 4.6 presents the predicted mean expenses
for the standard population for the free plan. We observed no such
trend for median expense; Appendix A contains the order statistics and
other summaries by plan and by year for total medical expenditures.

One explanation of this trend is the cost of new (and expensive) pro-
cedures and technology; clearly we cannot assume constant technology
over the five years of the experiment. Another explanation we con-
sidered, but which is not likely to be the principal explanation, is an

"Length of waiting time to an appointment with a primary care physician is associ-
ated positively with the use of emergency rooms (OQ’Grady et al., 1985; Long et al., 1986).

154 transitory effect was found for dental services; see Manning et al, (1986a, 1986a)
for details.

%For this test, the middle years of the study are Year 2 for the group enrolled for
three years, and Years 2-4 for the group enrolled for five years.

"Keeler et al. (1982) and Manning et al. (1985a) did find that there was surge in the
use of well care and dental care, respectively, at the beginning of the study.
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Table 4.6

PREDICTED ANNUAL USE OF MEDICAL SERVICES, BY YEAR
(Standard error in parentheses)

Likelihood of Any Likelihood of Any  Medical Expenses

Medical Use (%) Inpatient Use (%) (1984 3)
t vs. t va. t vs.
Year Mean Year 1 Mean Year 1 Mean Year 1
1 875 — 10.1 — 711 —

(0.71) (0.52) (34.1)

2 85.9 -3.17 10.1 +0.08 760 +1.39
(0.78) (0.52) (39.2)

3 86.0 -2.94 10.8 +1.33 830 +3.25
0.77) (0.56) (41.2)

4 87.6 +0.04 10.5 +0.50 820 +1.77
(0.96) (0.87) (64.5)

5 88.1 +0.60 10.6 +0.64 924 +3.32

(0.97) (0.85) (68.7)

NOTE: Predictions for the standard population as if enrolled on
the free plan.

interaction of inflation and the upper limit, which was kept fixed in
nominal terms. As medical prices rose between 1974 and 1982, individ-
uals were more likely to exceed the upper limit on the pay plans; see
Table B.3 in Appendix B. Thus, over time, more people received free
care for part of the year on the pay plans. But such an explanation
would generate a plan/year interaction, which we have not detected.
Also this explanation would predict no drift in the free plan expenses,
but we observe such a drift, albeit a smaller one than occurs on the pay
plans.

Subexperiments. As described above, the HIE contained a number
of subexperiments. None of the subexperiments to study methods
effects had a measurable effect on expenditure. Those individuals who
took the entry physical examination averaged $44 less a year in medi-
cal expenses (in 1984 dollars) than those without the entry examina-
tion.” The difference is statistically insignificant (t = —1.31). If we

¥This result is for the standard population, assuming everyone had free medical care;
the year is the first vear of the study. We observed no significant plan interactions with
the entry physical examination.
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limit the analysis to the first year after the examination (to allow the
exam to act as a substitute for planned well care), we find a positive
but very insignificant effect on expenditures or visits (all ¢'s less than
0.50) using ANOVA. There were no significant interactions between
the entry examination and insurance plan, using ANOVA; the largest
x* statistic for the seven use measures was x2 (4) — 3.40 for the proba-
bility of any medical use.

Individuals who were initially assigned not to file health diaries had
$15 higher expenditures than those who filed weekly, but $6 lower
medical expenditures than those who filed biweekly.'® The differences
have t-statistics of 0.25 and -0.10, respectively. Using ANOVA, we
could find no significant differences in the plan response between the
no, weekly, and biweekly health report groups; the largest x? statistic
for the seven use measures was x2(8) = 11.36 for inpatient dollars.

The annual expenditures for the three- and five-year groups differed
by an insignificant $4 per person per year (¢t = 0.11).2° Using ANOVA
on data from the first three years of the study, we could find no signifi-
cant differences in the plan response between the three- and five-year
groups; the largest x? statistic for the seven use measures was
x2(4) = 2.43 for total admissions.

The additional lump-sum payment (unanticipated by participants)
in the next to last year of the study did not have a statistically signifi-
cant or appreciable effect on utilization. This subexperiment was lim-
ited to the 95 percent and individual deductible plan. The increase was
a quarter or a third of their expected annual lump sum, up to a max-
imum of $250. To estimate the effect of the additional payment, we
subtracted the third to the last year’s utilization from the second to the
last (i.e., Year 1 from Year 2 or Year 3 from Year 4). This let each
person act as his own control. We then compared the difference for
the groups with and without the extra lump-sum payment. The group
with the extra payment had 0.20 visits and 0.024 admissions more and
$6.50 lower expenditures than the group without the payment: the s
are +0.71, +0.86, and ~0.05, respectively.

The results on the effects of these subexperiments suggest that our
data collection methods did not have a significant or appreciable effect
on our results,

'3This result is for the standard population, assuming everyone had free medical care,
for all years of the study. This standardization was required because different sites had
different treatments.

%This result is for the standard population, assuming everyone had free medical care,
for the first three years of the study. We standardize to the first three years of the
study, to avoid confounding three- and five-year estimates with the drift in expenses
mentioned above.
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DENTAL AND HMO RESULTS

Here we only summarize these results, which are reported in greater
detail elsewhere (Manning et al., 1984a, 1985a, 1985b, 1986a). Dental
services do show greater responsiveness to plan in Year 1 than in sub-
sequent years (p < 0.001). (This would be expected if dental services
were more durable than other medical services, as is plausible.) Table
4.7 shows demand for dental services by plan in the first two years; the
responsiveness by plan in Year 2, which is typical of the middle years,
is of the same general magnitude as that for other medical services.

We also randomized a group of participants into an HMO, the
Group Health Cooperative of Puget Sound in Seattle.”> This group,
whom we call the HMO experimentals, was given a plan of benefits

Table 4.7
USE OF DENTAL SERVICES BY DENTAL PLAN: SAMPLE MEANS

(Standard Errors in Parentheses)

Year 1 of Dental Coverage Year 2 of Dental Coverage

Expenses Expenses
Proba-  Visits per Proba-  Visits per
Insurance bility per Enrollee  hility per Enrollee
Plan (%) Enrollee ($) (%) Enrollee ($)
Free 68.7 2.50 380 66.8 1.93 261
(1.19)  (0.065) (18.0) (1.18) (0.049) (12.5)
25% 53.6 1.73 224 52.6 1.51 190
(3.39) (0.138) (32.8) (3.34) (0.111) (28.0)
50% 54.1 1.80 219 53.0 1.50 177
(2.41) (0.118) (31.3) (2.58)  (0.103) (32.3)
95% 47.1 1.39 147 48.3 1.44 179
(2.59) (0.098) (18.7) (2.62) (0.099) (24.9)
Individual
deductible 48.9 1.70 242 48.1 1.33 158

(2.12)  (0.104) (24.1) (2.12)  (0.080) (20.4)

NOTES: Expenses were converted to January 1984 dollars using the
dental fee component of the Consumer Price Index. There has been no
adjustment for regional differences in prices, or differences in population
characteristics across plans and years. Standard errors are corrected for
intrafamily and intertemporal correlation.

21An HMO is reimbursed a fixed amount per month, in return for which it agrees to
provide medical care. Thus, unlike fee-for-service medicine, the approzimate marginal
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identical to the free fee-for-service plan. In addition, we enrolled a
random sample of existing HMO enrollees, the HMO controls. Thus, a
comparison of the experimentals and the free fee-for-service plan
establishes the “pure” HMO effect on use; a comparison of the experi-
mentals and controls establishes the extent, if any, of selection with
respect to the HMQ.2?

Our results (Table 4.8) show no evidence of selection in the single
HMO that we studied; those previously enrolled at the HMO (the con-
trols) used services at approximately the same rate as those who were
not previously enrolled (the experimentals). By contrast, the percent-
age of experimental plan participants with one or more hospital admis-
sions was only two-thirds as great as the percentage on the free fee-
for-service plan. Because outpatient use was approximately similar on
the two plans, the expenditure difference between the HMO experi-
mentals and free fee-for-service participants was somewhat narrower;
expenditures per person among the HMO experimentals were only 72
percent of expenditures on the free fee-for-service plan.

These findings demonstrate that a markedly less hospital-intensive
style of medicine than is commonly practiced in the fee-for-service sys-
tem 1s technically feasible. Whether the technical style will be attrac-
tive to consumers, and if it is, whether a market of competing HMOs is
economically feasible—or whether adverse selection problems will
prove insurmountable (Rothschild and Stiglitz, 1976)—are still some-
what open questions, although the size and history of large HMOs such
as Group Health Cooperative of Puget Sound suggest that the style is
attractive to some consumers.

In projecting the effect of the growing HMO market share on hospi-
tal admissions and medical expenditure, one must keep in mind that
the above comparisons have been made against the free care plan.
Because virtually all private fee-for-service health insurance plans
include some cost sharing, one should compare the reduction in hospi-
tal admissions at the HMO, some 35 percent, with the reduction caused
by cost sharing, some 15 to 25 percent depending on plan. The values
presented above, however, do represent the ceteris paribus HMO effect;
if an HMO were to use cost sharing, its observed rates of use might be
even lower.

Consumers contemplating enrollment in an HMO will weigh the cost
savings against any effect of the reduction in services upon health

revenue from delivering additional services is zero (of course, there are market con-
straints on the HMO’s product because it competes with fee-for-service medicine for
patients).

22The fee-for-service sample in this comparison is from Seattle, to keep the popula-
tion sampled the same between groups.
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status and consumer satisfaction. Our findings on health status of the
HMO are analogous to those in the free fee-for-service system; the
mean person in the fee-for-service plan appeared to derive few or no
benefits from the additional hospital services (Ware et al., 1986; Sloss
et al.,, 1987). Those who are both in poor health and of low income
who were in the HMO exhibited a higher rate of bed-days and serious
symptoms (relative to those in the free fee-for-service plan). There is
thus some suggestive evidence that special programs to facilitate access
for Medicaid enrollees in HMOs may be worthwhile, but we caution
that this result comes only from one HMO (albeit a well-established
and well-regarded HMO) and that the precision with which we could
measure results among the poor, sick group makes this result less than
definitive, even in the case of this HMO.

Those who had self-selected the HMO (the controls) were on aver-
age as satisfied with their care as those in the fee-for-service system
(Davies et al., 1986). Theory would suggest that the marginal person
would be equally satisfied in both systems, and it is not surprising that
we detected no difference for the average person. By contrast, the
HMO experimentals were less satisfied overall with their care than
those in the fee-for-service system, although on certain dimensions
they were as satisfied or even more satisfied.

HEALTH STATUS OUTCOME RESULTS

These results also are only brieflv summarized here; they have been
reported in greater detail elsewhere (Brook et al., 1983, 1984; Valdez et
al., 1985; Valdez, 1986; Bailit et al., 1985; Ware et al., 1986). For the
person with mean characteristics, we can rule out clinically significant
benefits from the additional services in the fee-for-service free plan
relative to either the cost sharing plans or the HMO experimental
group. For poor adults (the lowest 20 percent of the income distribu-
tion) who began the experiment with high blood pressure (specifically,
who were in the upper 20 percent of the diastolic blood pressure distri-
bution), there was a clinically significant reduction in blood pressure in
the free fee-for-service plan compared with the plans with cost sharing.
Epidemiologic data imply that the magnitude of this reduction would
lower mortality about 10 percent each year among this group. (The
sample size is much too small to test this prediction with actual mor-
tality among the experimental population.) For poor adults who began
the experiment with vision problems that were correctable with eye-
glasses, there was a modest improvement in corrected vision. For indi-
viduals between the ages of 12 and 35 there was some improvement in
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Table 4.8

ANNUAL USE OF MEDICAL SERVICES PER CAPITA, SEATTLE SAMPLE,
BY HMO AND FFS STATUS?

(Standard error in parentheses)

Imputed
Imputed Expenditures
Likelihood One or More Expenditures with Age-Sex
of Any Use Admissions . ANOVAD Covariates?  Person

Plan (%) (%) (1983 dollars) (1983 dollars) Years
HMO experimental 87.0 7.1 434 426 3687
(1.0) (0.50) (28) (23)
HMO control 91.1 6.4 432 465 2596
(0.8) (0.55) (34) (47)
Fee-for- 85.3 11.2 640 612 1221
service free (1.6) (1.17) (81) (66)
t-statistic on -0.88 3.24 2.44 2.69
free-experimental
difference®
p-value for n.s. 0.0012 0.016 0.007

t-statistic, 2 tail

#The sample includes participants while they remained in the Seattle area. The sam-
ple excludes children born into the study and excludes partial years except for deaths,
For HMO controls and experimentals, the data include both in-plan and out-of-plan use.
The standard errors are corrected for intertemporal and intrafamily correlation. The
numbers differ slightly from those in Manning et al. {1984a), because of minor correc-
tions in the data, as well as the use of a less precise, but more robust method of calculat-
ing standard errors, namely, the method described in the previous section. The method
is the same as that described in Table 4.2.

See Manning et al. (1984a) for details of imputation method.

“Testing null hypothesis of no difference between HMO experimental and free fee-

for-service plan.

oral health; principally, caries (decayed teeth) were more likely to be
filled, but there was also a modest improvement in the health of the
gums.

The specific gains in health just described were all for relatively
prevalent chronic problems (of course, we had difficulty detecting
effects for rare problems) that are relatively inexpensive to diagnose
and remedy. One can infer that programs targeted at these problems
would be much more cost effective in achieving these gains in health
than free care for all services. For example, more than half the benefit
of free care for high blood pressure (and presumably for risk of dying)
was available from a one-time screening examination, whose cost is a
small fraction of free care for all services (Keeler et al., 1985).



V. CONCLUSIONS

OUR ESTIMATES OF DEMAND COMPARED WITH
THOSE IN THE LITERATURE

Our results leave little doubt that demand elasticities for medical
care are nonzero and indeed that the response to cost sharing is non-
trivial. How do our estimates compare with those in the nonexperi-
mental literature?

This question is difficult to answer, because most prior empirical
work has parameterized cost sharing as a constant coinsurance rate
(e.g., Feldstein, 1971, 1977) or has examined particular changes in
insurance plans (e.g., an imposition of a $3 per visit copayment: Sci-
tovsky and Snyder, 1972; Phelps and Newhouse, 1972; Scitovsky and
McCall, 1977). By contrast, experimental policies were from a two-
parameter family (coinsurance rate and maximum dollar expenditure).
We make no apologies for this intentional noncomparability; a con-
stant coinsurance rate, although convenient for obtaining comparative
statics results, is not what theory suggests would be an optimal
insurance policy assuming risk aversion (Arrow, 1963, 1971, 1973).
Indeed, an optimal policy would almost certainly contain a stop-loss
feature, exactly as the experimental plans did.!

One could, of course, attempt to estimate the functional response of
demand to variation in the two parameters; one can view the values
presented above as selected points in the response surface generated by
varying coinsurance at given maximum dollar expenditure levels. To
compare our results with those in the literature, however, we must
extrapolate to another part of the response surface, namely, the
response to coinsurance variation when there is no maximum dollar
expenditure. Although any such extrapolation is hazardous (and of lit-
tle relevance given the considerable departure from optimality of such
an insurance policy), we have undertaken such an extrapolation rather
than forgo entirely any comparison with the literature. Specifically, we
have used three different methods to estimate a price elasticity com-
parable to those estimates in the literature:

1A stop-loss feature means there is a mazimum out-of-pocket loss that the insured
can sustain. In addition to its risk reduction properties, without a stop-loss feature, no
worst case payment would have been possible and hence selection effects might have
been introduced.

36
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1. One can estimate a pure coinsurance elasticity by analyzing
variation in the demand for episodes of care rather than
annual expenditure per person (Keeler et al, 1982). The
theory of demand suggests that individuals who have not yet
exceeded the upper limit on out-of-pocket expenses, when
making a marginal medical consumption decision, will
discount the nominal price by the probability of exceeding the
limit (because with that probability the true price is zero)
(Keeler, et al., 1977a; Ellis, 1986).2 We therefore examine
demand for episodes of treatment by individuals who are more
than $400 from their limit. This gives an approximation of
the pure price effect if such people treat the true probability of
exceeding their limit as nearly zero.> The estimation method
controls for unobserved propensities to have episodes, as well
as other observed covariates, by looking at experience before
and after the MDE is exceeded; see Keeler et al. (1982) for a
description of the methodology. We have computed arc elas-
ticities for the 0-25 and 25-95 percent ranges of coinsurance;
those elasticities are shown in Table 5.1,

2. A second estimate comes from using an indirect utility func-
tion and applying it to total expenditure in the 25-95 percent
range. This estimate is very close to the first, ~0.18 (Man-
ning, 1988).

3. A third estimate comes from a similar calculation to those in
the literature, i.e., it used average coinsurance rates (Table
5.2). The usual proof of an upward bias in the elasticity esti-
mate from using the average coinsurance rate (Newhouse et
al., 1980a) does not apply here because of the balance across
plans. The amount of bias, if any, depends on two effects that
work in opposite directions. For small expenditures the exper-
imental plans will exhibit smaller expenditure than would a
pure coinsurance rate plan of 16 or 31 percent (because the
effective coinsurance rate is likely to be higher); for large
expenditures exceeding the MDE the opposite will be true
(because the marginal coinsurance rate will be zero, not posi-
tive). Which effect predominates is an empirical question the

2The specific result requires risk neutrality and separability of the utility function in
health and money, but the qualitative result does not.

3Because there was no appreciable difference between demand for outpatient episodes
when the MDE remaining was between $1 and $400 and when it was more than $400,
this assumption seems reasonable for outpatient episodes. It may cause some bias in the
estimated hospital elasticity; if the true MDE were, say $10,000 rather than $1,000, we
might observe fewer hospitalizations.
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Table 5.1

ARC ELASTICITIES FOR VARIOUS TYPES OF CARE
CALCULATED FROM EPISODES

(Standard error in parentheses)®

Range of
Nominal Qutpatient Care®
Coinsurance Hospital Outpatient  All
Variation  Acute Chronic Well Care® Care®
0-25 0.16 0.20 0.14 0.17 0.17 0.17
(0.02) (0.04) (0.02) (0.04) (0.02) (0.02)
25-95 0.32 0.23 0.43 0.14 0.31 0.22

(0.05) (0.07) (0.05) (0.10) (0.04) (0.06)

*The method of calculating standard errors is described in Keeler
et al. (1988).

Acute conditions are unforeseen and treatment opportunities are
nondeferrable. Chronic episodes comprise foreseen and continuing
expenditure; treatment is designed to ameliorate the consequences of
the disease rather than cure. Flare-up of chronic conditions, which
are unforeseen, we treat as acute. Well care episodes are medically
deferrable without great loss and can occur when the patient is not
considered sick.

“Estimate derived by weighting elasticities for various types of
care by budget shares.

experimental data cannot resolve; nonetheless, this method
yields values that are somewhat lower but still close to those
of the other two methods. (The lower value suggests that the
first bias predominates.)

These three methods suggest that price elasticities are in the 0.1 to
—0.2 range, values that are consistent with those in the lower range of
the nonexperimental literature, which vary from —0.1 to -2.1.

AN EXPLANATION OF THE SUSTAINED RISE IN MEDI-
CAL EXPENDITURE

At first blush our estimates of demand response imply that the
spread of health insurance can account for only a modest portion of
the postwar rise in medical expenditure, contrary to the commonly held
view described in the introduction. Between 1950 and 1984 real medi-
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Table 5.2

ARC ELASTICITIES FOR VARIOUS TYPES OF CARE
CALCULATED FROM AVERAGE COINSURANCE RATES

Range of
Average
Range of Nominal Coinsurance Qutpatient
Coinsurance Variation  Variation Care All Care
0-25 0-16 0.13 0.10
25-95 16-31 0.21 0.14

SOURCE:; Calculated from data in Table 4.1 (outpatient)
and 4.2 (total). For those who wish to calculate arc elastici-
ties with the 50 percent plan, from the data in Tables 4.1 or
4.2, the average coinsurance rate in the 50 percent plan is 24
percent.

cal expenditure rose by a factor of seven,® but our estimates of price
elasticity do not begin to imply this degree of increase. For example,
although the average coinsurance rate is an imperfect measure of the
generosity of insurance, it is a gross measure of how much insurance
changed over the post-1950 period and therefore indicative of the role
insurance might have played in this increase. Table 5.3 shows the
average coinsurance rate by type of service (see Table 5.2 for compar-
able values from the 25, 50, and 95 percent plans). Although the fig-
ures by service are based on an arbitrary accounting convention, they
suggest that the change in insurance in the postwar period was of
roughly the same magnitude as the difference between the 95 percent
coinsurance and free care plans.®

Because the free plan demand was only around 1.5 times that of the
95 percent plan, it appears that the change in insurance can explain
only a small part, perhaps a tenth, of the factor of seven change in
health expenditure.

Nor can changes in real income (around a factor of three during this
period) directly account for much of the rise. Income elasticities
estimated from the experimental data (the partial response, not the

4Nominal expenditure data from Levit et al. (1985), deflated by the GNP deflator.

5The accounting convention used by the Health Care Financing Administration allo-
cates a common deductible to services in proportion to gross expenditure. We have fol-
lowed the same convention in calculating comparable figures from the experimental data.
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Table 5.3

CHANGE IN AVERAGE COINSURANCE RATE,
1950-1983, BY TYPE OF SERVICE

Year Hospital Physician Other Total
1950 0.30 0.83 0.86 0.66
1984 0.09 0.28 0.56 0.28

SOURCE: Levit et al. (1985).

one shown in Table 5.1) are at most 0.2—much too small to account
for anything like a factor of seven change.®

Thus, we still must account for the bulk of the expenditure increase.
The rather obvious “accounting” explanation of the expenditure
increase is technological change; there are a host of new medical prod-
ucts and procedures today that did not exist in 1950. For example,
those with kidney failure are now treated with renal dialysis or kidney
transplantation; in 1950 these individuals died rather quickly. This
merely pushes the puzzle back one stage, however; what role, if any,
did insurance (and income growth) play in inducing the technological
change? Unfortunately that question cannot be answered at all from
our experimental data.’

Thus, if insurance is playing a role in inducing a welfare loss, the
bulk of that loss must come about from inducing innovation for which
unsubsidized consumers would not be willing to pay.® Given that most
countries in the world have also experienced a long-term sustained
increase in expenditure despite widely varying institutional arrange-
ments, it is at least arguable that consumers would be willing to pay for
much of the increase, but there clearly has been no pure market test
(Newhouse, 1977, 1984).

5Real Gross National Product increased between 1950 and 1983 by a factor of 2.9.
Even allowing for the usual downward bias from using measured income to estimate
income elasticities, it is clear that changes in income can explain only a modest portion
of the expenditure increase.

"Because most consumers have been insured for inpatient services throughout the
relevant time period, it is an extremely difficult question to answer. Moreover, one can-
not buy an insurance policy that will not cover new procedures. Hence, there is no
straightforward test of willingness to pay for new technology. Although virtually all poli-
cies do not cover “experimental” procedures, once efficacy and “safety” are demon-
strated, insurance plans tend to cover all procedures.

8The willingness-to-pay calculation should include any willingness to pay for others’
care.



41

ON THE MAGNITUDE OF WELFARE LOSS FROM HEALTH
INSURANCE

Setting aside the issue of possible welfare loss from induced techno-
logical change, one can estimate the welfare loss in the usual static
framework. Under a number of strong assumptions (including that
gross medical care prices are competitive and there are no externali-
ties), our estimates imply a nontrivial welfare loss from first dollar
health insurance coverage. An approximation to the loss from moving
from a universal 95 percent plan (with a $1,000 MDE) to the free care
plan is $37 to $60 billion, as against an expenditure around $200 billion
on these services in 1984 by the under 65 population.’® From the
$37-$60 billion figure must be deducted some amount for the reduced
risk in the free plan relative to the 95 percent plan. Usual values for
risk aversion, however, would suggest the deduction is small in the
presence of a $1,000 cap (Feldstein, 1973; Keeler et al., 1977b). We
caution, however, that the $37-$60 billion figure ignores any welfare
loss from induced technological change, and that figure could be poten-
tially large relative to $37-$60 billion.1°

%The $37 and $60 billion figures are calculated in the usual Harberger fashion by tak-
ing the $325 per capita difference in spending between the 95 percent and free plans
from Tables 4.1 and 4.4 (Year 2 values) and adding $19 for mental health services (Wells
et al., 1982, inflated by the change in the CPI Medical Services price index between 1977
and 1984). We then multiply by 207,000,000 the number of resident civilians under 65.
This yields a figure of $71 billion. One then multiplies by 0.525 or 0.845. Both fractions
are larger than the usual 0.5 because we do not start at an unsubsidized point. Qur 95
percent $1,000 MDE plan had an average coinsurance rate of 0.31. An upper bound on
the welfare Joss comes from assuming that individuals valued the last dollar at 0.31. A
lower bound on the welfare loss comes from assuming that the extra spending is all from
individuals who valued the last dollar of spending at 0.95, the nominal coinsurance rate.
The 0.525 figure equals 1 - 0.95/2, and the 0.845 figure equals 1 — 0.31/2.

The $200 billion figure can be estimated in two ways: (1) Data from Levit et al
(1985) show expenditure on personal health care services of $342 billion in 1984. Waldo
and Lazenby (1984, Table 4.8) estimate that $120 billion of this is for the over 65 popu-
lation, leaving $222 billion for those under 65. Some of this, however, is for noncovered
services, such as nonprescription drugs, and some other part is for ineligible populations,
such as the institutionalized. Adjusting for these noncomparabilities is necessarily some-
what imprecise but would probably leave a final figure around $200 billion. (2) Data
from Tables 4.1 and 4.4 (Year 2 values) plus data on outpatient mental health spending
from Wells et al. (1982) inflated to 1984 and scaled up by 207 millien population imply
an expenditure of $224 billion on the free care plan in our sites and $178 billion on the
25 percent coinsurance plans. Adjusting for price and usage levels in our sites relative to
the nation is necessarily imprecise, but these two values probably bracket the true
national figure.

0The induced technological change is clearly only a welfare loss if patent protection
is at the level to induce the appropriate investment in new products in an unsubsidized
market. If there is not enough patent protection, there is no necessary welfare loss from
insurance.

Feldstein (1973) attempted to adjust for the willingness of consumers to pay for
“higher quality care.” There is no empirical way to do this, however, so the magnitude of
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EXISTING INSURANCE COVERAGE OF VARIOUS MEDI-
CAL SERVICES

One can find several economic reasons for the traditionally more
generous coverage of inpatient services relative to outpatient services
(Table 5.3). Loading charges (as a percentage of premium) are less,
and the risk of a large loss is greater. For children, price elasticities for
inpatient services are not measurably different from zero, and hence
for them there is no measurable moral hazard.

This structure of more extensive insurance for inpatient services has
been attacked as misguided, however (Roemer et al, 1975), on the
grounds that lack of insurance for outpatient services deters ignorant
individuals from seeking care at a time in their illness when they can
be treated relatively cheaply. Others have also asserted that the more
generous coverage of inpatient services leads physicians to hospitalize
patients who could be treated on an outpatient basis, thereby minimiz-
ing private but increasing social expenditure.

Analysis of a natural (not randomized) experiment supported the
claim that more complete coverage of outpatient expenditure reduced
total expenditure (Roemer et al., 1975; Helms et al., 1978), but a prior -
controlled experimental study testing this hypothesis rejected it (Lewis
and Keairnes, 1970; Hill and Veney, 1980). At issue is whether outpa-
tient and inpatient services are substitutes or complements.

Our findings decisively reject the hypothesis that increased coverage
of outpatient services, holding constant the coverage of inpatient ser-
vices, will reduce expenditure. As Table 4.1 shows, the mean expendi-
ture on the individual deductible plan (free inpatient, costly outpatient
care) is 20 percent less than the mean on the free care plan (free inpa-
tient, free outpatient care), and the difference is statistically significant
(p < 0.001)."' Disaggregation shows that the outpatient deductible not
only reduces outpatient expenditure (Table 2.3) but, if anything,

the true welfare loss is highly problematic. Feldstein’s method, although not explicit on
the point, in effect ignores true technological change. He implicitly assumes that con-
sumers in earlier years could have purchased “higher quality” medical care, but they
chose not to because they faced a higher coinsurance rate or had lower incomes. (Alter-
natively, physician norms of care were “lower” because of the higher coinsurance rate
and lower income.) As the renal dialysis example makes clear, however, consumers were
simply unable to purchase some medical services in earlier years because they did not
exist. In many cases their subsequent existence depended on fundamental scientific
advance such as the discovery of DNA and would not have occurred without that
advance, despite lower coinsurance or higher incomes. Whether consumers in the 1950s
and early 1960s would have purchased such services if they had existed then can
obviously not be answered from actual expenditure data. Feldstein’s method also yields
an upper bound for the same reason our $60 billion estimate is an upper bound.

"n the ANOVA results (Table 2.3) the estimated reduction is 19 percent and the t-
statistic is 2.34 (p < 0.02, two-tailed test).
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decreases hospital admissions for adults as well (Table 4.3). The (pos-
sibly) decreased admissions for adults suggests that outpatient and
inpatient services are, if anything, complements, not substitutes.

In the interests of brevity we summarize four other implications for
health insurance coverage:

* There appears to be little justification for the common practice
of group insurance policies’ treating emergency room services
more generously than physician office visits, because emergency
room services are as responsive to plan as physician office
visits.2

e There is no support for the so-called offset hypothesis, namely,
that more complete coverage of psychotherapy services will
reduce total medical costs (or at least not increase them) (Fol-
lette and Cummings, 1967, 1968). The experimental data, how-
ever, are not very precise on this question.

¢ We have weak support for the lesser coverage of outpatient
mental health care. Although the estimated plan response is
substantially larger than that for cutpatient medical care, the
difference is statistically insignificant.?

o Well care services are about as price responsive as other medi-
cal services. Although there are other reasons for the common
practice of not covering well care services as generously as other
outpatient services (primarily little or no uncertainty), greater
price responsiveness is not a reason.

2The discussion assurnes that a presumed lower response to insurance is the reason
for greater coverage of emergency roum services. The alternative explanations, differen-
tial loading charges and asymmetric information, are not particularly plausible as an
explanation of the better coverage of emergency room services. Asymmetric information
is not very relevant to a single insurance plan offered in a group setting unless the ser-
vice that is not well covered is deferrable and costly enough to motivate an employment
change (which might apply to psychotherapy or certain costly dental services such as
orthodontia). Routine office visits do not match this description. Moreover, asymmetric
information may apply to both office and emergency room services. An individual may
know that his use of office visits differs from average (whereas the insurer does not) but
may also know that his likelihood of an accident differs from average, and the insurer
may not.

13The estimated ratio of the free to 95 plan expenditures is 233 percent, which differs
from a 169 percent estimate for medical outpatient care (Manning et al., 1986b).
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WAS IT WORTH IT?

One question frequently raised about social experimentation is
whether its benefits are worth its costs (e.g., Ashenfelter, 1986; Have-
man, 1986). Because the question concerns the value of information,
and because the links from this type of information to actual behavior
are generally impossible to establish with any rigor, the question
admits of no easy answer (save for the trivial case in which the experi-
ment was so poorly designed or conducted that it produced no informa-
tion). In other words, any attempt to justify the cost of an experiment
is necessarily speculative.

Despite the circumstantial nature of the evidence, we believe that
the benefits of this particular experiment greatly exceeded the (current
dollar, undiscounted) costs of a little over $80 million ($136 million if
put in 1984 dollars, and brought forward to 1984 using a 3 percent real
discount rate). Between 1982 and 1984 there was a remarkable
increase in initial cost sharing in the United States, at least for hospi-
tal services. For example, the number of major companies with first-
dollar charges for hospital care rose from 30 percent to 63 percent in
those two years, and the number of such firms with an annual deduct-
ible of $200 per person or more rose from 4 percent to 21 percent
(Goldsmith, 1984). Although it is impossible to know how much of this
change can be attributed to the experimental results, the initial find-
ings of the experiment were published in December 1981 (Newhouse et
al., 1981) and December 1983 (Brook et al., 1983) and given wide pub-
licity in both the general and trade press. In certain instances a direct
link between changes in cost sharing and the experimental results can
be made.'* A

According to the experimental results, this increase in cost sharing
should have decreased demand. Hospital days among the population
under 65 decreased by 19.3 million days, or 12.8 percent (discharges
decreased by 7.8 percent (American Hospital Association, 1985)). We
estimate the cost saving from this reduced use to be around $7.25 bil-
lion. Physician visits among the population under 65 fell 27 million

14The average cost per hospital day in 1984 was $417. This uses the 1983 $368 figure
from the American Hospital Association (1985) inflated by 13.3 percent, the change in
per day inpatient costs from 1983 to 1984 (American Hospital Association, 1985). Fried-
man and Pauly (1981, 1983) have argued that the marginal cost/average cost ratio for
hospital services is near one. Hence a ceteris paribus estimate of the savings from
decreased use, assuming a marginal cost/average cost ratio of 0.9, is around $7.25 billion
(18.33 million x 417 x 0.9). The American Hospital Association cost per day figure
includes the over 65 population; however, cost per day is not very different for those over
65.
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during these two years, but to be conservative we have not taken
account of this change in estimating the cost savings.'®

If all the changes in patient-days were attributable to the increased
cost sharing, and if all the increase in cost sharing were due to the
publication of experimental results, and if the benefits of the forgone
use were negligible, as our results suggest, the experiment paid for
itself in about a week (0.136/7.25)(912)!"® It is clear that these
assumptions overstate the benefits of the experiment, yet it is equally
clear that their assumptions can be greatly relaxed and still yield the
result that the experiment was worth it. Moreover, we have ignored
any benefits to countries other than the United States, and any bene-
fits from the decrease in physician visits or changes in dental or men-
tal health coverage or emergency room coverage. We have also ignored
any benefits from the results of the HMO portion of the experiment,
although HMOs' market share has been expanding rapidly from a
period just before and after our first article describing the HMO results
(Manning et al., 1984a). Finally, we have ignored the value of the pub-
lic use files to future research efforts.!’

Implicit in our conclusions is the assumption that one could not
reduce uncertainty with nonexperimental data to the satisfaction of
those making decisions about cost sharing. We believe that this is
likely to be true, because of the wide range of nonexperimental esti-
mates of insurance elasticity cited in the introduction, the difficulty of
inferring health status effects from nonexperimental data, and the tem-
poral proximity of the changes in cost sharing to the publication of the
experimental results (many of the nonexperimental results had been in
the literature for a decade, during which time cost sharing had, if any-
thing, decreased). Thus, we think it highly plausible that the benefits
of this endeavor were indeed worth its costs.

15In part, we do not account for such a change because the physician visit rate rose in
1985 to its 1982 value. Thus, the decrease from 1982 to 1984 could have been attribut-
able to chance; alternatively the continued decrease in hospital care in 1985 (another 7.1
percent decrease in patient-days) may have led to a substitution of outpatient use. Data
on physician visits are from the National Health Interview Survey (USDHHS, 1984,
1985).

¥The negligible benefits assumption relies on the observation that cost sharing for
hospital services was near zero in 1982 and that there were no measurable health bene-
fits outside the dental area for the middle-class employees who would have been the
dominant group for whom the cost sharing changed.

"The public use files can be ordered from Publications Department, The RAND Cor-
poration, 1700 Main Street, Santa Monica, California, 90406-2138.
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ON EXPERIMENTATION IN ECONOMICS

Econometric and economics texts often have a statement near the
beginning that experimentation is not nearly as possible in economics
as it is in the physical sciences. Perhaps the degree of difference is not
as great as many think. Well designed and executed field and labora-
tory experiments are feasible and can add substantially to the body of
knowledge (Heller, 1975; Plott, 1982)."® We hope this example, from
which public use tapes are now available, will encourage others to ask
whether an experiment is practical or feasible when approaching
empirical questions.

18For other views of field experiments see Hausman and Wise (1985) and Ferber and
Hirsch (1978).



Appendix A

PARAMETER ESTIMATES AND SUMMARY
STATISTICS ON THE DISTRIBUTION
OF MEDICAL EXPENSES

Table A.1
INDEPENDENT VARIABLES

INDICATOR VARIABLES (if not otherwise defined, variables equal 1 if
right-hand-side condition holds, otherwise zero)

Insurance Plan®

P25 Family coinsurance = 25 percent
P50 Family coinsurance = 50 percent
P95 Family coinsurance == 95 percent
IDP Individual deductible
PAY P25 + P50 + P95

Other Subexperiments
TERM3 Three-year enrollment”
TOOKPHYS Entry physical examination®
NOHR Did not file health diary?
WKLY Filed health diary weekly?

Year and Site®
DAY Enrolled in Dayton
FIT Enrolled in Fitchburg
FRA Enrolled in Franklin Co., Mass.
CHA Enrolled in Charleston
GEO Enrolled in Georgetown Co., S.C.
YR2 Year 2
YR3 Year 3
YR4 Year 4
YR5 Year 5

Other Varnables
BLACK Black
CHILD Age < 18 on first day of year
AFDC Aid to Families with Dependent Children
FEMALE Female
AFAIRNM Income data not missing
PHYSLM Physically or role limited
GHINNM Genetral health measure not missing
INF Health data from infant form (ages <= 4)f
PED Health data from pediatric form

Continuous Variables

MA1 (1 - FEMALE)*(AGE - 30)

MA2 (1 - FEMALE}*(LN(AGE) — LN(30))
FAl FEMALE * (AGE - 30)

FA2 FEMALE * (AGE - 30)**2

FA3 FEMALE * (AGE - 30)**3

47



48

Table A.1 {continued)

XGHI Predicted part of General Health Index®
XGHI2 Predicted part of (General Health Index squared)®
GHINDX GHINNM * (Residual part of General Health Index)®
GHINDX2 GHINDX squared®
DISEA Count of chronic diseases and health problemsh
MHI Mental Health Index' .
XLINC Predicted part of log family income’ i
LINC AFAIRNM * (Residual part of log family income)
LINC2 LINC squared’ .
XAFDCAFDC Received Aid to Families with Dependent Children’
LFAM Log of family size
Interactions
P25INC P25 * log of family income
P50INC P50 * log of family income
P95INC P95 * log of family income
IDPINC IDP * log of family income
PAYINC PAY * log of family income
CHP25 P25 * CHILD
CHP50 P50 * CHILD
CHP95 P95 * CHILD
ADIDP IDP * (1 - CHILD)
ADPAY PAY * (1 - CHILD)
CHIDP IDP * CHILD
CHPAY PAY * CHILD
T3YR2 TERMS3 * YR2
T3YR3 TERMS3 * YR3

2The free care plan (coinsurance rate = 0) is the omitted group.
The five-year enrollment group is the omitted group.
°The no entry examination group is the omitted group.
he group that filed health diaries biweekly is the omitted group.

Seattle and the first year of the study are the omitted groups.

The adult (ages 14+) version of the health questionnaire is the omitted
group.

EBecause of a missing General Health Index for all Dayton participants at
enrollment, we imputed missing value replacements for all participants. For
those with GHINNM = 1, we regressed the General Health Index (or its
square) on socioeconomic and demographic variables, and preexperimental
health as measured by Excellent/Good/Fair/Poor, Pain, and Worry, which
were available in all sites. We used the predicted part for everyone and the
residuals for the non-Dayton sites as our general health measure. A prefix of
X indicates the predicted part; the absence of a prefix of X indicates the
resi.t(l:lual part (for those with complete data, 0 otherwise).

Available only for those completing the adult form of the health question-
naire.

'Not available for the infant form (ages =< 4) of the health questionnaire.

Because of missing income data, we imputed missing values for income
and AFDC status by the same method used for the General Health Index in
fooi‘note g. Results in 1967 dollars.

Count of the number of eligible family members present during the year.



Table A.2
PROBIT REGRESSION FOR ANY MEDICAL USE

Variable Coefficient SD (Coef.) T
INTERCEP 1.6686E+00  1.298E+00 1.29

DAY -8.9943E-02  1.232E-01 -0.73
FIT 2.2278E-01  7.702E-02 2.89
FRA 2.3024E-01  7.042E-02 3.27
CHA -1.1470E-01  8.534E-02 -1.34
GEO -5.6277TE-02  B8.062E-02 -0.70
P25 -1.2094E+00  5.683E-01 -2.13
P50 -2.1455E+00 8.321E-01 -2.58
P95 - -1.0878E+00 5.922E-01 -1.84
IDP -1.3591E+00 5.129E-01 -2.65
YR2 -8.8565E-02  2.771E-02  -3.20
YR3 -8.4453E-02  2.852E-02 -2.96
YR4 -6.7376E~02  4.709E-02 -1.43
YR5 -3.9220E-02 4.907E-02 -0.80
BLACK -4.1825E-01  6.935E-02 -6.03
MAl 1.4593E-02  3.018E-03 4.84
MA2 ~4.5263E~-01  6.834E-02 -6.62
FEMALE 5.547T4E-01  4.412E-02  12.57
FAl -6.8812E-03  5.083E-03 -1.35
FA2 -1.3336E-03  2.653E-04 -5.03
FA3 6.7793E-05  2.106E-05 3.22
FA4 1.8315E-06  3.158E-07 5.80
FA5 -8.1798E-08 1.916E-08  —4.27
LFAM -9.6001E-02  4.186E-02  -2.29
XLINC 3.0193E-01  5.410E-02 5.58
LINC 4.5628E-02  4.822E-02 0.95
AFAIRNM 1.837T1IE-01  6.570E-02 2.80
XGHI -8.8564E-02 3.369E-02 -2.63
GHINNM -4.6108E-02 9.854E-02  -0.47
GHINDX -1.2152E-02 1.155E-02 -1.05
PHYSLM 2.2101E-01  5.781E-02 3.82
DISEA 2.2657TE-02  3.117E-03 7.27
INF -1.1787E-01  1.028E-01  -1.15
PED -1.3954E-01 6.779E-02 -2.06
XXGHI2 54156E-04  2.367E-04 2.29
XGHI2 1.9097E-04  1.589E-04 1.20
GHINDX2 1.0616E-04  6.084E-05 1.75
TERM3 -3.4842E-02 4.726E-02 -0.74
TOOKPHYS 8.3052E-02  4.178E-02 1.99
NOHR -4.2327E-02  6.453E-02  -0.66
WKLY 1.6997E-01  9.042E-02 1.88
P25INC 9.8601E-02  6.496E-02 1.52
P50INC 1.8684E-01  9.421E-02 1.98
P95INC 4.0739E-02  6.796E-02 0.60

IDPINC 8.9514E-02  5.973E-02 1.50




Table A.3

PROBIT REGRESSION FOR ANY INPATIENT USE—
GIVEN ANY MEDICAL USE

Variable Coefficient SD (Coef.) T
INTERCEP —4,5359E-01 4.128E-01 -1.10
DAY 8.2948E-02 1.103E-01 0.75
FIT 7.7392E-02 5.787E~-02 1.34
FRA ~5.5344E-02 5.800E-02 -0.95
CHA 2.5761E-02 7.078E-02 0.36
GEO 6.2717TE-02 6.84BE-02 0.92
ADPAY 1.0016 E+00 4.162E-01 2.41
ADIDP 5.0808E-02 4,752E~-01 0.11
CHPAY 1.1006 E+00 4.183E-01 2.63
CHIDP 2.0705E-01 4.805E-01 0.43
NOHR 3.4991E-03 5.464E-02 0.06
WKLY -1.5569E-01 7.081E-02 -2.20
TERM3 -1.3247E-02 4.057E-02 -0.33
TOOKPHYS  -8.4536E-03 3.355E-02 -0.25
CHILD -2.2495E-01 8.176E-02 -2.75
BLACK 4.3863E-02 6.336E-02 0.69
MA1 1.2811E-02 3.071E-03 4.17
MA2 -2.2558E-01 5.378E—02 -4.19
FAl -1.9014E-02 4.935E-03 -3.85
FA2 -1.9020E-03 2.935E-04 -6.48
FA3 8.4682E-05 2.100E-05 4.03
FA4 1.8074E-06 3.664E-07 5.07
FA5 —7.6474E-08 1.987E-08 -3.80
FEMALE 4.5161E-01 4.850E-02 9.31
LINC 3.6082E-02 4.089E-02 0.88
LFAM -3.9865E-02 3.635E-02 -1.10
XLINC 6.8142E-02 4.507E-02 1.51
GHINDX -5.9229E-03 1.310E-03 -4.52
DISEA ~-1.1342E-04 2.388E-03 -0.05
PHYSLM 1.6453E-01 4.807E-02 3.42
XGHI -1.8474E-02 2.384E-03 -7.75
AFAIRNM -9.5692E-02 5.563E—-02 -1.72
GHINNM -1.6275E-02 9.184E-02 -0.18
YR2 1.3142E-02 3.453E-02 0.38
YR3 5.6648E-02 3.486E-02 1.63
YR4 2.0928E-02 5.669E-02 0.37
YR5 2.34T1E-02 5.287E-02 0.44
PAYINC -1.2289E-01 4.715E-02 ~2.61

IDPINC -5.4188E-03 5.431E-02 -0.10




Table A.4

ORDINARY LEAST SQUARES FOR LOG MEDICAL EXPENSES—
IF OUTPATIENT EXPENSES ONLY

Variable Coefficient SD (Coef.) T
INTERCEP 3.5957E+00 7.859E-01 4.57
DAY -1.4081E~-01 8.489E-02 -1.66
FIT -8.9658 E-02 5.346E-02 -1.68
FRA -1.8637E-01 4.812E-02 -3.87
CHA —-1.8027E~01 5.927E-02 -3.04
GEO -1.2592E-01 6.359E-02 -1.98
TERM3 6.0232E-02 4.172E-02 1.44
TOOKPHYS 4.0898E-02 2.940E-02 1.39
NOHR -5.4108E-02 4.415E-02 -1.23
WKLY 3.0624E-04 5.919E-02 0.01
P25 -2.7876E-01 4.267E-02 —6.53
P50 -4.3917E-01 6.325E-02 -6.94
P95 -5.1655E-01 4.864E-02 -10.62
IDP -3.2371E-01 4.773E-02 -6.78
YR2 1.1921E-02 4.041E-02 0.29
YR3 —6.8498E-02 4.244E-02 -1.61
YR4 1.1690E-02 4.051E-02 0.29
YR5 1.0673E-01 4,083E-02 2.61
BLACK -2.4046E-01 5.736 E-02 —4.19
LFAM -2.3055E-01 3.747TE-02 -6.15
XLINC 2.5482E-01 4.550E-02 5.60
LINC 3.5858E-02 2.936E-02 1.22
XAFDC 2.1750E-01 1.553E-01 1.40
AFDC 9.5526E-02 8.491E-02 1.13
AFAIRNM -4.5663E-03 5.714E-02 -~0.08
XGHI -2.6836E-02 2.025E-02 -1.33
GHINNM -1.4818E-01 6.784E-02 -2.18
GHINDX -2.2222E-02 8.248E-03 -2.69
DISEA 1.3821E-02 2.051E-03 6.74
PHYSLM 1.3987E-01 4.133E-02 3.38
INF -1.2443E-01 8.334E-02 -1.49
PED -6.2863E-02 6.095E-02 -1.03
MA1l 2.1724E-02 2.473E-03 8.79
MA2 -2.6668E-01 4.916E-02 -5.42
FEMALE 3.5118E-01 3.568E—02 9.87
FAl 5.4449E-03 3.817E-03 1.43
FA2 -9.9838E-04 2.214E-04 -4.51
FA3 4.7362E-05 1.592E-05 2.97
FA4 1.1147E-06 2.543E-07 4.38
FA5 -5.5444E-08 1.446E-08 -3.83
T3YR2 ~8.0548E-02 4.867E-02 -1.66
T3YR3 1.4705E-01 5.032E-02 2.92
XXGHI2 5.7985K-05 1.468E-04 0.39

XGHI2 2.4635E-04 1.126E-04 2.19



Table A.4 (continued)

Variable Coefficient SD (Coef.) T
CHILD —4.4560E-03 6.181E-02 -0.07
CHP25 5.3261E-02 6.246E-02 0.85
CHP50 2.8772E-01 9.293E-02 3.10
CHPFD 1.5244E-01 6.954E-02 2.19
CHPDP 2.8422E-02 7.008E-02 0.41

NOTE: In 1967 dollars; add log (Medical CPI/100) to intercept to
put into present dollars.

Table A.5

SMEARING FACTOR FOR QUTPATIENT EXPENSES ONLY
(Ordinary Least Squares)

Variable Coefficient SD (Coef.) T
INTERCEP 1.4760E+00 4.247E-02 34.76
P25 1.2735E-01 7.814E-02 1.63
P50 1.3838E-01 1.335E-01 1.04
P95 2.2665E—01 1.084E-01 2.09
IDP 3.0484E-01 9.407E-02 3.24
YR2 1.2483E-01 5.952E-02 2.10
YR3 1.5945E-01 6.069E~-02 2.63
YR4 3.7500E-02 8.162E-02 0.46
YR5 1.5015E-01 9.123E-02 1.65
P25YR2 -8.6331E-02 9.932E-02 -0.87
P50YR2 -9.9127E-02 1.638E-01 -0.64
P95YR2 1.3519E-01 1.321E-01 1.02
IDPYR2 -2.8266E—01 1.121E-01 -2.52
P25YR3 -1.2595E-01 1.036E-01 -1.22
P50YR3 -2.5311E-01 1.314E-01 -1.93
P95YR3 -1.3097E-01 1.456E-01 -0.90
IDPYR3 -6.0827E-02 1.238E-01 -0.49
P25YR4 5.8408E-03 1.743E-01 0.03
P50YR4 3.3043E-01 2.272E-01 1.45
P95YR4 —5.4672E-02 2.312E-01 -0.24
IDPYR4 ~-2.7T122E-02 2.101E-01 -0.13
P25YRS5 -2.3857E-01 1.485E-01 -1.61
P50YRS -9.0410E-02 1.835E-01 -0.49
P95YR5 -2.4708E-02 2.008E-01 —0.12
IDPYR5 -2.5651E~01 2,102E-01 ~-1.22

NOTES: Interactions are plan x year. In 1967 dollars; multi-
ply by Medical CPI/100 to put into present dollars.



Table A.6
ORDINARY LEAST SQUARES FOR LOG MEDICAL EXPENSES—
IF ANY INPATIENT USE
Variable Coefficient SD (Coef.) T
INTERCEP 6.8069E+00 4.145E-01 16.42
DAY -7.9430E-08 1.455E-01 -0.05
FIT 1.8631E-01 7.058E-02 2.64
FRA -5.7T147E-02 7.973E-02 -0.72
CHA -2.4039E-02 8.133E-02 -0.30
GEO -2.65630E-01 7.947TE-02 -3.34
ADPAY -2.2435E-02 4.942E-02 -0.45
ADIDP -9.8320E-02 5.800E-02 -1.70
CHPAY -6.8029E-02 9.498E-02 -0.72
CHIDP -1.0277E~01 1.072E-01 -0.96
NOHR 4.4623E-02 6.532E-02 0.68
WKLY 3.6569E-02 7.780E-02 0.47
TERM3 4.0170E-03 4.667E-02 0.09
TOOKPHYS -1.1635E-01 4.042E-02 -2.88
CHILD 6.9015E-02 1.211E-01 0.57
BLACK -5.3306E-02 6.547E-02 -0.81
MA1 4.0765E-03 4.690E-03 0.87
MA2 1.8517E-01 7.687E-02 2.41
FAl 2.3041E-02 5.544E-03 4.16
FA2 7.6302E-05 4.103E-04 0.19
FA3 -3.8807E-05 2.586E-05 ~1.50
FA4 -1.8776E-07 5.486E-07 -0.34
FA5 3.4964E-08 2.656E-08 1.32
FEMALE -1.0370E-02 6.701E-02 -0.156
LINC -3.7398E-02 3.526E-02 -1.06
LFAM -3.5739E-02 4.340E-02 -0.82
XLINC 9.1097E-02 4.323E-02 2.11
GHINDX -1.5404E-04 1.521E-03 -0.10
DISEA 1.9583E-03 2.676E--03 0.73
PHYSLM 2.1274E-01 5.048E-02 4.21
XGHI -9.5000E-03 2.649E-03 -3.59
AFAIRNM -1.5085E-01 7.006E-02 -2.15
GHINNM —7.0544E-02 1.295E-01 =0.54
YR2 8.5359E-02 4. T715E-02 1.79
YR3 1.0632E-01 4.688E-02 2.27
YR4 1.7341E-01 8.118E-02 2.14
YR5 2.6077E-01 7.937E-02 3.29

NOTES: In 1967 dollars; add log (Medical CPI/100) to intercept to

put into present dollars.
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Table A.7

SMEARING FACTOR IF ANY INPATIENT USE
(Ordinary Least Squares)

Variabie Coefficient SD(Coef.) T
INTERCEP 1.4112E+00 4.891E-02 28.85

NOTES: In 1967 dollars. Multiply by Medical
CPI/100 to put into present dollars.

Table A.8

STATISTICS FOR MEDICAL EXPENSES, BY PLAN
(Constant 1984 dollars)

Individual

Quantile Free 25 50 95 Deductible
0.10 0 0 0 0 0
0.20 37 0 0 0 0
0.30 84 40 a3 0 18
0.40 139 79 72 33 50
0.50 201 128 123 70 98
0.60 289 187 178 122 166
0.70 419 278 249 204 273
0.80 665 467 397 358 499
0.90 1,570 1,160 909 946 1,370
0.95 3,290 2,740 2,030 2410 2,730
0.99 9,090 9,240 6,750 8,030 6,860
Mazx 72,800 48,000 148,000 50,700 70,500
Mean 749 634 674 518 608
Standard deviation 2,390 2,350 5,210 2,054 2,466

Skewness 129 10.6 22.2 11.8 15.2

Kurtosis 270 152 555 198 321




Table A.9

STATISTICS FOR MEDICAL EXPENSES, BY YEAR
(Constant 1984 dollars)

Quantile 1 2 3 4 5
0.10 0 0 0 0 0
0.20 0 0 0 u] 0
0.30 40 32 33 44 47
0.40 82 69 76 86 96
0.50 139 122 135 133 149
0.60 205 186 209 194 219
0.70 309 294 319 303 327
0.80 510 490 546 484 568
0.90 1,190 1,250 1,400 1,230 1,430
0,95 2,660 2,770 3,050 2,740 3,220
0.99 6,720 8,430 8,200 12,500 11,100
Max. 95,600 148,000 59,100 50,700 44,700
Mean 581 641 656 735 784
Standard deviation 2,410 3,030 2,240 2,890 2,886
Skewness 22.1 27.0 11.8 10.25 9.06
Kurtosis 704 1,110 211 1357 1000
Table A.10

PERCENTAGE OF TOTAL EXPENSES PAID BY TOP PERCENTAGE
OF PEOPLE, BY PLAN

Top % of Individual

People Free 25 50 95 Deductible
90 100.0 100.0 100.0 100.0 100.0
80 99.8 100.0 100.0 100.0 100.0

70 99.0 99.7 99.8 100.0 100.0(-)

60 97.5 98.7 99.0 99.7 99.4
50 95.2 97.1 97.6 98.7 98.2
40 92.0 94.6 95.3 96.9 96.1
30 874 91.0 92.2 93.8 92.6
20 80.3 85.3 87.6 88.6 86.5
10 67.0 74.0 79.0 77.8 73.1
5 51.7 59.9 68.6 63.2 57.3

1 23.8 30.3 46.5 31.0 30.3




Table A.11

PERCENTAGE OF TOTAL EXPENSES PAID BY TOP PERCENTAGE
OF PEOPLE, BY YEAR

Top % of Individual
People Free 25 50 95 Deductible
90 100.0 100.0 100.0 100.0 100.0
80 100.0 100.0 100.0 100.0 100.0
70 99.6 99.8 99.8 99.7 99.6
60 98.6 99.0 99.0 98.8 98.7
50 96.7 91.5 97.4 97.3 97.2
40 93.7 95.2 948 95.1 949
30 89.3 91.5 90.8 91.8 91.4
20 82.5 85.5 84.5 86.5 85.8
10 69.4 73.6 71.3 76.1 74.6
5 54.3 59.3 55.4 63.5 60.5

1 27.2 30.6 26.1 321 31.5




Appendix B

EXCEEDING THE UPPER LIMIT ON OUT-OF-
POCKET EXPENSES

FAMILY COINSURANCE PLANS

We have analyzed the data for families not on the individual deduct-
ible plan to determine the percentage of families who exceeded the
limit on out-of-pocket expenses during the HIE. Dayton Year 1 was
excluded because outpatient psychiatric did not count toward the upper
limit; all other years and sites are included.!

A fifth of families on the 25 and 50 percent plans exceeded the
upper limit, whereas about a third of those on the 95 percent plan did;
see Table B.1,

If a family was not pinned at the maximum upper limit of $1,000
(8750 in the 25 percent plan in some site-years), it was more likely to
exceed the upper limit; see Table B.2. A regression equation on
exceeding the upper limit has the following t-statistics: dummy for 50,
-1.58; dummy for 95, 2.17; dummy for pinned, —7.89; dummy for 50 x
pinned, 2.72; dummy for 95 x pinned, 1.99; the unpinned 25 percent
plan is the omitted group. The Wald test for plan/pinned interactions
is x%(2) = 8.66, p < 0.01. ,

The proportion of families exceeding the upper limit tended to creep
up through time as inflation worked against the fixed $1,000 (or $750)
maximum; see Table B.3. The year is the calendar year of the first day

Table B.1
PERCENTAGE OF FAMILIES EXCEEDING
UPPER LIMIT
Coinsurance
Rate Percentage tvs 25%
25 percent 20.8 —
50 percent 21.5 0.24
95 percent 35.0 6.46

The plans with a medical coinsurance rate of 25 percent and a dental/mental coin-
surance rate of 50 percent are grouped with the 25 plans,
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Table B.2
PERCENTAGE OF FAMILIES EXCEEDING
UPPER LIMIT
Medical
Coinsurance Rate Percentage
25 percent — below maximum 33.8
25 percent — pinned 11.2
50 percent — below maximum 25.9
50 percent — pinned 18.4
95 percent — below maximum 414
95 percent — pinned 213

of the accounting year. Years 1975 and 1976, and 1980+ were grouped
because of small sample sizes. In a regression equation with main
effects for plan and year and plan/year interactions, the year main

Table B.3

PERCENTAGE OF FAMILIES
EXCEEDING MDE, BY YEAR

Coinsurance Percentage
Rate and Year Exceeding

25 percent
1975/1976 14.8
1977 18.9
1978 22.6
1979 27.0
1980+ 244
50 percent
1975/1976 18.8
1977 22.2
1978 20.9
1979 24,1
1980+ 25.5
95 percent
1975/1976 25.8
1977 34.6
1978 35.7
1979 37.2

1980+ 39.3
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effects versus 1976 are all significant at 1 percent except for 1977 (¢t =
1.57). A test of significance on the plan-year interactions has them
less significant than they would be at random (x2(8) = 2.58).

We also tested whether “the poor” were more likely to exceed their
upper limit. Families were grouped according to whether their upper
limit was 5 percent of their income or less (about 40 percent of the
families fell in this group); see Table B.4. In a regression with plan
dummies, a dummy for 5 percent of income or less, and plan x 5 per-
cent of income dummy interactions, the main effect of the income
dummy was very significant (¢ = 5.69), and the interaction terms were
marginally significant (x2(2) = 3.89).

Table B.4
PERCENTAGE OF FAMILIES EXCEEDING MDE,
BY INCOME
Coinsurance Rate Percentage
and Income Group Ezxceeding
25 percent — MDE < 5% of income 28.0
25 percent — MDE = 5% of income 13.4
50 percent — MDE < 5% of income 36.7
50 percent — MDE = 5% of income 14.6
95 percent — MDE < 5% of income 48.6
95 percent — MDE = 5% of income 28.1
Table B.5

PERCENTAGE OF FAMILIES EXCEEDING
MDE, BY INCOME GROUP

Coinsurance Rate Percentage
and Income Group Exceeding
25 percent
Lower half 25.8
Upper half 15.4
50 percent
Lower half 21.2
Upper half 21.8
95 percent
Lower half 37.3

Upper half 32.7
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Finally, we looked at the effect of being in the upper half of each
site’s income distribution; see Table B.5. The Wald test for the plan
income interaction is x%(2) = 3.89.

INDIVIDUAL DEDUCTIBLE

We also looked at individuals exceeding their deductible on the indi-
vidual deductible plan. Dayton Year 1 was deleted because of differ-
ences in coverage., Over the course of the study, 45.1 percent (¢ =
25.32) exceeded this deductible annually. In contrast to the family
coinsurance plans, there was no significant year effect (x?(4) = 5.52).
The year-to-year pattern was not consistently monotonic. Low-income
people went over 35.6 versus 51.6 percent for high income (t = 4.86)
using site-specific median income to classify by high and low income.
If we create a dummy variable for having an upper limit/income ratio
in excess of the median (2.8 percent), we find that those below the
median exceed 56.0 percent of the time, compared with the 37.6 per-
cent for those above (¢ = 5.46). Here, the MDE is defined as the max-
imum family out of pocket.

All of these inference statistics were corrected for intertemporal
correlation.

FAMILY HEALTH EXPENSES

Finally, we examined the distribution of total family health care
expenditures. These include outpatient dental and mental health
expenses as well as all medical expenses. Table B.6 provides summary
statistics by plan in nominal dollars, not adjusted or corrected for
inflation; note that the dollar amounts in the text and in Appendix A
are in June 1984 dollars. The sample excludes Year 1 for all sites.

If there were no uncertainty about illness, then we would expect that
the upper limit would have little effect on very high users. At the mar-
gin, these individuals on the pay plan would have free care. They
would differ from those on the free plan by only the income effect of
paying the inframarginal cost sharing. Since this amount is at most
$1,000 on the family pay plans, and $450 on the individual deductible,
the income effects should be minimal.

The numbers on Table B.6 suggest that the effect of the plan per-
sists well beyond the gross dollar amount corresponding to the upper
limit on out-of-pocket expenses (= $3,000 on the 25 percent, = $2,000
on the 50 percent, = $1,053 on the 95 percent, and < $450 on the indi-
vidual deductible plan).
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Table B.6
STATISTICS FOR FAMILY HEALTH EXPENSES, YEARS 2-5

Individual
Quantile Free 25% 50% 95%  Deductible
0.10 99 35 16 0 0
0.20 275 134 79 35 67
0.30 470 245 165 109 160
0.40 702 380 305 185 300
0.50 1010 581 443 326 499
0.60 1430 802 591 519 835
Q.70 1970 1190 919 881 1330
0.80 2840 1880 1610 1680 2020
0.90 4550 3780 3070 3220 3250
0.95 6830 5610 4940 5360 4950
0.99 12700 14000 9870 12700 12900
Mazx 37200 34300 72700 34900 43000
Mean 1894 1454 1290 1218 1425
Standard deviation 2790 2790 4190 2630 3150
Skewness 4.71 5.23  13.70 5.85 729
Kurtosis 36.71 39.21 225  50.77 71.58

The probability that total expenses exceed $4,000 (nominal) is lower
for each of the family coinsurance plans (significant at p = 0.01) for
the 50, 95, and individual deductible plans, and p = -0.05 for the 25
percent plan. For $8,000, the set of pay plans is significantly different
(and lower) at p = 0.10. By $12,000 the plan differences are no longer
significant, but this corresponds to the upper 1 percent of total family
expenses.

Because we do not expect major income effects from the copayment,
likely explanations are that: (1) individuals can take advantage of
going over the upper limit only if they are sick and (2) individuals do
not know what their sickness will be. They respond to expected price
and are risk averse. For 'a detailed theoretical discussion of this issue,
see Keeler et al. (1977a).



Appendix C

SPLIT-SAMPLE ANALYSIS

by Naihua Duan and Willard Manning

In estimating how insurance plans affect the use of health services,
we could choose among several statistical models. The choice of model
is Important, as we show below, because different modeling assump-
tions yield appreciably different estimates of the effects of insurance
plans. In the course of the analysis, we considered analysis of variance
(ANOVA) models, analysis of covariance (ANOCOVA) models,
transformed (e.g., log) expenditure models, Adjusted Tobit models, and
multipart models such as the four-part model described above. The
traditiona]l ANOVA and ANOCOVA models yielded consistent but
imprecise results. Some of the more complicated models led to greater
precision, but yielded inconsistent predictions of the plan response.
Finally, we developed the four-part model to eliminate this incon-
sistency, without a substantial loss in precision.

However, by fitting such an elaborate model as the four-part model,
we run the risk of overfitting the data. The additional complexity of
the model may be simply fitting the noise in the data. If so, then our
forecasts for other populations would be unreliable. To test for this
possibility, we have employed a split-sample technique. We estimate
the parameters of each model on a random half of the families in the
sample, and then make forecasts for each model to the other half of the
families in the sample. The competing models are evaluated in terms
of mean squared forecast error and mean forecast bias on the forecast
sample. A model can behave poorly on the forecast sample if it is
either imprecise or inconsistent because of overfitting the estimation
sample.

In earlier work (Duan et al., 1982, 1983, and 1984), we conducted
such an analysis using the first two-fifths of the sample. We repeat
that analysis here to see if any of our earlier conclusions would be
changed by the addition of more observations (especially the addition
of data from the two South Carolina sites), or by the use of better
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health and income covariates than were available earlier. Because both
the ANOCOVA model for untransformed expenses and the model with
a Box-Cox two parameter transformation of expenses behaved so
poorly in the original analysis (Duan et al., 1982, 1983), we do not
examine those models here. Instead, we focus our attention on the fol-
lowing models: ANOVA, a two-part model with two separate equations
for the probability of any use and the level of (log) positive expenses;
the Adjusted Tobit model, a similar two-equation model which assumes
that the two error terms are drawn from a bivariate normal distribu-
tion; and the four-part model.

METHODOLOGY

We have limited this analysis to annual expenditures on all health
services, excluding outpatient mental health and dental care. The
deterministic specification for the two-part and Adjusted Tobit model
follow those of the four-part model: The probability of any use specifi-
cation is the same as that in Table A.2; the (log) level of positive
expenditures is the same as that in Table A.4. The ANOVA specifica-
tion includes only main effects for each of the five insurance plans.

The Alternative Models

Analysis of Variance on Untransformed Expenses. The sim-
plest model to predict expenses as a function of insurance plan is the
one-way ANOVA model. ANOVA yields unbiased forecasts irrespec-
tive of the error distribution as long as the sample is assigned to each
plan randomly. By the design of the HIE, this condition is met.

However, ANOVA estimates can be very sensitive to extreme values,
that is, to large expenses. The distribution of the medical expenses is
highly skewed toward the positive side. As a result, the sample average
does not provide an efficient estimate of the plan mean. As noted
above, one case accounts for 16 percent of the 50 percent plan mean,
and is responsible for the plan reversal in Table 4.1.

Moreover, we cannot estimate the effects of covariates on medical
expenses by using the ANOVA model, but the effects of certain covari-
ates (e.g., income) and their possible interactions with plan are of great
interest. This could be rectified, of course, using ANOCOVA, but our
earlier split-sample analysis showed ANOVA performed measurably
better than ANOCOVA in modeling plan response (Duan et al., 1983).
Even with only standard demographic variables, ANOCOVA overfits
the data.
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Two-Part Model. The essence of the two-part model is to decom-
pose one observed random variable, medical expenditures (MED), into
two observed random variables—“MED = 0” and “MED|MED - 0”.
We then use two equations to model these two random variables. The
first equation is a probit equation for the probability that a person will
receive any medical service during a year. The second equation is a
linear regression for the logarithm of total annual medical expenses of
users.! The log transformation of annual expenses for the group of
users reduces dramatically, but does not eliminate, the undesirable
skewness in the distribution of expenses among users. We therefore
expect the estimates from this model to be more robust than those that
might be obtained from ANOVA and ANOCOVA models on
untransformed expenses.

More formally, the first equation is a probit equation for the dichot-
omous event of zero versus positive medical expense:

I = xi6; + my,

{m: | x) ~N(QO,1) (C.1)

where medical expense is positive if I}; = 0, 0 otherwise; and x; is a
row vector of given individual characteristics (e.g., plan and age).

The second equation is a linear model on the log scale for positive
medical expenses if the person receives any medical services:

In(MED; | I; = 0, x;) = x;02 + n3i, (C.2)

where E{ne; | x;,11; = 0) = 0, x; i1s a row vector of given individual
characteristics, and #y; is 1.i.d. For the last equation, the error is not
assumed to be normally distributed.

As with the four-part model, the likelihood function for this model is
multiplicatively separable because of the way the conditional densities
are calculated; we therefore estimate the two equations separately.

If the error term 5, in the (log) expense equation were normally dis-
tributed, then the expected medical expense would be

E(MED;) = p; exp(x;62 + ¢2/2) (C.3)

where p; = Prob;,(MED; > 0) = ®(x;8;),
$ = normal c.d.f., and
a? = var (no).

!Note that the four-part model differs from the two-part model in that the four-part
model splits the group of users into outpatient-only and any-inpatient users and models
the expenses of these two user groups separately.
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and where the factor exp(s?/2) is the adjustment in the mean for
retransformation in the second (or conditional) equation if 72 Were nor-
mally distributed with variance ¢2. However, the normal assumption
for 7, is not satisfied for the medical expense data, because the residual
distribution is still skewed. As a result of this nonnormality, the factor
exp(o? /2) is not the correct adjustment in the mean for the retransfor-
mation from the logarithmic scale to the untransformed dollar scale
and would lead to statistically inconsistent predictions of the mean
expenditure. In the case of medical expenses, the normal retransfor-
mation estimates would be biased downward.

As an alternative to the normal retransformation, we use the smear-
ing estimate developed by Duan (1983). The smearing estimate, a non-
parametric estimate of the retransformation factor ¢ — E[exp(ny)], is
the sample average of the exponentiated least squares residuals. The
smearing estimate is statistically consistent for the retransformation
factor if the error distribution does not depend on the characteristics x.

A consistent estimate of the expected expense for medical services
for the two-part model is given by

E(MED;) - p; exp(x;62)¢ (C.4)

where ¢ = 2 exp(in Y; - x;65) /n.

We have examined both homoscedastic (¢ is a constant) and heterosce-
dastic (o varies by subgroup) versions of the smearing estimate. We
found little evidence to support a preference for a heteroscedastic
retransformation; see below.

Adjusted Tobit Model. The econometric literature provides an
additional class of models for continuous but limited dependent vari-
ables. These models include the Tobit model (Tobin, 1958), the
Adjusted Tobit model (van de Ven and van Praag, 1981b), and sample
selection models (Maddala, 1983). Like our two-part model, these
models are two-equation models, with one equation (typically a probit)
for whether there is a positive amount, and another equation for the
level of the positive amount. These models differ from ours in that
they model the potential level of use directly instead of the actual level
of use (Poirier and Ruud, 1981; Duan et al., 1984). They do so by
explicitly estimating the correlation between the probability of any use
and the potential level of use. For example, the Adjusted Tobit model
is
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I = %61 + 9y (C.5a)
wp = X + ey (C.5b)
In(MED) - w,  if I > 0
= —o if [; <=0 (C.5¢)
where
(m1:, €25} = N(0, Z), Lid. (C.5d)

2=[1
oT

and where w; is the potential use of medical services, if everyone used
medical services. Equation (C.2) differs from (C.5¢), in that (C.2)
refers to observed, rather than potential, use of services.

The expected expense for medical expenses for the Adjusted Tobit
model is

‘T”g'] (C.5e)

E(MED;) = ®(x;61 + p7) exp(x;8y + 72,/2) (C.6)

following van de Ven and van Praag (1981a,b).

We employ two different estimation methods for the Adjusted Tobit
model: the Mill’s ratio limited-information method (LIML) and the
full-information maximum-likelihood (FIML).

With LIML, we use probit regression to estimate Eq. (B.5a); then
use ordinary least squares to estimate the following equation:

E(w, | I; > 0) = x;8 + pt) (C.7a)
where
Ai = olx;61) / ®x;61) (C.7b)

¢ and ¢ are the normal p.d.f. and c.d.f. We then use Heckman’s (1979,
p. 157) consistent estimate for r2 :

#2 = nilZlef + 2R (x;8, + X)) (C.7c)

where the summation extends over all i’s for which I; =0,n, =
number of such i’s, €, = empirical residual in Eq. (C.7a), and ¢ = the
regression coefficient for X; in Eq. (C.7a). (Heckman’s original formula
did not square ¢, which apparently was a typographical error.) We then
estimate the correlation pr by
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p =3¢/t C.7d)

For FIML, we use a RAND-compatible version of Bronwyn Hall's
MAXLIK version 1.0, using the Mill’s ratio estimate as the starting
values.

Four-Part Model. The four-part model was described in Sec. III.

Split-Sample Methodology

The split-sample analysis can be viewed as an application of the
classical cross-validation technique (see, e.g., McCarthy, 1976). Each
site-year of data is randomly split into two subsamples—an estimation
subsample and a forecast subsample. From the estimation subsample,
we derive estimates of the parameters (regression coefficients, vari-
ances, and smearing coefficients) for each of the models. We then
forecast the expenditures for each person in the forecast subsample,
using the models fitted on the estimation subsample. The forecasts are
then compared with the actual medical expenditures observed.

This approach guards against overfitting the data. Some models are
more complex than others. If overfitting occurs, the forecasts to a new
data set will perform poorly.

The specific criteria that we use to evaluate the forecasts are based
on the mean squared forecast error (MSFE)

MSFE = [3(MED; - MED;)?)/M (C.8a)
and mean forecast bias (MFB)
MFB = [S(MED; - MED))]/M (C.8b)

where the summation extends over the M individuals in the forecast
subsample, MED; is the forecast for the ith individual, and MED is his
actual expense.

The measure MSFE can be reexpressed as follows:

MSFE - Z|{MED; - E(MED))}>/M
+ Z[MED; - E(MED))®/M
- 2Z[MED; - E(MED),)]

x [MED; - E(MED,)] /M. (C.9)

As Eq. (C.8) indicates, the measure can be expressed as a sum of the
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deficiency in the fitted model (the first term on the right side), the
measurement error (the second term on the right side), and the cross-
product of the two. Given the estimation subsample, the conditional
expectation of the measure is:

E(MSFE) = [Z[MED; - E(MED,)]? + = var(MED;)],” M(C.10)

Thus, MSFE is a biased estimate of the deficiency in the fitted model,
because of measurement error variance—the second term on the right
side of (C.9).

The actual measure that we use to compare the models is the differ-
ence in the MSFE. For two competing models—say, Models 1 and 2—
the conditional expectation of the difference is

E[MSFE(1) - MSFE(2)] = Z [MED;(1) - E(MED,)]?/M

- 2 [MED;(2) - EIMED))* /M (C.11)

In contrast to the measures for each model separately, the MSFE
difference is an unbiased estimate of the corresponding difference in
the deficiency in the fitted models. Taking the differences removes the
measurement error variance term from the MSFE.

We used a subpopulation sign test to detect consistent patterns in
MSFE. If one model forecasts expenditures appreciably better than
another, we expect the pattern to hold consistently across the subpopu-
lations. Therefore, the subpopulation sign test counts the number of
subpopulations for which one model performs better than the other in
terms of MSFE. Conditioned on the estimation subsample (and there-
fore conditioned on the fitted models), and under the null hypothesis of
no difference between the two fitted models, the count follows a bino-
mial distribution with probability 0.5 and sample size equal to the
number of subpopulations. (Conditioned on the estimation sample, the
counts in distinet subpopulations are stochastically independent, from
which the binomial null distribution follows. Since the conditioned
null distribution is always the same, it follows that the unconditional
null distribution is also the same binomial distribution.) Significantly
high or low counts indicate the existence of a consistent pattern, which
we take as evidence that one model is significantly better or worse than
the other. (Strictly speaking, the subpopulation sign test tests the null
hypothesis that median [MSFE(1) - MSFE(2)] = 0, instead of the
hypothesis E[MSFE(1) - MSFE(2)] = 0. However, under the stronger
null hypothesis that MSFE(1) and MSFE(2) follow the same distribu-
tion, the difference is symmetrically distributed, and the median coin-
cides with the expectation.)
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For this analysis, the data can be naturally grouped into 145 subpop-
ulations, one for each site, year, and plan combination.

For mean forecast bias {(MFB), we used an x? test for differences in
plan comparisons (free versus other plans), and for bias by plan.

To guard against the possibility that our results were due to the luck
of the draw, we present results for two independently drawn split sam-
ples.

EMPIRICAL RESULTS

The different models produce quite different estimates of the plan
response. Table C.1 contains the plan means among the forecast sam-
ple and the plan predictions for each of the models; the ANOVA pre-
dictions are the estimation sample means. The ANOVA estimates on
untransformed expenditures are noisy and lack the monotonic pattern
one would expect between insurance plan and expenditure. For exam-
ple, in the estimation sample, the 50 percent plan has the highest plan
mean, whereas in the prediction sample, it has the luwest plan mean
for both split samples. The other models yield predictions where

Table C.1
FORECAST SAMPLE MEAN EXPENDITURES AND PREDICTIONS

First Split Sample Second Split Sample

Free 25 50 95 Ind.Ded. Free 25 50 95 Ind. Ded.

Forecast sample

mean expenditure 752 692 430 604 624 763 619 457 578 616
Prediction
based on
ANOVA? 746 580 870 446 586 733 648 911 473 599
TWONHOM 700 522 426 378 425 763 475 461 368 475
TWOSHOM 836 623 509 452 567 936 582 566 452 583
FOURSHET 776 652 593 549 584 803 606 564 525 610
LIML 698 520 424 375 472 785 474 463 365 475
FIML 798 592 453 415 543 1191 670 556 494 720

8Means of estimation sample.

TWONHOM = two-part model with normal theory homoscedastic retransformation.

TWOSHOM = two-part model with smearing homoscedastic retransformation.

FOURSHET = Four-part model with smearing retransformation heteroscedastic for
outpatient only equation, and homoscedastic for inpatient equation.

LIML = limited information version of Adjusted Tobit (selection) model.

FIML = full information version of Adjusted Tobit (selection) model.
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predicted expenditures fall monotonically as the coinsurance rate falls.
But these estimates differ appreciably. In particular, the two variants
of the Adjusted Tobit model differ by about $70 per enrollee per year
in their forecasts in the first split sample and by $260 in the second.

Forecast Bias

Of the models considered, only the four-part mode! yielded forecasts
of the response to insurance plans that were neither appreciably nor
statistically significantly biased; see Table C.2. For each split sample,
the first column presents the Wald test for a bias in the forecasted
differences among the plans, by model.? The second column presents

Table C.2

FORECAST SAMPLE BIAS

(Standard error in parentheses)

First Split Sample

Second Split Sample

No Plan All Plan  Average Bias No Plan All Plan Average Bias
Difference? Biases=0° ———————— Difference® Bi Ob
Model x2 (4) x2 (5) Mean t x2 (4) x2 (5) Mean t
I0VA 56.60° 60.94° 31.80 0.99 59.04° 68.33% -7.90 —0.27
(32.19) (29.64)
YONHOM 7.91° 2352° 12340 417 12,029 25.51° 93.00  3.40°
(29.62) {27.35)
VOSHOM 10.544 10.65° 1820 0.61 19.16° 19.86° -33.50 -1.20
(29.59) (28.04)
JURSHET 7.32 741 820 0.28 4.88 5.46 -11.60 -0.43
{29.25) (27.00)
ML 8.01° 24.30° 12600 4.25°  13.929 26.11¢ 8550  3.10°
(29.62) (27.58)
ML 9.33° 11.88¢ 5230 1.76°  36.78° 51.48°  -176.40 -5.48°
(29.77) (82.17)

gNull hypothesis is no different in bias in forecasts between free and other four plans.
Null hypothesis is no different in bias in forecasts for all five plans.

cSig’niﬁcant at 1 percent level.
Significant at 5 percent level.

“Significant at 10 percent level.

“The forecast bias was regressed on an intercept (for the free plan) and indicators for
the 25, 50, 95, and individual deductible plans. The test is for the coefficients of the last
four variables to be zero.
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the x? statistic for a bias in the forecasts by plan.? The third column
gives the grand mean of the forecast bias across all plans.

Even the ANOVA forecasts performed poorly, in large part because
of the largest expenditure in the study falling in the 50 percent estima-
tion sample of both split samples. ANOVA was not significantly
biased for the other four plans. All of the two-equation models—the
normal two-part model, the smearing two-part model, and the LIML
and FIML estimates of the Adjusted Tobit models—yielded signifi-
cantly biased estimates of the plan response in both split samples. The
normal theory two-equation models also underforecasted the grand
mean by $52 to $126 per person per year in the first sample. In the
second split sample, the two-equation models both under- and over-
predicted the grand mean, by substantial amounts.

In contrast, the smearing two-part model did not significantly mis-
forecast the grand mean in either sample. The four-part model was off
by $8 per person per year for the first split and $12 per person per year
in the second. ANOVA was off by $32 in the first split sample and $8
in the second. Neither ANOVA nor the four-part model was signifi-
cantly different from zero for either split sample.

We have also compared the models in terms of the subpopulation
sign tests for MSFE and MFB; see Tables C.3 and C.4. For each split
sample, we provide weighted comparisons of the proportion of
site/year/plans where one model has lower MSFE or MFB than
another. If the fraction is greater than 50 percent, Model 1 has lower
MSFE, whereas if the fraction is less than 50 percent, Model 2 has
lower MSFE,

We performed a weighted comparison because some of the plans
have very small samples for some sites and years. For example, the 50
percent plan subsamples in the Massachusetts and South Carolina sites
are In the teens in Years 4 and 5 of the study. These small cells
should be much less reliable than the larger cells. The weighted
approach makes the comparisons population based. In Duan et al.
(1983, 1984) we provided unweighted comparisons. Because the cell
sizes in those analyses differed little, the results were insensitive to
weighting. But these results include the last two vears of the study,
which do have small cell sizes.

The subpopulation sign test results are similar to our earlier results
using the first two-fifths of this data (Duan et al., 1983, 1984). With
one notable exception, the more complicated two-part, Adjusted Tobit,
and four-part models perform significantly better (at the 1 percent

*The test is for all five coefficients to be zero in footnote 2.
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Table C.3

WEIGHTED SUBPOPULATION SIGN TESTS FOR
MEAN SQUARE FORECAST ERROR (MSFE)

Fraction in Which Model 1

Has Lower MSFE
First Split  Second Split
Model 1 Model 2 Sample Sample
FOURSHET TWONHOM  50.1 47.9
TWOSHOM 525 60.5%
LIML 47.7 51.0
FIML 48.8 78.70
ANOVA 72.9% 64.0P
TWONHOM TWOSHOM  55.0 76.00
LIML 61.12 71.6b
FIML 53.1 79.5b
ANOVA 78.39 68.2b
TWOSHOM LIML 46.9 30.2P
FIML 55.0 76.8°
ANOVA 89.50 54.3
LIML FIML 48.7 79.9
ANOVA 78,7 67.0
FIML ANOVA 72.8b 33.80

ASignificant at 5 percent level.
bSignificant at 1 percent level.

level) than ANOVA in terms of MSFE. The FIML estimate was sig-
nificantly worse in MSFE than ANOVA in the second split sample.
The comparisons tend to favor the four-part model over the two
variants of the two-part model. In the case of the smearing variant in
the second split sample, the comparison was significant. The incon-
sistency in the two-part model (by not modeling the inpatient response
directly) is not large enough to make the two-part model significantly
worse than the four-part model in terms of the subpopulation sign test
for MSFE. There is no evidence that the additional complexity of the
four-part model overfits the estimation sample. The results in Table
C.2 indicate that both variants of the two-part model are appreciably,
and sometimes significantly, biased but that the four-part model is not.
The outcome of the comparison of the four-part and the Adjusted
Tobit models depends on the luck of the draw in the split samples.
The four-part model performs weakly worse than both variants of the
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Table C.4

WEIGHTED SUBPOPULATION SIGN TESTS FOR
MEAN FORECAST BIAS

Fraction in Which Model 1
Has Lower MFB

First Split  Second Split

Model 1 Model 2 Sample Sample
FOURSHET TWONHOM 59.2 43.8
TWOSHOM 48.0 52.8
LIML 57.5 46.0
FIML 51.7 73.2
ANOVA 59.2 523
TWONHOM TWOSHOM 46.4 58.3
LIML 58.2 65.2
FIML 44.2 66.2
ANOVA 56.1 54.2
TWOSHOM LIML 55.2 41.7
FIML 50.9 66.0
ANOVA 54.8 50.6
LIML FIML 47.2 65.4
ANOVA 55.5 55.3
FIML ANOVA 55.6 39.4

Adjusted Tobit model in the first split sample, significantly better than
FIML in the second split sample, and weakly better than LIML in the
second sample comparison.

The normal theory variant of the two-part model performs better
than either variant of the Adjusted Tobit model. All of the compari-
sons are significant in the second split sample, and half are in the first
split sample. The normal theory variant of the two-part model also
outperforms the smearing variant of the two-part model, significantly
so in the second split sample.

The outcome of the comparison of the smearing variant of the two-
part model with the Adjusted Tobit model depends on whether LIML
or FIML is used for the Adjusted Tobit. The smearing two-part model
loses to LIML, significantly so in the second split sample. The smear-
ing two-part model outperforms FIML, significantly so in the second
gplit sample.
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The LIML variant of the Adjusted Tobit model performs signifi-
cantly better in terms of the subpopulation sign test than does the
FIML variant in one split sample and insignificantly worse in the
other. In the second split sample, LIML is significantly better. This is
somewhat surprising for two reasons. First, the LIML version of the
selection models (of which the Adjusted Tobit is a special case) has a
reputation for being badly behaved in practice; see Duan et al. (1984)
for an example. Second, the starting values for the FIML procedure
are the LIML estimates.

All of these comparisons, with the exception of ANOVA (noted
above), seem to be relatively insensitive to outliers in expenditure. We
repeated the estimation and subpopulation sign tests for the first split
sample after deleting the largest spender in the study—a person with
$148,000 in annual expense, who happened to fall into the estimation
sample of both split samples on the 50 percent plan. The pattern of
results in Table C.3 for the first split sample was largely unchanged.

Although the sign test is not valid for mean forecast bias (Duan et
al., 1982), we provide such a comparison in Table C.4, for the reader’s
information. The results are mixed, depending on the split sample, for
comparisons of the four-part, two-part, and the LIML variant of the
Adjusted Tobit model. The FIML variant performs poorly against the
four-part, two-part smearing, and LIML version of the Adjusted Tobit
model. As we noted above, only the four-part model provides plan
forecasts that are not significantly biased. ANOVA, the two-part
smearing, and the four-part models are the only models that do not
provide significantly biased forecasts of the grand mean.

Retransformation Method

In the preceding discussion, we have limited ourselves to the
homoscedastic normal and smearing retransformations for the two-part
model and the heteroscedastic smearing for the four-part model. We
examined several retransformation approaches in our model selection.
These included all four combinations of smearing and normal methods,
and homoscedastic and heteroscedastic methods for both the two-part
and four-part models. In the case of the normal theory models, we use
homoscedastic and heteroscedastic to mean the use of a common or
different estimate of the variance (on the log scale) for the level of use,
given any use, across plans and years. In the case of the smearing
models, we use homoscedastic and heteroscedastic to mean the same or
different distributions (in any sense, scale, or shape) across different
plans and years.



In the four-part model, we always use a homoscedastic smearing
retransformation method for the positive inpatient sample; our sample
is inadequate for a precise analysis of heteroscedasticity in the inpa-
tient use equation. The four alternative methods apply to the expenses
of those with outpatient use only.

The MSFE results from both split samples do not distinguish
between heteroscedastic and homoscedastic variants. The smearing
variants perform significantly better than the normal theory variants
for the four-part model, whereas the normal theory variants outper-
form the smearing variants for the two-part model.

CONCLUSION
Multipart Models versus ANOVA

We chose to emphasize results from the multi-equation models
instead of ANOVA for two reasons. First, there was an intrinsic
interest in the effect of other variables (e.g., income and health status)
on the use of health services, and how the plan response varied across
different income, age, and health groups. Second, we were concerned
that ANOVA was too imprecise, because of its sensitivity to the skew-
ness in expenditures. Our split-sample analysis indicates that all of
the multi-equation models performed better than ANOVA in terms of
the subpopulation sign test for MSFE.* The bias results for the four-
part model indicate that it was the only multi-equation model to obtain
this increase in precision without running the risk of either biasing
plan comparisons or the estimate of the grand mean.

Hence, this split-sample analysis vindicates our choice of the four-
part model over the more conventional ANOVA approach.

Four-Part versus Two-Part Models

We chose the four-part model over the two-part model because early
results indicated that the two-part model yielded biased estimates of
the plan response (Duan et al., 1982, 1983). There are two sources of
bias in the two-part estimates. First, the distribution of positive
expenditures is longer in the right tail than one would expect from a
log normal variate. Second, medical expenditures are the sum of out-
patient and inpatient expenditures. Inpatient expenditures are much
rarer than outpatient use, have a different mean and variance on the
log scale, and have a different response to plan and other covariates.

“With the exception of the FIML variant of the Adjusted Tobit model, in the second
split sample.
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If the error term in the conditional expenditure equation were
homoscedastic, then the smearing retransformation would solve the
bias issue. However, in the presence of the second problem, the smear-
ing estimate is inconsistent (Duan, 1983).

The split-sample analysis lends some support to our choice of the
four-part model over the two-part model. The two-part models do
yield biased plan forecasts. The normal theory variant yields signifi-
cantly biased plan comparisons and significantly underforecasts the
grand mean. The smearing version yields significantly biased plan
comparisons and misforecasts the grand mean. The overall bias in the
smearing variant of the two-part model seems to be of indeterminate
sign. In contrast, the four-part model does not yield significantly
biased forecasts.

In terms of mean square forecast error, there does not appear to be
any pattern to the four- and two-part comparisons, other than that the
normal two-part model beats the smearing two-part model.

Four-Part versus Adjusted Tobit Models

In principle, the Adjusted Tobit model shares the same theoretical
liabilities that the two-part models have: skewness in the conditional
expenditures because of inpatient expenses, and a failure to model the
heteroscedasticity because of the different inpatient and outpatient
response.

The split-sample analysis supports our choice of the four-part model
over the Adjusted Tobit model. The Adjusted Tobit model vields sig-
nificantly biased plan forecasts, just as the other two-part normal
theory model does. Both the LIML and FIML variants yield signifi-
cantly biased plan comparisons. In both split samples, the LIML ver-
sion underforecasts the grand mean. The FIML version significantly
misforecasts the grand mean. Given these results, the overall bias in
the Adjusted Tobit model appears to be of indeterminate sign. In con-
trast, the four-part model does not yield significantly biased plan fore-
casts.

In terms of mean square forecast error, there does not appear to be
any pattern to the four-part and Adjusted Tobit model comparisons
other than the fact that the four-part model is no worse in weighted
comparisons and is significantly better than FIML in one split sample.

The erratic behavior of the FIML variant of the Adjusted Tobit
model is distressing. The magnitude of the bias in one split sample is
appreciable, whereas in the other it is of the opposite sign and very
large. In one split sample, the estimate of the interequation correlation
is 0.04; in the other it is 0.62. These differences occurred in estimation
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sample sizes of about 10,000 observations. If the true model were an
Adjusted Tobit model, then the estimates would be consistent but
could be imprecise in finite samples. However, one would expect better
behavior in samples of the size that we used.

Two-Part versus Adjusted Tobit Models

The split-sample analysis lends weak support to the two-part model
over the Adjusted Tobit model. Both models, with normal theory vari-
ants, yield biased forecasts. In our two split samples, there was no
apparent pattern to which model had the larger bias. In terms of mean
square forecast error, the normal theory variant of the two-part model
outperformed the Adjusted Tobit model. The smearing variant of the
two-part model did better than FIML but not better than LIML.

In our original modeling, we chose not to use selection models, such
as the Adjusted Tobit, for several reasons. First, there is no conceptual
reason why it is necessary to model the correlation between the likeli-
hood of having any use and the level of use equations. In this case, the
correlation coefficient is a nuisance parameter. There is ample prece-
dent for excluding such parameters in conditional likelihood estimation
{McCullagh and Nelder, 1983; and Duan et al., 1985). Second, we have
shown elsewhere that our model is consistent in the presence of corre-
lated errors across equations (Duan et al., 1984). Third, our earlier
analysis showed that the LIML estimates of the interequation correla-
tion are unstable, in large part because the Mills ratio used in LIML is
highly collinear with the independent variables in the level of use equa-
tion (Duan et al., 1984). Fourth, this collinearity raises the problem
that one cannot distinguish the LIML version of the Adjusted Tobit
from a two-part model, especially if there is some true nonlinearity
(e.g., a quadratic term) or heteroscedasticity in the conditional (level of
use) equation.

Fifth, we rejected the Adjusted Tobit model because it relies on a
strong set of distributional assumptions. If those assumptions are not
met, the estimates of the insurance plan effect will be inconsistent.
For example, the FIML variant is known to be extremely sensitive to
minor departures from the underlying assumptions. Unfortunately,
one cannot test the full set of distributional (in our example, normality
and i.i.d.) assumptions embedded in the Adjusted Tobit models. To do
8o would require observing use by those who do not use or knowing a
priori that some variables are excluded from some equations.

Finally, the concern of the Adjusted Tobit model with correlation
generates a misplaced concern with the wrong tail of the distribution.
In an application such as ours, we would expect a positive correlation
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between the equations, if one exists. The resulting selection effect is to
remove cases from the left tail of users. But the left tail does not
matter that much; its “correction” adds very little to the grand mean.
What really matters is the extra skewness (relative to a normal or log
normal variate) in the right tail resulting from inpatient use. Inpatient
users account for 69 percent of all medical expenses. The hottom 50
percent of the population (users and nonusers combined) account for
less than 5 percent of total expenditures (see Table A.10). Thus, by
concentrating on the left rather than the right tail, the Adjusted Tobit
model is truly penny wise and pound foolish.

For a fuller discussion of some of these issues, see Duan et al. (1982,
1984, 1985), Poirier and Ruud (1981), and Maddala (1983, 1985).
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Table D.1
MEAN ANNUAL USE OF MEDICAL SERVICES, BY INCOME GROUP AND PLAN

(Standard error in parentheses)

Probability Probability

of Any of Any
Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Ezpenses Expenses Expenses
Plan (%) (%) siong Visits % (%) $)
Lower Third
Free 83.67 10.51 0.1322 4.4971 401.48 327.39 728.89
(01.49) (00.76) (0.0126) (0.3555) (59.84 (20.31) (71.79)
25 percent 72.30 10.23 0.1315  3.4704 516.43 271.87 788.30
(02.60) (01.10) (0.0187) (0.3628) (95.28) (27.72) (112.90)
50 percent 68.30 07.99 0.1031  2.7603 998.59 213.95 1212.50
(04.13) (01.64) (0.0263) (0.3664) (481.20) (31.04) (492.20)
95 percent 58.35 09.04 0.1206  2.2195 377.25 186.66 563.90
(02.93) (00.93) (0.0153) (0.2375)  (82.60) (20.92) (96.99)
Individual 65.00 08.92 0.1054  2.4269 294.29 198.33 492.62
deductible (02.59) (00.89) (0.0116) (0.2307) (46.24) (19.72) (55.50)
Middle Third
Free 87.40 10.47 0.1343  4.3229 449.26 324.03 773.29
(01.39) (00.80) (0.0125) (0.2638)  (60.23) (18.50) (72.82)
25 percent 79.07 07.57 0.0926 27327 279.90 212.06 491.96
. (02.35) (01.06) (0.0137) (0.2474)  (48.65) (21.34) (64.50)
50 percent 73.66 05.35 0.0673 2.6020 198.94 180.94 379.88
(04.17) (01.12) (0.0177) (0.2836) (71.12) (18.27) (83.13)
95 percent 70.46 08.50 0.1052 2.9283 318.76 206.84 525.59
(03.14) (01.04) (0.0136) (43.15)  (49.25) (19.10) (63.10)
Individual 71.51 09.75 0.1198  2.6603 433.18 198.30 631.48
deductible (02.53) (00.89) (0.0127) (0.2205)  (83.78) (14.14) (87.22)
Upper Third
Free 89.19 09.81 0.1176 4.8229 375.81 367.03 742.84
(01.31) (00.77) (0.0112) (0.2427) (45.59) (16.97) (55.61)
25 percent 86.08 07.08 0.0865  3.8756 312.65 302.49 615.14
(01.44) (00.20) (0.0126) (0.3608)  (67.65) (26.42) (86.49)
50 percent 87.60 08.46 0.1083  3.6732 279.82 274.06 553.88
(02.37) (01.25) (0.0169) (0.4329)  (55.21) (32.62) (71.38)
95 percent 75.13 06.00 0.0678 3.0730 239.87 216.87 456.76
(02.57) (00.81) (0.0099) (0.3288)  (50.41) (22.34) (65.32)
Individual 80.40 10.03 0.1187  4.0322 379.20 315.74 694.94
deductible (2.50) (1.05) (0.0151) (0.3988)  (72.40) (26.26) (86.18)
Test for plan
interaction
chi-square® 18.7453 13.6515 14.5444 10.7602 13.4042 11.1950 15.0452

NOTES: Thirds of the income distribution are site-specific for the enrollment population.

Estimates are by ANOVA.
8Degrees of freedom = 8.
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Table D.2
MEAN ANNUAL USE OF MEDICAL SERVICES, BY AGE GROUP AND PLAN

{Standard error in parentheses)

Probability Probability

of Any of Any
Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Expenses Expenses FExpenses
Plan (%) (%) sions Visits 6%) (%) (%)
dren (age<18)
‘ee 84.01 05.08 0.0580  3.5758 146.08 196.77 342.85
(01.33) (00.49) (0.0064) (0.1712) (32.12) (8.26) (34.14)
» percent 75.34 04.38 0.0473 2.5571 144.45 146.50 290.95
(02.21) (00.59) (0.0070) (0.2044) (36.81) (10.41) (41.33)
) percent 73.94 05.67 0.0727 3.0426 295.59 175.05 470.64
(03.86) (00.97) (0.0154) (0.3770) (167.50) (20.52) (170.20)
. percent 63.80 03.84 0.0443  2.2217 79.01 116.56 195.57
(02.63) (00.57) (0.0073) (0.2032) (17.86) (9.39) (23.72)
dividual 67.12 05.38 0.0622  2.3769 111.96 137.71 249.67
teductible (02.53) (00.68) (0.0087) (0.2239) (17.02) (11.57) (23.80)
it (age=18)
ee 88.70 13.82 0.1760 5.2161 589.37 437.73 1027.10
(00.77) (00.85) (0.0105) (0.2307) (48.14) (15.14) (57.67)
» percent 81.21 11.21 0.1453 3.8888 536.30 341.20 877.51
(01.20) (00.87) (0.0137) (0.2443) (65.59) (20.38) (79.42)
' percent 79.45 08.24 0.1051 3.0287 553.59 256.73 810.32
(02.05) (01.02) (0.0150) (0.2145) (198.50) (19.91) (203.50)
' percent 70.35 10.70 0.1363  3.0713 475.44 261.82 737.27
(01.68) (00.76) (0.0114) (0.2173) (58.43) (16.32) (68.95)
dividual 75.34 12.08 0.1465  3.3985 528.80 293.11 821.91
leductible (01.33) (00.75) (0.0103) (0.2031) (63.45) (15.37) (68.41)
for plan
teraction
i-square® 1.9231 16.4935 14.0801 14.4422 0.8133 39.3075 3.5538

JOTE: Estimates based on ANOVA.
Degrees of freedom = 4.
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Table D.3

MEAN ANNUAL USE OF MEDICAL SERVICES, BY HEALTH GROUP AND PLAN
(Standard error in parentheses)

Probability Probability
of Any of Any

Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Expenses Esxpenses Expenses
Plan (%) (%) gions  Visits (%) ($) (%)
Lower Third
Free 87.72 13.62 0.1807  5.7667 618.57 453.24 1071.80
(01.15) (00.95) (0.0164) (0.3790) (85.02) (24.83) (101.60)
25 percent 79.08 12.72 0.1641  3.8089 633.64 338.05 971.69
(02.06) (01.35) (0.0213) (0.3678) (104.40) (33.31) (129.40)
50 percent 74.38 09.61 0.1281 3.5690  1058.30 304.18 1362.40
(04.37) (01.59) (0.0240) (0.4925) (454.60) (40.30) (461.80)
95 percent 72.51 11.68 0.1564 3.6624 576.83 295.85 872.711
(02.43) (01.17) (0.0186) (0.3570) (103.20) (27.87) (122.50)
Individual 72.73 12.61 0.1639 3.5325 599.62 306.47 906.09
deductible (02.62) (01.11) (0.0169) (0.3041) (103.00) (25.04) (114.20)
Middle Third
Free 85.07 09.88 0.1162  4.1429 345.61 304.10 649.71
(01.25) (00.73) (0.0097) (0.2187) (41.38) (14.35) (49.44)
25 percent 76.79 07.38 0.0951 3.5563 356.38 239.46 595.84
(01.88) (00.88) (0.0151) (0.3067) (85.39) (20.51) (98.69)
50 percent 74.29 05.88 0.0806  2.6906 232.77 200.11 432.88
(03.09) (01.04) (0.0170) (0.2576) (56.15) (20.20) (63.78)
95 percent 65.91 06.35 0.0745 2.3482 189.96 161.64 351.60
(02.74) (00.71) (0.0089) (0.2135) (29.51) (12.96) (36.55)
Individual 72.16 08.66 0.0970  2.9356 307.54 210.35 517.89
deductible (01.96) (00.87) (0.0105) (0.2621) (60.17) (15.52) (64.11)
Upper Third
Free 87.69 07.67 0.0932 3.8769 286.97 274.80 561.77
(01.08) (00.61) (0.0094) (0.1957) (34.59) (12.22) (40.75)
25 percent 80.22 05,74 0.0653 2.7676 180.64 216.08 396.72
(01.66 (00.68) (0.0079) (0.2138) (26.82) (14.31) (33.16)
50 percent 81.90 06.53 0.0746 2.9235 174.56 183.34 357.90
(02.62) (00.96) (0.0124) (0.2963) (38.32) (14.42) (46.38)
95 percent 65.05 06.04 0.0712  2.2490 202.26 159.66 361.92
(02.38) 00.77) (0.0102) (0.2185) (36.38) (13.14) (43.10)
Individual 71.93 07.68 0.0874 2.6148 227.07 193.17 420.24
deductible (01.89) (00.87) (0.0106) (0.2273) (41.21) (13.70) (45.81)
Test for plan
interaction
chi-square? 10.2164 6.1982 3.8816 10.3797  5.8720 4.6455 5.1821

NOTES: Thirds are site-specific textiles of the General Health Index based on enrollment
population. Estimates based on ANOVA.
“Degrees of freedom = 8.
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MEAN ANNUAL USE OF MEDICAL SERVICES, BY SITE AND PLAN

(Standard error in parentheses)

Probability Probability

of Any of Any
Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Expenses Expenses Expenses
Plan (%) (%) sions Visits %) (%) (3)
Dayton
Free 90.20 10.75 0.1194 5.4206 437.51 403.41 840.92
(1.63) {01.15) (0.0151) (0.3859)  (79.09) (27.58) (97.68)
25 percent 82.32 09.14 0.1218  4.3841 491.16 325.45 816.60
(2.13) (01.34) (0.0229) (0.5171) (103.10) (35.05) {131.00)
50 percent 79.75 06.05 0.0745 3.5640 533.84 251.83 785.67
(2.66) (01.04) {0.0145) (0.3492) (247.10) (24.13) (252.80)
95 percent 73.74 08.38 0.1024 3.1229 353.58 230.26 583.83
(3.69) (01.13) (0.0144) (0.3165) (62.51) (20.99) (76.92)
Individual 78.17 09.14 0.1066 3.5609 480.34 300.78 781.13
deductible (3.41) (02.14) (0.0270) (0.6245) (180.20) (54.65) (209.10)
Seattle
Free 88.57 10.69 0.1379 4.8857 371.96 390.44 762.40
(01.38) (01.04) (0.0162) (0.2764)  (61.62) (22.34) (76.72)
25 percent 80.78 08.84 0.1002 4.0035 456.41 325.29 781.70
(02.47) (01.27) (0.0152) (0.3491) (119.20) (33.31) (137.90)
95 percent 71.63 07.90 0.0997 3.1697 355.71 243.55 599.30
(03.15) (00.99) (0.0152) (0.3604) (67.04) (28.32) (85.88)
Individual 78.36 08.18 0.0958  3.9666 342.40 297.93 640.33
deductible (02.12) (00.93) (0.0126) (0,3728) (89.72) (23.63) (96.94)
Fitchburg
Free 90.61 11.53 0.1570 4.4958 660.22 353.50 1013.70
(02.00) (01.46) (0.0286) (0.3488) (159.70) (28.22) 179.00)
25 percent 87.28 09.60 0.1429 3.4531 465.49 318.12 783.62
(03.03) (02.35) (0.0400) (0.4450) (121.90) (62.77) (154.30)
50 percent 8. 91 07.54 0.0905 2.6432 224.11 212.23 436.33
(03.60) (01.82) (0.0269) (0.3087)  (68.98) (33.08) (86.75}
95 percent 78.40 09.33 0.1307 2.7973 461.10 229.31 690.41
(03.73) (01.89) (0.0365) (0.4442) (230.70) (49.40) (272.10)
Individual 77.31 09.77 0.1169 2.8604 481.66 245.12 726.77
deductible (03.10) - (01.53) (0.0210) (0.3302) (164.90) (27.77) (170.70)
Franklin Co.
Free 91.00 08.15 0.1033 4.3479 358.73 306.24 664.97
(01.43) (00,93) (0.0140) (0.5252) (61.73) (25.91) (75.75)
25 percent 87.45 05.81 0.0618 3.0281 142,61 225.18 367.79
(01.86) (01.17) (0.0133) (0.2552) (33.64) (21.40) (44.63)
50 percent 86.36 11.36 0.1591 3.3091 705.76 255.18 960.95

(03.42) (02.10) (0.0365) (0.3930) (358.90) (47.80) (367.30)



Table D.4 (continued)

Probability Probability

of Any of Any
Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Expenses Expenses Expenses
Plan (%) (%) sions Visits (3) (3 $)
95 percent 72.64 06.23 0.0774 2.4415 179.34 172.05 351.40
(04.06) (01.82) (0.0242) (0.3866) (62.77) (25.36) (82.60)
Individual 81.36 08.92 0.1145 2.8455 279.26 236.95 516.21
deductible (02.53) 01.09) (0.0197) (0.2731) (65.76) (22.69) (82.12)
Charleston
Free 76.97 09.91 0.1151 2.9765 352.24 243.34 595.59
(02.90) (01.05) (0.0152) (0.3041) (47.82) (23.54) (62.07)
25 percent 65.50 07.41 0.0858 1.6082 331.13 132.92 464.05
(04.57) (01.52) (0.0182) (0.2127) (126.90) (15.35) (136.20)
50 percent 48.49 04.04 0.0505 1.3131 218.36 129.64 348.01
(12.26) (01.96) (0.0277) (0.5105) (104.40) (49.27) (121.30)
95 percent 56.42 07.79 0.0926 2,0337 336.95 162.65 499.60
(03.68) (01.41) (0.0169) (0.5475) (101.60) (33.94) (116.50)
Individual 61.23 10.00 0.1088 1.9982 390.21 175.06 565.27
deductible (04.80) (01.57) (0.0182) (0.2731) (100.20) (29.16) (112.80)
Georgetown Co.
Free 82.44 10.44 0.1359 4.6497 339.02 305.45 644.50
(02.14) (00.91) (0.0139) (0.5196) (52.14) (27.20) (70.34)
25 percent 68.89 08.52 0.1065 2.4276 249.79 169.96 419.74
(03.91) 01.31) (0.0175) (0.4596) (51.45) (26.31) (70.21)
50 percent 66.28 08.14 0.1047 1.9360 168.74 135.76 304.49
(07.17) 02.34) (0.0348) (0.3973) {61.84) (23.48) (82.64)
95 percent 46.11 07.78 0.0958 2.1018 180.84 132.83 313.67
(04.40) (00.93) (0.0153) (0.6179) (45.46) (28.09) (64.44)
Individual 60.33 11.27 0.1399  2.7056 356.98 175.20 532.18
deductible {03.73) {01.28) (0.0177)  (0.4704) (59.71) (23.95) (67.69)
Test for plan
interaction
chi-square® 27.0365 17.4216 17.5502 14.2549  16.5054 13.254 14.9627

NOTES: Thirds of the income distribution are site-specific for the enrollment population.
Estimates are by ANOVA,
8Degrees of freedom = 29.
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Table D.5

MEAN ANNUAL USE OF MEDICAL SERVICES, BY STATUS-YEAR GROUP AND PLAN
(Standard error in parentheses)

Probability Probability

of Any of Any
Medical Inpatient Inpatient Ambulatory Medical
Use Use Admis- Expenses [Expenses Expenses
Plan (%) (%) sions Visits (3) %) (%)
First Year
Free 87.07 10.26 0.1223  4.2564 360.96 320.00 680.96
(01.00) (00.69) (0.0091) (0.1895)  (50.96) (11.25) (55.47)
25 percent 78.91 08.40 0.0983 3.1653 300.61 252.13 552.74
(01.71) (00.86) (0.0106) (0.1900) (48.44) (14.89) (55.71)
50 percent 79.14 06.95 0.0802 3.0695 589.79 227.18 816.97
(02.85) (01.33) (0.0168) (0.2520) (313.00) (20.38) (315.40)
95 percent 69.82 07.10 0.0946 2.7058 210.52 186.90 397.42
(01.99) (00.81) (0.0125) (0.1967)  (33.46) (12.45) (40.13)
Individual 74.67 09.70 0.1110 3.1612 294.29 244,03 538.32
deductible  (01.78) (00.85) (0.0108) (0.1894)  (42.95) (13.77) (48.40)
Middle Years
Free 86.16 10.56 0.1348 4.6045 453.12 329.62 782.74
(00.96) (00.62) (0.0093) (0.2029) (46.14) (12.71) (53.16)
25 percent 79.15 08.19 0.1078  3.2796 394.86 251.54 646.40
(01.60) (00.78) (0.0127) (0.2286) (60.96) (18.06) (70.41)
50 percent 75.98 07.36 0.0976  2.9354 490.62 219.46 710.07
(02.59) (00.98) (0.0156) (0.2384) (228.50) (18.56) (234.50)
95 percent 67.29 (08.09 0.0978  2.6940 326.25 197.95 524.20
(02.18) (00.75) (0.0096) (0.2111)  (52.52) (13.26 (59.83)
Individual 72.06 08.60 0.1040  2.8555 337.06 216.65 553.71
deductible  (01.86) (00.70) (0.0102) (0.1986)  (58.44) (13.76) (62.53)
Last Year 9
Free 87.53 09.78 0.1226  4.7459 385.27 375.08 760.37
(01.00) (00.68) (0.0104) (0.1988) (42.65) (15.19) {49.62)
25 percent 77.80 08.62 0.1055  3.6028 411.20 283.27 694.47
(01.68) (00.81) (0.0133) (0.2627)  (78.75) (18.62) (87.70)
50 percent 71.56 07.20 0.0942 3.1801 229.18 228.51 457.68
(02.59) (01.56) (0.0214) (0.3440) (563.73) (20.42) (63.31)
95 percent 66.14 08.49 0.1056  2.8026 404.59 227.79 632.41
(02.09) (00.89) (0.0123) (0.2502) (66.43) (17.55) (76.42)
Individual 70.09 10.93 0.1356 3.1110 508.46 253.51 761.97
deductible (01.88) (00.93) (0.0128) (0.2134) (93.41) (15.08) (98.40)
Test for plan
interaction
chi-square® 10.683 7.1819 6.2650  7.8109 10.0069 12.1174 9.4944

NOTE: Estimates based on ANQVA.
8Degrees of freedom = 8.



Appendix E

SAMPLE SIZES, BY YEAR OF STUDY

Table E.1
TOTAL NUMBER OF PERSONS, BY YEAR®

Year 1 Year 2 Year3 Yeard4 Years

Start of year 5809 5734 5677 1744 1733
Departures
Attrite 101 923 45 16 8
Terminate 68 62 78 9 12
Die 9 19 9 9 3
Become ineligible 1 1 4 2 1
Exit normally 0 0 3916 0 1741
Additions 104 118 119 25 32
End of year 5734 5677 1744 1733 0

BFee-for-service plans only.

Table E.2
NUMBER OF PERSONS ON FREE PLAN, BY YEAR

Year 1 Year2 Year 3 Year4 Yearh

Start of year 1893 1912 1920 592 596
Departures
Attrite 3 1 2 0 0
Terminate 17 28 25 2 5
Die 3 2 4 3 0
Become ineligible 0 0 2 2 1
Exit normally 0 0 1333 0 605
Additions 42 39 38 11 15
End of year 1912 1920 592 596 0
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Table E.3
NUMBER OF PERSONS ON 25% PLAN, BY YEAR

Year1 Year 2 Year3 Year4 Year5

Start of year 1137 1133 1128 378 374
Departures
Attrite 6 12 4 4 7
Terminate 12 12 22 1 2
Die 1 5 1 2 1
Become ineligible 0 0 0 0 0
Exit normally 0 0 742 0 365
Additions 15 24 19 3 1
End of year 1133 1128 378 374 0
Table E.4

NUMBER OF PERSONS ON 50% PLAN, BY YEAR

Year1 Year2 Year3 Year4 Year5b
Start of year 383 378 378 149 143

Departures
Attrite
Terminate
Die
Become ineligible
Exit normally

Additions
End of year 378 378 149 143

OO0 O oW
NN O Ww
(= = N ]
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Table E.5
NUMBER OF PERSONS ON 95% PLAN, BY YEAR

Year 1 Year 2 Year 3 Year4 Year5

Start of year 1120 1077 1041 327 318
Departures
Attrite 49 50 15 9 0
Terminate 14 5 13 3 1
Die 0 4 2 1 1
Become ineligible 0 0 0 0 0
Exit normally 0 0 714 0 324
Additions 20 23 30 4 8
End of year 1077 1041 327 318 0
Table E.6

NUMBER OF PERSONS ON INDIVIDUAL DEDUCTIBLE PLAN, BY YEAR

Year 1 Year 2 Year 3 Year 4 Year 5

Start of year 1276 1234 1210 298 302
Departures
Attrite 34 27 16 0 1
Terminate 25 14 14 2 4
Die 5 7 2 1 1
Become ineligible 1 1 2 0 0
Exit normally 0 0 904 0 301
Additions 23 25 26 7 5
End of year 1234 1210 298 302 0
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