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## 0 Introduction

Let $\left\{P_{t}\right\}_{t \geq 0}$ be a Markovian semigroup acting in $L^{2}(M, \mu)$ where $(M, d, \mu)$ is a metric measure space, and assume that $P_{t}$ has a continuous integral kernel $p_{t}(x, y)$ so that

$$
P_{t} f(x)=\int_{M} p_{t}(x, y) f(y) \mu(d y),
$$

for all $t>0, x \in M$, and $f \in L^{2}(M, \mu)$. The function $p_{t}(x, y)$ can be considered as the transition density of the associated Markov process $X=\left\{X_{t}\right\}_{t \geq 0}$, and the question of estimating of $p_{t}(x, y)$, which is the main subject of this paper, is closely related to the properties of $X$.

The function $p_{t}(x, y)$ is also referred to as a heat kernel, and this terminology goes back to the classical Gauss-Weierstrass heat kernel associated with the heat semigroup $\left\{e^{t \Delta}\right\}_{t \geq 0}$ in $\mathbb{R}^{n}$, whose Markov process is Brownian motion. A somewhat more general but still well treated case is when $(M, d, \mu)$ is a Riemannian metric measure space, that is, when $M$ is a Riemannian

[^0]manifold, $d$ is the geodesic distance, and $\mu$ is the Riemannian measure. The Laplace-Beltrami operator $\Delta$ on $M$ generates the heat semigroup $\left\{e^{t \Delta}\right\}_{t \geq 0}$ possessing a smooth heat kernel $p_{t}(x, y)$, which is associated with the Brownian motion on $M$. One of the most interesting questions is to determine whether the heat kernel on a given manifold satisfies the following Gaussian estimate:
\[

$$
\begin{equation*}
p_{t}(x, y) \leq C t^{-\gamma} \exp \left(-\frac{d^{2}(x, y)}{C t}\right) \tag{0.1}
\end{equation*}
$$

\]

for all $t>0$ and $x, y \in M$, where $\gamma$ and $C$ are positive constants. Obviously, if ( 0.1 ) holds then it implies the on-diagonal estimate

$$
\begin{equation*}
p_{t}(x, x) \leq C t^{-\gamma}, \tag{0.2}
\end{equation*}
$$

for all $t>0$ and $x \in M$. Surprisingly enough, the converse is true as well.
Theorem 0.1 ([8], [10], [17]) On any Riemannian manifold, the on-diagonal estimate (0.2) implies the Gaussian estimate (0.1).

The proof of this theorem is based on the property of the geodesic distance that $|\nabla d| \leq 1$, which is true on any Riemannian manifold. On a general metric measure space, the analogue of this property would typically fail.

In the general setting, obtaining proper off-diagonal estimates from the on-diagonal one requires some additional conditions providing a link between the distance function and the process. For a large variety of self-similar fractal sets, the heat kernel of the corresponding self-similar diffusion process admits the upper bound

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \exp \left(-\left(\frac{d^{\beta}(x, y)}{C t}\right)^{\frac{1}{\beta-1}}\right) \tag{0.3}
\end{equation*}
$$

where $\alpha>0$ and $\beta>1$ are parameters related to the geometry of the underlying space (see [1]). Typically, a matching lower bound (with a different value of $C$ ) holds as well, but in this paper we are concerned only with upper bounds.

Let $B(x, r)$ denote a metric ball of radius $r$ centered at $x \in M$, and assume that, for some $\alpha>0$ and $c>0$,

$$
\begin{equation*}
c^{-1} r^{\alpha} \leq \mu(B(x, r)) \leq c r^{\alpha} \tag{0.4}
\end{equation*}
$$

for all $x \in M$ and $r>0$. For any open set $U \subset M$, let $\tau_{U}$ be the first exit time of the process $X$ from $U$. The following result is known.

Theorem 0.2 Let $(M, d, \mu)$ satisfy ( 0.4 ) and let $X$ be a stochastically complete diffusion on $M$ such that the heat kernel of $X$ is continuous and satisfies the on-diagonal estimate

$$
\begin{equation*}
p_{t}(x, x) \leq C t^{-\alpha / \beta} \text { for all } x \in M, t>0, \tag{0.5}
\end{equation*}
$$

where $\beta>1$. Then the following conditions are equivalent:
(1) The off-diagonal estimate (0.3).
(2) The estimate of the mean exit time:

$$
\begin{equation*}
\mathbb{E}^{x} \tau_{B(x, r)} \simeq r^{\beta} \text { for all } x \in M, r>0 \tag{0.6}
\end{equation*}
$$

(3) The tail estimate of the first exit time:

$$
\begin{equation*}
\mathbb{P}^{x}\left(\tau_{B(x, r)} \leq t\right) \leq C \exp \left(\left(-\left(\frac{r^{\beta}}{C t}\right)^{\frac{1}{\beta-1}}\right), \quad \text { for all } x \in M, t, r>0\right. \tag{0.7}
\end{equation*}
$$

The sign $\simeq$ in ( 0.6 ) means that the ration of the both sides is bounded from above and below by positive constants.

The implication $(1) \Rightarrow(2)$ was proved in [15], while $(2) \Rightarrow(3) \Rightarrow(1)$ is contained in [1]; see also [15] and [11] for more general results of this kind. Let us give the proof of $(3) \Rightarrow(1)$, which is the easiest part of Theorem 0.2. By the semigroup property,

$$
\begin{equation*}
p_{t}(x, z) \leq \sqrt{p_{t}(x, x) p_{t}(z, z)} \leq C t^{-\alpha / \beta} \tag{0.8}
\end{equation*}
$$

Now (0.7) implies that

$$
\begin{equation*}
\int_{M \backslash B(x, r)} p_{t}(x, z) \mu(d z)=\mathbb{P}^{x}\left(X_{t} \notin B(x, r)\right) \leq C \exp \left(-\left(\frac{r^{\beta}}{C t}\right)^{\frac{1}{\beta-1}}\right) . \tag{0.9}
\end{equation*}
$$

Setting $r=\frac{1}{2} d(x, y)$, using an elementary estimate,

$$
\begin{align*}
& p_{2 t}(x, y)=\int_{M} p_{t}(x, z) p_{t}(z, y) \mu(d z) \\
& \quad \leq \int_{M \backslash B(x, r)} p_{t}(x, z) p_{t}(z, y) \mu(d z)+\int_{M \backslash B(y, r)} p_{t}(x, z) p_{t}(z, y) \mu(d z) \\
& \quad \leq \sup _{z \in M} p_{t}(z, y) \int_{M \backslash B(x, r)} p_{t}(x, z) \mu(d z)+\sup _{z \in M} p_{t}(x, z) \int_{M \backslash B(y, r)} p_{t}(z, y) \mu(d z), \tag{0.10}
\end{align*}
$$

we obtain (0.3) by substituting (0.9) and (0.8) into (0.10).
Note that the crucial estimate (0.7) is very much related to the fact that $X$ is a diffusion. It is natural to ask if there is an analogue of Theorem 0.2 when $X$ is a Markov process with jumps. Certainly, Theorem 0.2 can fail for jump processes. For example, if $X$ is the symmetric stable process in $\mathbb{R}^{n}$ of index $\beta<2$ then the heat kernel of this process satisfies the estimate

$$
\begin{equation*}
p_{t}(x, y) \leq C \min \left(t^{-\alpha / \beta}, \frac{t}{d(x, y)^{\alpha+\beta}}\right) \simeq C t^{-\alpha / \beta}\left(1+\frac{d(x, y)}{t^{1 / \beta}}\right)^{-(\alpha+\beta)} \tag{0.11}
\end{equation*}
$$

where $\alpha=n$ and $d(x, y)=|x-y|$, and the matching lower bound is true as well. Obviously, if the heat kernel satisfies (0.11) and the matching lower bound, then the conditions (0.5) and (0.6) of Theorem 0.2 are satisfied while (0.7) and (0.3) fail.

The first purpose of this paper is to provide some conditions in terms of the first exit time, which are equivalent to the heat kernel bound of the form (0.11). As far as we know this is the first result of this type. Here is a simplified version of our main result, Theorem 1.2.

Theorem 0.3 Let $X$ be a stochastically complete Hunt process on a metric measure space $(M, d, \mu)$ with a continuous heat kernel $p_{t}(x, y)$. Assuming that ( 0.4 ) and ( 0.5 ) are satisfied for some $\alpha, \beta>0$, the following are equivalent:
(a) The off-diagonal estimate (0.11).
(b) For all $x_{0} \in M, r>0, t>0$, writing $\tau=\tau_{B\left(x_{0}, r\right)}$,

$$
\begin{equation*}
\mathbb{P}^{x_{0}}(\tau \leq t) \leq C \frac{t}{r^{\beta}}, \tag{0.12}
\end{equation*}
$$

Furthermore, for all $x \in B\left(x_{0}, r / 2\right), y \in M \backslash B\left(x_{0}, 2 r\right)$, and $0<R \leq r$,

$$
\begin{equation*}
\mathbb{P}^{x}\left(\tau \leq t, X_{\tau} \in B(y, R)\right) \leq C \frac{t R^{\alpha}}{r^{\alpha+\beta}} \tag{0.13}
\end{equation*}
$$

The condition (0.12) can be regarded as an analogue of (0.7). The condition (0.13) is specific for jump processes and estimates the probability that at the moment of exit the process jumps from the ball $B\left(x_{0}, r\right)$ to some other ball $B(y, R)$.

Note that if one repeats the argument (0.10), but using (0.12) instead of (0.7) then one obtains a weaker estimate than (0.11). We use a more complicated bootstrapping argument enabling self-improvement of the heat kernel estimate. Namely, we prove by induction in $q$ the estimate

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{d(x, y)^{\beta}}\right)^{q} \tag{0.14}
\end{equation*}
$$

which bridges $(0.5)$ and ( 0.11 ): for $q=0(0.14)$ is equivalent to ( 0.5 ), while for $q=\alpha / \beta+1$ it is equivalent to (0.11).

Under some additional assumptions on the space $M$ and the process $X$ we obtain the upper bound (0.11) under certain hypotheses in terms of the jumping density of the process - see Theorem 1.4. A number of previous papers have obtained heat kernel upper bounds for jump processes under similar conditions - see in particular [3, 5, 13]. The main contribution here is to introduce a new decomposition of the heat kernel (see Lemma 3.1), which simplifies the argument.

## 1 Framework and Main Theorem

Let $\left(M_{0}, d\right)$ be a locally compact separable metric space, $\mu$ be a Radon measure on $M_{0}$ with full support, and $(\mathcal{E}, \mathcal{F})$ be a regular Dirichlet form on $L^{2}\left(M_{0}, \mu\right)$. We denote the associated Hunt process as $X=\left(X_{t}, t \geq 0, \mathbb{P}^{x}, x \in M_{0}\right)$ and its transition probability as $P_{t}(x, d y)$. It is well known (see Chapter 7 in [9]) that there is a properly exceptional ${ }^{1}$ set $\mathcal{N}_{0} \subset M_{0}$ of $X$ such that the associated Hunt process is uniquely determined up to the ambiguity of starting points from $\mathcal{N}_{0}$. We write $\Delta$ for the cemetery state, and $\zeta$ for the lifetime of the process $X$, and as usual take $X_{t}=\Delta$ for $t \geq \zeta$.

The transition probability $P_{t}$ can be regarded as an operator on non-negative Borel functions on $M_{0} \backslash \mathcal{N}_{0}$ by means of the identity

$$
P_{t} f(x)=\int_{M_{0} \backslash \mathcal{N}_{0}} f(y) P_{t}(x, \mu(d y))=\mathbb{E}^{x}\left(f\left(X_{t}\right)\right), \quad x \in M_{0} \backslash \mathcal{N}_{0} .
$$

The family of operators $\left\{P_{t}\right\}_{t \geq 0}$ is called the heat semigroup of $X$.

[^1]for all $x \in M \backslash N$.

Definition 1.1 $A$ heat kernel (called also a transition density) of $X$ is a non-negative measurable function $p_{t}(x, y)$ defined on $\mathbb{R}_{+} \times M \times M$ where $M \subset M_{0}$, with the following properties:

1. The set $M_{0} \backslash M$ is a properly exceptional subset of $M_{0}$ containing $\mathcal{N}_{0}$.
2. For any non-negative Borel function $f$ on $M$ and for all $t>0, x \in M$,

$$
P_{t} f(x)=\int_{M} p_{t}(x, y) f(y) \mu(d y)
$$

3. For all $t>0$ and $x, y \in M$,

$$
p_{t}(x, y)=p_{t}(y, x)
$$

4. For all $t, s>0$ and $x, y \in M$,

$$
p_{t+s}(x, y)=\int_{M} p_{t}(x, z) p_{s}(z, y) \mu(d z)
$$

The set $M$ is called the domain of the heat kernel. If in addition set $M$ can be represented in the form

$$
\begin{equation*}
M=\bigcup_{n=1}^{\infty} F_{n} \tag{1.1}
\end{equation*}
$$

where $\left\{F_{n}\right\}_{n=1}^{\infty}$ is an $\mathcal{E}$-regular nest ${ }^{2}$ and the function $p_{t}(x, \cdot)$ is continuous on each $F_{n}$ for every $t>0$ and $x \in M$, then the heat kernel $p_{t}(x, y)$ is called regular.

Set

$$
B(x, r):=\left\{y \in M_{0}: d(x, y)<r\right\}
$$

and consider the following hypotheses:
(H1) There exist $\alpha>0$ and $C>0$ and such that

$$
\begin{equation*}
\mu(B(x, r)) \leq C r^{\alpha}, \quad \text { for all } x \in M_{0}, r>0 \tag{1.2}
\end{equation*}
$$

(H2) (The Nash inequality) There exist $\beta>0$ and $C>0$ such that

$$
\begin{equation*}
\|f\|_{2}^{2+(2 \beta / \alpha)} \leq C \mathcal{E}(f, f)\|f\|_{1}^{2 \beta / \alpha}, \quad \text { for all } f \in \mathcal{F} \tag{N}
\end{equation*}
$$

where $\|\cdot\|_{p}$ stands for the norm in $L^{p}\left(M_{0}, \mu\right)$.
It is well known (cf. [4], [7]) that $(N)$ is equivalent to the $L^{1} \rightarrow L^{\infty}$ ultracontractivity of the heat semigroup:

$$
\begin{equation*}
\left\|P_{t} f\right\|_{\infty} \leq C t^{-\alpha / \beta}\|f\|_{1} \tag{1.3}
\end{equation*}
$$

for all $f \in L^{1}\left(M_{0}, \mu\right)$ and $t>0$. Further, (1.3) is equivalent to the fact that a heat kernel $p_{t}(x, y)$ of $X$ exists and its domain $M$ can be chosen so that

$$
\begin{equation*}
p_{t}(x, y) \leq C t^{-\alpha / \beta} \text { for all } t>0 \text { and } x, y \in M \tag{1.4}
\end{equation*}
$$

[^2](cf. [2, Theorem 2.1] and [11, Lemma 2.2 and Corollary 8.4]). Moreover, by the proof of [2, Theorem 2.1], the heat kernel can be made regular. Combining the results cited above, we conclude that under assumption (H2), a regular heat kernel exists. The regularity of $p_{t}(x, y)$ implies that function $p_{t}(x, \cdot)$ is quasi-continuous ${ }^{3}$ for all $t>0$ and $x \in M$.

In what follows, let us fix a regular heat kernel $p_{t}(x, y)$ with the domain $M$. We may and will consider the Dirichlet form $(\mathcal{E}, \mathcal{F})$ and the process $X$ on $M$ rather than on $M_{0}$. Our purpose is to establish equivalent conditions for upper bounds for the heat kernel that are typical for certain jump processes.

It is known (see [9, Theorem 3.2.1]) that any regular Dirichlet form admits a unique representation in the following form:

$$
\begin{equation*}
\mathcal{E}(u, v)=\mathcal{E}^{(c)}(u, v)+\int_{M \times M \backslash \operatorname{diag}}(u(x)-u(y))(v(x)-v(y)) n(d x, d y)+\int_{M} u(x) v(x) k(d x), \tag{1.5}
\end{equation*}
$$

for all $u, v \in \mathcal{F} \cap C_{0}(M)$. Here $\mathcal{E}^{(c)}$ is a symmetric form that satisfies the strong local property, $n$ is a symmetric positive Radon measure on $M \times M$ off the diagonal diag, and $k$ is a positive Radon measure on $M$. The measure $n$ is called the jumping measure and $k$ is called the killing measure.

For any set $U \subset M$, let $\tau_{U}$ be the first exit time from $U$, that is,

$$
\begin{equation*}
\tau_{U}=\inf \left\{t>0: X_{t} \notin U\right\} . \tag{1.6}
\end{equation*}
$$

Note that since $\Delta \notin U$, we have $\tau_{U} \leq \zeta$. If $U$ is open then, by the right continuity of the process, we have $X_{\tau_{U}} \notin U$.

We will discuss the equivalence of the following three properties.
(a) $X$ is stochastically complete, and for all $x, y \in M$ and $t>0$,

$$
\begin{equation*}
p_{t}(x, y) \leq C \min \left(t^{-\alpha / \beta}, \frac{t}{d(x, y)^{\alpha+\beta}}\right) . \tag{UHKP}
\end{equation*}
$$

(b) For all $x_{0} \in M, r>0, t>0$,

$$
\begin{equation*}
\mathbb{P}^{x_{0}}(\tau \leq t) \leq C \frac{t}{r^{\beta}}, \tag{1.7}
\end{equation*}
$$

where $\tau=\tau_{B\left(x_{0}, r\right)}$. Furthermore, for all $x \in B\left(x_{0}, r / 2\right), y \in M \backslash B\left(x_{0}, 2 r\right)$, and $0<R \leq r$,

$$
\begin{equation*}
\mathbb{P}^{x}\left(\tau \leq t, X_{\tau} \in B(y, R)\right) \leq C \frac{t R^{\alpha}}{r^{\alpha+\beta}} \tag{1.8}
\end{equation*}
$$

(see Fig. 1).
(c) There exists a jumping density $n(x, y)$ w.r.t. $\mu$, i.e.

$$
n(d x, d y)=n(x, y) \mu(d x) \mu(d y)
$$

such that, for $\mu$-a.e. $x, y \in M$,

$$
\begin{equation*}
n(x, y) \leq \frac{C}{d(x, y)^{\alpha+\beta}} \tag{UJ}
\end{equation*}
$$

[^3]

Figure 1: Illustration to (1.8)

Our first main results is:
Theorem 1.2 If hypotheses (H1) and (H2) hold then

$$
(a) \Leftrightarrow(b) \Rightarrow(c) .
$$

By a result of [12], (a) implies the lower bound for the volume of balls: there exists $c>0$ such that

$$
\begin{equation*}
c r^{\alpha} \leq \mu(B(x, r)), \quad \text { for all } x \in M, r>0 \tag{1.9}
\end{equation*}
$$

Combining with Theorem 1.2, we obtain
Corollary 1.3 Assume that (H1) and (H2) hold. Then (b) implies (1.9).
An alternative proof of this statement will be given in Section 2.4.
Remark. Under the assumptions of Theorem 1.2, the implication $(c) \Rightarrow(a)$ does not hold in general. Indeed, let $M_{0}=\mathbb{R}, \beta=1$ and consider the Dirichlet form:

$$
\mathcal{E}(u, v)=\int_{\mathbb{R}}(\nabla u(x), \nabla v(x)) d x+\iint_{\mathbb{R} \times \mathbb{R} \backslash \operatorname{diag}} \frac{(u(x)-u(y))(v(x)-v(y))}{|x-y|^{2}} d x d y .
$$

This is the sum of the Dirichlet forms for the Brownian motion and the Cauchy process (i.e. a stable process of index 1 ). The associated process $X$ can be written as $X=B+Z$, where $B$ is a standard Brownian motion of $\mathbb{R}, Z$ is a Cauchy process, and $B$ and $Z$ are independent. Let $t \in(0,1)$, and take $Z_{0}=B_{0}=X_{0}=0$. Since the transition density of $Z$ does satisfy (UHKP) with $\beta=1$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|Z_{t}\right|>t^{1 / 2}\right) \leq c \int_{t^{1 / 2}}^{\infty} t r^{-2} d r \leq c^{\prime} t^{1 / 2} \tag{1.10}
\end{equation*}
$$

On the other hand

$$
\mathbb{P}\left(\left|X_{t}\right| \geq t^{1 / 2}\right) \geq \mathbb{P}\left(\left|B_{t}\right| \geq 2 t^{1 / 2}\right)-\mathbb{P}\left(\left|Z_{t}\right|>t^{1 / 2}\right) \geq c_{1}-c t^{1 / 2}
$$

So there exists $c_{2}>0$ such that, for all sufficiently small $t$, we have

$$
\mathbb{P}\left(\left|X_{t}\right| \geq t^{1 / 2}\right) \geq c_{2} .
$$

Thus by (1.10) the density of $X$ cannot satisfy (UHKP) with $\beta=1$.
We now turn to the question of obtaining heat kernel upper bounds on $p_{t}(x, y)$ given an upper bound on the jump density $n(x, y)$. We restrict ourself to the case when the Dirichlet form is given by

$$
\begin{equation*}
\mathcal{E}(u, v)=\int_{M \times M \backslash \operatorname{diag}}(u(x)-u(y))(v(x)-v(y)) n(x, y) \mu(d x) \mu(d y), \tag{1.11}
\end{equation*}
$$

and the jumping density $n(x, y)$ satisfies $(U J)$; in particular, the condition $(c)$ is satisfied. Let $\mathrm{Lip}_{0}$ be the set of compactly supported Lipschitz functions on $M$. It is easy to check that if $0<\beta<2$ then $\mathcal{E}(f, f)<\infty$ for any $f \in \operatorname{Lip}_{0}$. Hence, it is natural to assume that $\operatorname{Lip}_{0} \subset \mathcal{F}$.

Theorem 1.4 Suppose that (H1) and (H2) hold. Assume in addition that $0<\beta<2, \mathcal{E}$ is given by (1.11), $\operatorname{Lip}_{0} \subset \mathcal{F}$, and (c) is satisfied. Then (UHKP) holds, that is,

$$
p_{t}(x, y) \leq C \min \left(t^{-\alpha / \beta}, \frac{t}{d(x, y)^{\alpha+\beta}}\right) \quad \text { for all } x, y \in M, t>0 .
$$

In order to obtain the implication $(c) \Rightarrow(a)$ we still need to ensure that $X$ is stochastically complete, which can be proved under additional assumptions as in the next statement.

Theorem 1.5 Suppose, in addition to the hypotheses of Theorem 1.4 that d is a geodesic metric, and that $\mu$ satisfies (1.9). Then $X$ is stochastically complete, and so (a) and (b) hold.

In both Theorems 1.4, 1.5, we assume the Nash inequality $(N)$ and the upper bound $(U J)$ for the jump density. It was shown in [13] that the Nash inequality $(N)$ follows from the two sided estimate of $n(x, y)$ :

$$
\begin{equation*}
\frac{C_{2}}{d(x, y)^{\alpha+\beta}} \leq n(x, y) \leq \frac{C_{1}}{d(x, y)^{\alpha+\beta}} \tag{1.12}
\end{equation*}
$$

Furthermore, it was proved in [5] and [13] that if measure $\mu$ satisfies (1.2) and (1.9) and $n(x, y)$ satisfies (1.12) with $0<\beta<2$ then the heat kernel admits the upper bound (UHKP) as well as a matching lower bound.

## 2 Proofs

### 2.1 Some tools for heat kernel estimates

For any two non-negative $\mu$-measurable functions $f, g$ on $M$, set

$$
(f, g)=\int_{M} f g d \mu
$$

In the next statement, we assume only the conditions from the first paragraph of Section 1 and set $M=M_{0} \backslash \mathcal{N}_{0}$.

Lemma 2.1 Let $U$ and $V$ be two disjoint non-empty open subsets of $M$ and $f, g$ be non-negative Borel functions on $M$. Let $\tau=\tau_{U}$ and $\tau^{\prime}=\tau_{V}$ be the first exit times from $U$ and $V$, respectively. Then, for all $a, b, t>0$ such that $a+b=t$, we have

$$
\begin{equation*}
\left(P_{t} f, g\right) \leq\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\{\tau \leq a\}} P_{t-\tau} f\left(X_{\tau}\right)\right), g\right)+\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\left\{\tau^{\prime} \leq b\right\}} P_{t-\tau^{\prime}} g\left(X_{\tau^{\prime}}\right)\right), f\right) . \tag{2.1}
\end{equation*}
$$

Proof. We have the obvious inequality

$$
\begin{equation*}
P_{t} f=\mathbb{E} \cdot f\left(X_{t}\right) \leq \mathbb{E} \cdot\left(1_{\left(X_{a} \notin U\right)} f\left(X_{t}\right)\right)+\mathbb{E} \cdot\left(1_{\left(X_{a} \notin V\right)} f\left(X_{t}\right)\right) . \tag{2.2}
\end{equation*}
$$

By definition, $X_{a} \notin U$ implies $\tau_{U} \leq a$. Hence, using the strong Markov property, we can estimate the first term in (2.2) as follows:

$$
\begin{equation*}
\mathbb{E}^{\cdot}\left(1_{\left(X_{a} \notin U\right)} f\left(X_{t}\right)\right) \leq \mathbb{E} \cdot\left(1_{\left(\tau_{U} \leq a\right)} f\left(X_{t}\right)\right)=\mathbb{E}^{\cdot}\left(1_{\left(\tau_{U} \leq a\right)} P_{t-\tau_{U}} f\left(X_{\tau_{U}}\right)\right), \tag{2.3}
\end{equation*}
$$

which matches the first term in the right hand side of (2.1).
Notice that the second term in (2.2) can be written in the form $\mathbb{E} \cdot\left(h\left(X_{a}\right) f\left(X_{t}\right)\right)$, where $h=1_{\{x \notin V\}}$. Using the identity

$$
\left(\mathbb{E}^{\cdot}\left(h\left(X_{a}\right) f\left(X_{t}\right)\right), g\right)=\left(\mathbb{E}^{\cdot}\left(h\left(X_{t-a}\right) g\left(X_{t}\right)\right), f\right)
$$

(see [9, Lemma 4.1.2]) and $a+b=t$, we obtain

$$
\left(\mathbb{E}^{\cdot}\left(1_{\left(X_{a} \notin V\right)} f\left(X_{t}\right)\right), g\right)=\left(\mathbb{E}^{\cdot}\left(1_{\left(X_{b} \notin V\right)} g\left(X_{t}\right)\right), f\right) .
$$

Estimating the right hand side here similarly to (2.3) and combining all the lines above, we obtain (2.1).
Remark. The most interesting case of (2.1), which occurs in applications, is when $f$ is supported in $V$ and $g$ is supported in $U$. An intuitive explanation of (2.1) is given by noting that $\left(P_{t} f, g\right)=$ $\left(\mathbb{E} \cdot f\left(X_{t}\right), g\right)$ is symmetric in $f, g$ and can be represented as a integral in the space of paths between two points $x \in U$ and $y \in V$. Let $\tau$ be the first exit time from $U$ starting at $x \in U$ and $\tau^{\prime}$ be the first exit time from $V$ starting at $y \in V$, we have on the same path that $\tau+\tau^{\prime} \leq t$ (see Fig. 2), which implies that either $\tau \leq a$ or $\tau^{\prime} \leq b$.


Figure 2: Illustration to $\tau+\tau^{\prime} \leq t$.

Lemma 2.2 Let $p_{t}(x, y)$ be a regular heat kernel of $X$ with the domain $M$ and $\varphi(x, y)$ be a continuous function on $M \times M$. Suppose that, for some fixed $t>0$, the following inequality holds for $\mu \times \mu$-almost all $(x, y) \in M \times M$ :

$$
\begin{equation*}
p_{t}(x, y) \leq \varphi(x, y) . \tag{2.4}
\end{equation*}
$$

Then (2.4) holds for all $(x, y) \in M \times M$.

Proof. Fix some $x \in M$ and first show that if (2.4) holds for all $y \in S$ where $S \subset M$ is a set of full measure then (2.4) extends to all $y \in M$. Indeed, let $p_{t}(x, y)>\varphi(x, y)$ for some $y \in M$. Choose an index $n$ such that $y \in F_{n}$, where $\left\{F_{n}\right\}_{n=1}^{\infty}$ is a regular nest from the definition of a regular heat kernel (see Section 1). Since the function $p_{t}(x, \cdot)-\varphi(x, \cdot)$ is continuous on $F_{n}$, there is an open set $U \ni y$ in $M$ such that $p_{t}(x, \cdot)>\varphi(x, \cdot)$ on $F_{n} \cap U$. Since $F_{n} \cap U$ is non-empty, we obtain by the definition of a regular nest that $\mu\left(F_{n} \cap U\right)>0$. Hence, $p_{t}(x, \cdot)>\varphi(x, \cdot)$ on a set of positive measure, which contradicts the hypothesis that $\mu(M \backslash S)=0$ (cf. the proof of Theorem 2.1.2 (ii) in [9]).

Let $E$ be a set of full measure in $M \times M$ such that (2.4) holds for all $(x, y) \in E$. Define the sets

$$
\begin{aligned}
& E_{x}=\{y \in M:(x, y) \in E\} \\
& M^{\prime}=\left\{x \in M: \mu\left(M \backslash E_{x}\right)=0\right\} .
\end{aligned}
$$

By Fubini's theorem $\mu\left(M \backslash M^{\prime}\right)=0$. Let us show that (2.4) holds for all $x \in M^{\prime}$ and $y \in M$. Indeed, by the definition of $E_{x}$, (2.4) holds for all $y \in E_{x}$. Since $x \in M^{\prime}$, the set $E_{x}$ has full measure, which implies by the above argument that (2.4) extends to all $y \in M$.

Using the symmetry of the heat kernel, we can switch the arguments $x$ and $y$ and continue as follows. Since for any $y \in M$ the inequality (2.4) holds for all $x \in M^{\prime}$ and $M^{\prime}$ has full measure, (2.4) extends by the above argument to all $x \in M$, which finishes the proof.

### 2.2 Proof of Theorem 1.2: $(b) \Rightarrow(a)$

We begin by proving that $X$ is stochastically complete. Let $\zeta$ denote the lifetime of $X$. Then for any $x, r$, the definition of exit times gives that $\tau_{B(x, r)} \leq \zeta$. By (1.7),

$$
\mathbb{P}^{x}(\zeta \leq t) \leq \mathbb{P}^{x}\left(\tau_{B(x, r)} \leq t\right) \leq c \frac{t}{r^{\beta}}
$$

and so, letting $r \rightarrow \infty$, we have $\mathbb{P}^{x}(\zeta \leq t)=0$ for all $t$.
We now turn to the proof of $(U H K P)$. Since ( $N$ ), and so (1.4) holds, it is sufficient to prove that, for all distinct $x, y \in M$ and $t>0$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C t}{d(x, y)^{\alpha+\beta}} \tag{2.5}
\end{equation*}
$$

For a parameter $q \geq 0$, consider the following condition, which will be called $\left(H_{q}\right)$ : there exists $C_{q}$ such that, for all $x, y \in M$ and $t>0$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C_{q}}{t^{\alpha / \beta}}\left(\frac{t}{d(x, y)^{\beta}}\right)^{q} \tag{2.6}
\end{equation*}
$$

Observe that (1.4) is equivalent to $\left(H_{0}\right)$, whereas (2.5) is equivalent to $\left(H_{1+\alpha / \beta}\right)$. Note also that the condition $\left(H_{q}\right)$ gets stronger when $q$ increases. Indeed, if $\left(H_{q}\right)$ holds and $q^{\prime}<q$ then ( $H_{q^{\prime}}$ ) holds for the following reason: if $t \geq d(x, y)^{\beta}$ then (2.6) trivially follows from (1.4), whereas if $t<d(x, y)^{\beta}$ then the exponent $q$ in (2.6) can be replaced by a smaller value without violating the inequality.

We will prove the following implications under the hypotheses of (b):
(i) If $\left(H_{q}\right)$ holds with $q<\alpha / \beta$ then ( $H_{q+1}$ ) holds.
(ii) If $\left(H_{q}\right)$ holds with $q>\alpha / \beta$ then (2.5) holds.

These two claims will finish the proof. Indeed, set

$$
q_{0}=\sup \left\{q:\left(H_{q}\right) \text { holds }\right\}
$$

Then $\left(H_{q}\right)$ holds for $q \in\left[0, q_{0}\right)$ and fails for $q \in\left(q_{0}, \infty\right)$. By $(i)$ and the fact that $\left(H_{0}\right)$ holds we have that $q_{0} \geq \alpha / \beta+1$. Hence $\left(H_{q}\right)$ holds with $q=\alpha / \beta+\frac{1}{2}$, and so by (ii) (2.5) holds.

Proof of $(i)$. Assume that (2.6) holds for some $q<\alpha / \beta$ and prove that, for all distinct $x, y \in M$ and $t>0$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{d(x, y)^{\beta}}\right)^{q+1} \tag{2.7}
\end{equation*}
$$

In what follows, fix $t>0$ and set $\rho=t^{1 / \beta}$. Observe that if $d(x, y) \leq 4 \rho$ (or, more generally, $d(x, y) \leq$ const $\rho)$ then (2.7) trivially follows from (1.4).

Fix some distinct points $x_{0}, y_{0} \in M$, such that $d\left(x_{0}, y_{0}\right)>4 \rho$ and set $r=\frac{1}{2} d\left(x_{0}, y_{0}\right)$ so that $r>2 \rho$. Applying Lemma (2.1) with $U=B\left(x_{0}, r\right)$ and $V=B\left(y_{0}, r\right)$, we obtain, for all non-negative Borel functions $f$ and $g$ on $M$,

$$
\begin{equation*}
\left(P_{t} f, g\right) \leq\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\{\tau \leq t / 2\}} P_{t-\tau} f\left(X_{\tau}\right)\right), g\right)+\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\left\{\tau^{\prime} \leq t / 2\right\}} P_{t-\tau^{\prime}} g\left(X_{\tau^{\prime}}\right)\right), f\right) \tag{2.8}
\end{equation*}
$$

where $\tau=\tau_{B\left(x_{0}, r\right)}$ and $\tau^{\prime}=\tau_{B\left(y_{0}, r\right)}$.
Let $f$ be supported in $B\left(y_{0}, \rho\right)$ and $g$ be supported in $B\left(x_{0}, \rho\right)$. In particular, we have

$$
\begin{equation*}
\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\{\tau \leq t / 2\}} P_{t-\tau} f\left(X_{\tau}\right)\right), g\right)=\int_{B\left(x_{0}, \rho\right)} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} P_{t-\tau} f\left(X_{\tau}\right)\right) g(x) \mu(d x) \tag{2.9}
\end{equation*}
$$

and a similar identity holds for the second term in (2.8). In order to estimate the integral in (2.9), set $\rho_{k}=2^{k} \rho$ where $k=1,2, \ldots$, and consider the annuli

$$
\begin{aligned}
& A_{1}:=B\left(y_{0}, \rho_{1}\right) \\
& A_{k}:=B\left(y_{0}, \rho_{k}\right) \backslash B\left(y_{0}, \rho_{k-1}\right), k>1
\end{aligned}
$$

(see Fig. 3).
Since the annuli $\left\{A_{k}\right\}_{k=1}^{\infty}$ form a partition of $M$, we have

$$
\begin{equation*}
\mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} P_{t-\tau} f\left(X_{\tau}\right)\right)=\sum_{k=1}^{\infty} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \tag{2.10}
\end{equation*}
$$

To estimate the first term in the sum (2.10), with $k=1$, observe that

$$
t / 2 \leq t-\tau \leq t
$$

whence by (1.4)

$$
P_{t-\tau} f\left(X_{\tau}\right) \leq C t^{-\alpha / \beta}\|f\|_{1}
$$

Applying (1.8) with $R=\rho_{1}=2 t^{1 / \beta}<r$ and using $t<r^{\beta}$ and $q<\alpha / \beta$, we obtain

$$
\begin{align*}
\mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{1}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) & \leq \mathbb{P}^{x}\left(\tau \leq t / 2, X_{\tau} \in B\left(y_{0}, \rho_{1}\right)\right) C t^{-\alpha / \beta}\|f\|_{1} \\
& \leq \frac{C t \rho_{1}^{\alpha}}{r^{\alpha+\beta} t^{\alpha / \beta}}\|f\|_{1} \\
& =\frac{C t}{r^{\alpha+\beta}}\|f\|_{1}  \tag{2.11}\\
& \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1}
\end{align*}
$$



Figure 3: Annuli $A_{k}$

Consider now the terms in (2.10) with $k>1$. If $X_{\tau} \in A_{k}$ then $d\left(X_{\tau}, y_{0}\right) \geq \rho_{k-1}$ and, hence, for all $y \in B\left(y_{0}, \rho\right)$,

$$
d\left(X_{\tau}, y\right) \geq \rho_{k-1}-\rho \geq \frac{1}{2} \rho_{k-1}=\frac{1}{4} \rho_{k} .
$$

Then (2.6) yields

$$
\begin{equation*}
P_{t-\tau} f\left(X_{\tau}\right)=\int_{B\left(y_{0}, \rho\right)} p_{t-\tau}\left(X_{\tau}, y\right) f(y) \mu(d y) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{\rho_{k}^{\beta}}\right)^{q}\|f\|_{1} . \tag{2.12}
\end{equation*}
$$

Next, consider separately the terms with $\rho_{k}>r$ and with $\rho_{k} \leq r$. Using $\rho<r / 2$, we obtain from (1.7), for any $x \in B\left(x_{0}, \rho\right)$,

$$
\mathbb{P}^{x}(\tau \leq t / 2) \leq \mathbb{P}^{x}\left(\tau_{B(x, r / 2)} \leq t / 2\right) \leq C \frac{t}{r^{\beta}}
$$

Using this estimate and (2.12), we obtain

$$
\begin{align*}
& \sum_{\left\{k: \rho_{k}>r\right\}} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \\
\leq & \sum_{\left\{k: \rho_{k}>r\right\}} \mathbb{P}^{x}(\tau \leq t / 2) \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{\rho_{k}^{\beta}}\right)^{q}\|f\|_{1} \\
\leq & C \sum_{\left\{k: \rho_{k}>r\right\}} \frac{t}{r^{\beta}} \frac{1}{t^{\alpha / \beta}}\left(\frac{t}{\rho_{k}^{\beta}}\right)^{q}\|f\|_{1} \\
\leq & C \frac{t}{r^{\beta}} \frac{1}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q}\|f\|_{1} \\
= & \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1} . \tag{2.13}
\end{align*}
$$

Similarly, using (2.12) and (1.8) with $R=\rho_{k}$, we obtain

$$
\begin{align*}
& \sum_{\left\{k>1: \rho_{k} \leq r\right\}} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \\
\leq & \sum_{\left\{k>1: \rho_{k} \leq r\right\}} \mathbb{P}^{x}\left(\tau \leq t / 2, X_{\tau} \in B\left(y_{0}, \rho_{k}\right)\right) \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{\rho_{k}^{\beta}}\right)^{q}\|f\|_{1} \\
\leq & \sum_{\left\{k: \rho_{k} \leq r\right\}} \frac{C t \rho_{k}^{\alpha}}{r^{\alpha+\beta}} \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{\rho_{k}^{\beta}}\right)^{q}\|f\|_{1} \\
\leq & \frac{C}{t^{\alpha / \beta}} \frac{t^{q+1}}{r^{\alpha+\beta}}\|f\|_{1} \sum_{\left\{k: \rho_{k} \leq r\right\}} \rho_{k}^{\alpha-\beta q} . \tag{2.14}
\end{align*}
$$

Since $\alpha-\beta q>0$, the sum in (2.14) is comparable to the largest term, that is, to $r^{\alpha-\beta q}$, whence it follows that

$$
\sum_{\left\{k>1: \rho_{k} \leq r\right\}} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \leq \frac{C}{t^{\alpha / \beta}} \frac{t^{q+1}}{r^{\alpha+\beta}} r^{\alpha-\beta q}\|f\|_{1}=\frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1}
$$

Thus, we have shown that, for any $x \in B\left(x_{0}, \rho\right)$,

$$
\mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1}
$$

whence by (2.9)

$$
\left(\mathbb{E}^{\cdot}\left(\mathbf{1}_{\{\tau \leq a\}} P_{t-\tau} f\left(X_{\tau}\right)\right), g\right) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1}\|g\|_{1} .
$$

Estimating similarly the second term in (2.8), we obtain

$$
\left(P_{t} f, g\right) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1}\|g\|_{1} .
$$

It follows that, for $\mu \times \mu$-almost all $(x, y) \in B\left(x_{0}, \rho\right) \times B\left(y_{0}, \rho\right)$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{d(x, y)^{\beta}}\right)^{q+1} \tag{2.15}
\end{equation*}
$$

Consider the set

$$
\mathcal{M}_{\rho}=\{(x, y) \in M \times M: d(x, y)>4 \rho\} .
$$

Since $\mathcal{M}_{\rho}$ is a separable metric space, it can be covered by a countable family of subsets $\left\{B\left(x_{k}, \rho\right) \times B\left(y_{k}, \rho\right)\right\}_{k=1}^{\infty}$ where $\left(x_{k}, y_{k}\right) \in \mathcal{M}_{\rho}$. By the above argument, (2.15) holds for $\mu \times \mu$ almost all $(x, y) \in B\left(x_{k}, \rho\right) \times B\left(y_{k}, \rho\right)$ for any $k$, whence it follows that (2.15) holds for $\mu \times \mu$ almost all $(x, y) \in \mathcal{M}_{\rho}$. As it was already mentioned at the beginning of the proof, (2.15) trivially holds if $d(x, y) \leq 4 \rho$, that is, if $(x, y) \notin \mathcal{M}_{\rho}$. Combining (2.15) with (1.4), we obtain that, for $\mu \times \mu$-almost all $(x, y) \in M \times M$,

$$
p_{t}(x, y) \leq \frac{C}{t^{\alpha / \beta}} \min \left(1,\left(\frac{t}{d(x, y)^{\beta}}\right)^{q+1}\right) .
$$

Since the right hand side is a continuous function of $(x, y) \in M \times M$ for any fixed $t>0$, we conclude by Lemma 2.2 that the same inequality holds for all $x, y \in M$, which proves (2.7).

Proof of $(i i)$. Assuming that (2.6) holds for some $q>\alpha / \beta$, we need to prove that, for all distinct $x, y \in M$ and $t>0$,

$$
\begin{equation*}
p_{t}(x, y) \leq \frac{C t}{d(x, y)^{\alpha+\beta}} \tag{2.16}
\end{equation*}
$$

Using the same setting and notation as in the part $(i)$, let us estimate again the sum (2.10) as follows. For the term with $k=1$ use the upper bound (2.11), which is already in the required form. For the terms with $\rho_{k}>r$, using (2.13) and $q>\alpha / \beta$ and $t<r^{\beta}$, we obtain

$$
\sum_{\left\{k: \rho_{k}>r\right\}} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \leq \frac{C}{t^{\alpha / \beta}}\left(\frac{t}{r^{\beta}}\right)^{q+1}\|f\|_{1} \leq \frac{C t}{r^{\alpha+\beta}}\|f\|_{1}
$$

For the terms with $\rho_{k} \leq r$, use the estimate (2.14) but then argue as follows. Since $\alpha-\beta q<0$, the largest term in the sum in (2.14) is of the order $\rho^{\alpha-\beta q}=t^{\alpha / \beta-q}$, whence

$$
\sum_{\left\{k>1: \rho_{k} \leq r\right\}} \mathbb{E}^{x}\left(\mathbf{1}_{\{\tau \leq t / 2\}} \mathbf{1}_{\left\{X_{\tau} \in A_{k}\right\}} P_{t-\tau} f\left(X_{\tau}\right)\right) \leq \frac{C}{t^{\alpha / \beta}} \frac{t^{q+1}}{r^{\alpha+\beta}} t^{\alpha / \beta-q}\|f\|_{1}=\frac{C t}{r^{\alpha+\beta}}\|f\|_{1}
$$

Combining the above estimates, we finish the proof of $(i i)$ in the same way as in part $(i)$.

### 2.3 Proof of Theorem 1.2: $(a) \Rightarrow(c)$ and $((a)+(c)) \Rightarrow(b)$

We use the following Lévy system formula (see, for example, [5, Lemma 4.7]).
Lemma 2.3 Assume that the jumping measure has a density $n(x, y)$ for $\mu$-a.e. $x, y \in M$. Let $f$ be a non-negative measurable function on $\mathbb{R}_{+} \times M \times M$, vanishing on the diagonal. Then for every $t \geq 0, x \in M$ and every stopping time $T$ (with respect to the filtration of $\left\{X_{t}\right\}$ ),

$$
\mathbb{E}^{x}\left[\sum_{s \leq T} f\left(s, X_{s-}, X_{s}\right)\right]=\mathbb{E}^{x}\left[\int_{0}^{T} \int_{M} f\left(s, X_{s}, y\right) n\left(X_{s}, y\right) \mu(d y) d s\right]
$$

Proof of $(a) \Rightarrow(c)$. Consider the form $\mathcal{E}_{t}(f, g):=\left(f-P_{t} f, g\right) / t$. Since $X$ is stochastically complete, we can write

$$
\mathcal{E}_{t}(f, g)=\frac{1}{2 t} \int_{M} \int_{M}(f(x)-f(y))(g(x)-g(y)) p_{t}(x, y) \mu(d x) \mu(d y)
$$

It is well known (see [9]) that $\lim _{t \rightarrow 0} \mathcal{E}_{t}(f, g)=\mathcal{E}(f, g)$ for all $f, g \in \mathcal{F}$. Let $A, B$ be disjoint compact sets and take $f, g \in \mathcal{F}$ such that $\operatorname{Supp} f \subset A$ and $\operatorname{Supp} g \subset B$. Then

$$
\mathcal{E}_{t}(f, g)=-\frac{1}{t} \int_{A} \int_{B} f(x) g(y) p_{t}(x, y) \mu(d y) \mu(d x) \xrightarrow{t \rightarrow 0}-\int_{A} \int_{B} f(x) g(y) n(d x, d y)
$$

Using (UHKP), we obtain

$$
\int_{A} \int_{B} f(x) g(y) n(d x, d y) \leq C \int_{A} \int_{B} \frac{f(x) g(y)}{d(x, y)^{\alpha+\beta}} \mu(d y) \mu(d x)
$$

for all $f, g \in \mathcal{F}$ such that $\operatorname{Supp} f \subset A$ and $\operatorname{Supp} g \subset B$. Since $A, B$ are arbitrary disjoint compact sets, we see that $n(d x, d y)$ is absolutely continuous w.r.t. $\mu(d x) \mu(d y)$ and $(U J)$ holds $\mu$-a.e. for $x, y \in M$. We thus obtain (c).

Proof of $(a)+(c) \Rightarrow(b)$. We first prove (1.7). By taking $C \geq 1$, it is enough to prove it for $t<r^{\beta}$. Using (UHKP), (1.2), and the stochastic completeness of $X$, we have

$$
\begin{equation*}
\mathbb{P}^{x}\left(d\left(X_{t}, x\right) \geq r\right)=\int_{B(x, r)^{c}} p_{t}(x, z) \mu(d z) \leq c t \int_{B(x, r)^{c}} \frac{\mu(d y)}{d(x, y)^{\alpha+\beta}} \leq c \frac{t}{r^{\beta}} \tag{2.17}
\end{equation*}
$$

By (2.17) and the strong Markov property of $\left\{X_{t}\right\}$ at time $\tau$,

$$
\begin{align*}
\mathbb{P}^{x}(\tau \leq t) & \leq \mathbb{P}^{x}\left(\tau \leq t \text { and } d\left(X_{2 t}, x\right) \leq r / 2\right)+\mathbb{P}^{x}\left(d\left(X_{2 t}, x\right)>r / 2\right)  \tag{2.18}\\
& \leq \mathbb{P}^{x}\left(\tau \leq t \text { and } d\left(X_{2 t}, X_{\tau}\right) \geq r / 2\right)+c_{1} t / r^{\beta} \\
& =\mathbb{P}^{x}\left(1_{\tau \leq t\}} \mathbb{P}^{X_{\tau}}\left(d\left(X_{2 t-\tau}, X_{0}\right) \geq r / 2\right)\right)+c_{1} t / r^{\beta} \\
& \leq \sup _{y \in B(x, r)^{c}} \sup _{s \leq t} \mathbb{P}^{y}\left(d\left(X_{2 t-s}, y\right) \geq r / 2\right)+c_{1} t / r^{\beta} \\
& \leq c_{2} t / r^{\beta} .
\end{align*}
$$

Here in the second and the last lines, we used (2.17). The stochastic completeness is used in the first line of the calculation; without it we would have to add a third term $\mathbb{P}^{x}(\zeta \leq t)$ to (2.18).

Next we prove (1.8). If $r / 2 \leq R \leq r$ then using $(a)$ we obtain, for all $x^{\prime} \in B(x, r / 2)$ and $y \notin B(x, 2 r)$,

$$
\mathbb{P}^{x^{\prime}}\left(\tau_{B(x, r)} \leq t, X_{\tau} \in B(y, R)\right) \leq \mathbb{P}^{x^{\prime}}\left(\tau_{B\left(x^{\prime}, r / 2\right)} \leq t\right) \leq C \frac{t}{(r / 2)^{\beta}} \leq C \frac{t R^{\alpha}}{r^{\alpha+\beta}}
$$

Assume now $R<r / 2$ so that the distance between the balls $B(x, r)$ and $B(y, R)$ is at least $r / 2$. Applying Lemma 2.3 with the function

$$
f(s, \xi, \eta)=1_{(0, t]}(s) 1_{\overline{B(x, r)}}(\xi) 1_{B(y, R)}(\eta)
$$

and noticing that $f\left(s, X_{s-}, X_{s}\right)$ can be equal to 1 for $s \leq \tau$ only when $s=\tau$, we obtain

$$
\mathbb{P}^{x^{\prime}}\left(\tau \leq t, X_{\tau} \in B(y, R)\right)=\mathbb{E}^{x^{\prime}}\left[\sum_{s \leq \tau} f\left(s, X_{s-}, X_{s}\right)\right]=\mathbb{E}^{x^{\prime}}\left[\int_{0}^{\tau \wedge t} \int_{B(y, R)} n\left(X_{s}, z\right) \mu(d z) d s\right]
$$

Noticing that $X_{s} \in B(x, r), z \in B(y, R)$ and using $(U J)$ and (1.2), we obtain

$$
\mathbb{P}^{x^{\prime}}\left(\tau \leq t, X_{\tau} \in B(y, R)\right) \leq \mathbb{E}^{x^{\prime}}\left[\int_{0}^{\tau \wedge t} \int_{B(y, R)} \frac{C}{d\left(X_{s}, z\right)^{\alpha+\beta}} \mu(d z) d s\right] \leq C \frac{t R^{\alpha}}{r^{\alpha+\beta}}
$$

which finishes the proof.

### 2.4 Proof of Corollary 1.3

Since $(a)$ and (b) are equivalent by Theorem 1.2 , we can assume that both $(a)$ and (b) are satisfied. By (1.7), we have

$$
\begin{equation*}
1-C \frac{t}{r^{\beta}} \leq \mathbb{P}^{x}\left(\tau_{B(x, r)}>t\right) \leq \int_{B(x, r)} p_{t}(x, y) \mu(d y) \tag{2.19}
\end{equation*}
$$

for all $t>0, r \geq 0$, and $x \in M$. Taking $t=\varepsilon r^{\beta}$ in (2.19) where $\varepsilon>0$ is so small that $1-\varepsilon C>\frac{1}{2}$, and using (0.5), we obtain

$$
\frac{1}{2}<\int_{B(x, r)} p_{\varepsilon r^{\beta}}(x, y) \mu(d y) \leq C \frac{\mu(B(x, r))}{r^{\alpha}}
$$

whence (1.9) follows.

## 3 Obtaining upper bounds from the jump kernel

### 3.1 Splitting the jump kernel

We use the following construction of Meyer [16] for jump processes. Let $n(x, y)=n^{\prime}(x, y)+$ $n^{\prime \prime}(x, y)$, and suppose there exists $C_{1}$ such that

$$
N(x)=\int n^{\prime \prime}(x, y) \mu(d y) \leq C_{1} \text { for all } x
$$

Let $\left(Y_{t}, t \geq 0\right)$ be a process corresponding to the jump kernel $n^{\prime}$. Then we can construct a process $X$ corresponding to the jump kernel $n$ by the following procedure. Let $\xi_{i}, i \geq 1$, be i.i.d. exponential random variables of parameter 1 independent of $Y$. Set

$$
H_{t}=\int_{0}^{t} N\left(Y_{s}\right) d s, \quad T_{1}=\inf \left\{t \geq 0: H_{t} \geq \xi_{1}\right\}
$$

and

$$
\begin{equation*}
q(x, y)=\frac{n^{\prime \prime}(x, y)}{N(x)} \tag{3.1}
\end{equation*}
$$

We remark that $Y$ is a.s. continuous at $T_{1}$. We let $X_{t}=Y_{t}$ for $0 \leq t<T_{1}$, and then define $X_{T_{1}}$ with law $q\left(X_{T_{1}-}, \cdot\right)=q\left(Y_{T_{1}}, \cdot\right)$. (More formally, $X_{T_{1}}$ should be defined as a function of $X_{T_{1}-}$ and a random variable $\eta_{1}$ which is independent of $\xi_{i}$ and $Y$ ). The construction now proceeds in the same way from the new space-time starting point $\left(T_{1}, X_{T_{1}}\right)$. Since $N$ is bounded, there can be (a.s.) only finitely many extra jumps added in any bounded time interval. In [16] (see also [14]) it is proved that the resulting process corresponds to the jump kernel $n$.

Now let

$$
\begin{equation*}
r_{t}(x, y)=\int q(x, z) p_{t}(z, y) \mu(d z) \tag{3.2}
\end{equation*}
$$

The density $r_{s}(x, y)$ corresponds to first jumping according the law $q(x, \cdot)$ and then running the process $X$ for time $t$.

Let $\mathcal{F}_{t}^{Y}=\sigma\left(Y_{s}, s \in[0, t]\right)$, and write $p_{t}^{Y}(x, y)$ for the transition density of $Y$.
Lemma 3.1 Let $n=n^{\prime}+n^{\prime \prime}, X$ and $Y$ be as above.
(a)

$$
\mathbb{E}^{x}\left(f\left(T_{1}\right) \mid \mathcal{F}_{\infty}^{Y}\right)=\int_{0}^{\infty} f(t) e^{-H_{t}} N\left(Y_{t}\right) d t
$$

(b) For any Borel set B

$$
\begin{equation*}
\mathbb{P}^{x}\left(X_{t} \in B\right)=\mathbb{P}^{x}\left(Y_{t} \in B, T_{1}>t\right)+\mathbb{E}^{x} \int_{0}^{t} \int_{B} r_{t-s}\left(Y_{s}, z\right) N\left(Y_{s}\right) \mu(d z) d s \tag{3.3}
\end{equation*}
$$

(c) If $\left\|n^{\prime \prime}\right\|_{\infty}<\infty$ then

$$
\begin{equation*}
p_{t}(x, y) \leq p_{t}^{Y}(x, y)+t\left\|n^{\prime \prime}\right\|_{\infty} \quad \text { for } \quad \mu \text {-a.a. } y \in M \tag{3.4}
\end{equation*}
$$

Proof. Write $T=T_{1}$.
(a) Since $\xi_{1}$ is independent of $\mathcal{F}_{\infty}^{Y}$ we have

$$
\mathbb{P}^{x}\left(T>t \mid \mathcal{F}_{\infty}^{Y}\right)=e^{-H_{t}}
$$

So the density of $T$ conditional on $\mathcal{F}_{\infty}^{Y}$ is $e^{-H_{t}} N\left(Y_{t}\right)$ and the first assertion is clear.
(b) Since $X=Y$ on $[0, T)$ we have

$$
\mathbb{P}^{x}\left(X_{t} \in B\right)=\mathbb{P}^{x}\left(Y_{t} \in B, T>t\right)+\mathbb{P}^{x}\left(X_{t} \in B, T \leq t\right)
$$

Let $r_{t}(x, B)=\int_{B} r_{t}(x, y) \mu(d y)$. Then by the construction of $X$

$$
\mathbb{P}^{x}\left(X_{T+t} \in B \mid X_{T-}\right)=r_{t}\left(Y_{T}, B\right) .
$$

So

$$
\mathbb{P}^{x}\left(X_{t} \in B \mid \mathcal{F}_{\infty}^{Y}\right)=1_{\left\{X_{t} \in B\right\}} e^{-H_{t}}+\int_{0}^{t} r_{t-s}\left(Y_{s}, B\right) N\left(Y_{s}\right) d s
$$

Taking expectations now gives (3.3).
(c) Since (3.3) holds for any Borel set $B$, and every $x \in M$, we obtain

$$
\begin{equation*}
p_{t}(x, y) \leq p_{t}^{Y}(x, y)+\mathbb{E}^{x} \int_{0}^{t} r_{t-s}\left(Y_{s}, y\right) N\left(Y_{s}\right) d s \quad \text { for } \quad \mu \text {-a.a. } y \text {. } \tag{3.5}
\end{equation*}
$$

Now as $N(x) q(x, y)=n^{\prime \prime}(x, y)$,

$$
\begin{aligned}
N(x) r_{s}(x, z) & =\int n^{\prime \prime}(x, y) p_{s}(y, z) \mu(d y) \\
& \leq\left\|n^{\prime \prime}\right\|_{\infty} \int p_{s}(y, z) \mu(d y)=\left\|n^{\prime \prime}\right\|_{\infty}
\end{aligned}
$$

This bounds the second term in (3.5) by $t\left\|n^{\prime \prime}\right\|_{\infty}$, proving (c).

### 3.2 Proof of Theorem 1.4

First note that $(U J)$ (with $\beta<2$ ) and (1.2) gives:

$$
\begin{aligned}
\int_{B(x, r)^{c}} n(x, y) \mu(d y) & \leq \sum_{n=1}^{\infty} \int_{B\left(x, 2^{n} r\right)-B\left(x, 2^{n-1} r\right)} n(x, y) \mu(d y) \\
& \leq \sum_{n=1}^{\infty} c\left(2^{n} r\right)^{\alpha}\left(2^{(n-1) r}\right)^{-\alpha-\beta} \leq c r^{-\beta}
\end{aligned}
$$

Similarly we have

$$
\int_{B(x, r)} d(x, y)^{2} n(x, y) \mu(d y) \leq c r^{2-\beta}
$$

Let $K>0$ and let

$$
n_{K}(x, y)=n(x, y) 1_{\{d(x, y) \leq K\}} .
$$

Let $n^{\prime \prime}=n-n_{K}$, and let $q(x, y), r_{t}(x, y)$ be given by (3.1), (3.2). We write $\mathcal{E}_{K}, p^{(K)}$ etc. for quantities associated with $n_{K}$. We have

$$
\begin{aligned}
\mathcal{E}(f, f)-\mathcal{E}_{K}(f, f) & =\iint 1_{(d(x, y)>K)}(f(x)-f(y))^{2} n(x, y) \mu(d x) \mu(d y) \\
& \leq \iint 1_{(d(x, y)>K)} 4 f(x)^{2} n(x, y) \mu(d x) \mu(d y) \\
& \leq \int f(x)^{2} \mu(d x) \sup _{x} \int_{B(x, K)^{c}} n(x, y) \mu(d y) \\
& \leq c\|f\|_{2}^{2} K^{-\beta} .
\end{aligned}
$$

Hence from ( $N$ ) one gets

$$
\begin{equation*}
\|f\|_{2}^{2+(2 \beta / \alpha)} \leq C\left(\mathcal{E}_{K}(f, f)+c K^{-\beta}\|f\|_{2}^{2}\right)\|f\|_{1}^{2 \beta / \alpha} . \tag{3.6}
\end{equation*}
$$

So by Theorem 3.25 in [4] and by the assumption $\operatorname{Lip}_{0} \subset \mathcal{F}$,

$$
\begin{equation*}
p_{t}^{(K)}(x, y) \leq c t^{-\alpha / \beta} e^{c_{1} t K^{-\beta}-E_{K}(2 t, x, y)} \quad \text { for } \quad \mu \text {-a.a. } x, y \in M . \tag{3.7}
\end{equation*}
$$

Here $E_{K}(2 t, x, y)$ is given by the following:

$$
\begin{aligned}
\Gamma_{K}(\psi)(x) & =\int\left(e^{\psi(x)-\psi(y)}-1\right)^{2} n_{K}(x, y) d y \\
\Lambda(\psi)^{2} & =\left\|\Gamma_{K}(\psi)\right\|_{\infty} \vee\left\|\Gamma_{K}(-\psi)\right\|_{\infty} \\
E_{K}(t, x, y) & =\sup \left\{|\psi(x)-\psi(y)|-t \Lambda(\psi)^{2}: \psi \in \operatorname{Lip}_{0} \text { with } \Lambda(\psi)<\infty\right\}
\end{aligned}
$$

Let $H_{t} \subset M \times M$ be a set such that $(\mu \times \mu)\left((M \times M) \backslash H_{t}\right)=0$ and $(U J)$, (3.7) hold for $(x, y) \in H_{t}$. Fix $x_{0}, y_{0} \in H_{t}$ with $d\left(x_{0}, y_{0}\right)=R$ and let $t>0$. Let $K=R / \theta$, where $\theta=3(\beta+\alpha) / \beta$. If $t \geq K^{\beta}$ then (UHKP) is immediate, so we will assume that $t<K^{\beta}$. Let

$$
\psi(x)=\lambda\left(R-d\left(x_{0}, x\right)\right)_{+} .
$$

So $|\psi(x)-\psi(y)| \leq \lambda d(x, y)$. Note that $\left|e^{t}-1\right|^{2} \leq t^{2} e^{2|t|}$. Hence

$$
\begin{aligned}
\Gamma_{K}\left(e^{\psi}\right)(x) & =\int\left(e^{\psi(x)-\psi(y)}-1\right)^{2} n_{K}(x, y) d y \\
& \leq e^{2 \lambda K} \lambda^{2} \int d(x, y)^{2} n_{K}(x, y) d y \\
& \leq c(\lambda K)^{2} e^{2 \lambda K} K^{-\beta} \leq c e^{3 \lambda K} K^{-\beta} .
\end{aligned}
$$

So we have

$$
\begin{equation*}
-E_{K}\left(2 t, x_{0}, y_{0}\right) \leq-\lambda R+c_{1} t e^{3 \lambda K} K^{-\beta} . \tag{3.8}
\end{equation*}
$$

Set

$$
\lambda=\frac{1}{3 K} \log \left(\frac{K^{\beta}}{t}\right)
$$

Then

$$
\begin{aligned}
-E_{K}\left(2 t, x_{0}, y_{0}\right) & \leq-\frac{R}{3 K} \log \left(\frac{K^{\beta}}{t}\right)+c_{1} t K^{-\beta}\left(\frac{K^{\beta}}{t}\right) \\
& =c_{1}-\left(\frac{\alpha+\beta}{\beta}\right) \log \left(\frac{K^{\beta}}{t}\right) .
\end{aligned}
$$

So,

$$
\begin{align*}
p_{t}^{(K)}\left(x_{0}, y_{0}\right) & \leq c t^{-\alpha / \beta} e^{c_{1} t K^{-\beta}-E_{K}\left(2 t, x_{0}, y_{0}\right)} \\
& \leq c^{\prime} t^{-\alpha / \beta}\left(\frac{t}{K^{\beta}}\right)^{(\beta+\alpha) / \beta}=c^{\prime} \frac{t}{K^{\beta+\alpha}}=c^{\prime \prime} \frac{t}{R^{\beta+\alpha}} . \tag{3.9}
\end{align*}
$$

Since by $(U J) n^{\prime \prime}(x, y) \leq c K^{-\beta-\alpha}$, by (3.4) we obtain

$$
p_{t}\left(x_{0}, y_{0}\right) \leq c t R^{-\beta-\alpha}+c^{\prime} t K^{-\beta-\alpha} \leq c t R^{-\beta-\alpha},
$$

which gives the proof of $(U H K P)$ for $\left(x_{0}, y_{0}\right) \in H_{t}$. Since the right hand side of $(U H K P)$ is a continuous function on $M \times M$, by Lemma 2.2, we obtain (UHKP) for all $x_{0}, y_{0} \in M$.

### 3.3 Stochastic completeness

In this subsection, we note that under a stronger assumption on the space $\left(M_{0}, d, \mu\right)$, we can prove the stochastic completeness from ( $H 2$ ) and ( $U J$ ).

Proof of Theorem 1.5. For a symmetric measurable function $J(\cdot, \cdot)$, let

$$
\begin{aligned}
\mathcal{E}^{J}(f, f) & =\int_{M} \int_{M}(f(x)-f(y))^{2} J(x, y) \mu(d x) \mu(d y) \\
\mathcal{F}^{J} & =\overline{\left\{f \in C(M): \mathcal{E}^{J}(f, f)<\infty\right\}^{\mathcal{E}}}
\end{aligned}
$$

where $\mathcal{E}_{1}^{J}(u, u):=\mathcal{E}^{J}(u, u)+\int_{M} u(x)^{2} \mu(d x)$. Define $J_{*}(x, y)=d(x, y)^{-\alpha-\beta}$. Then, under the above assumption for $\left(M_{0}, d, \mu\right)$, the results in [6] imply that $\left(\mathcal{E}^{J_{*}}, \mathcal{F}^{J_{*}}\right)$ is a regular Dirichlet form and it is stochastically complete. Denote the corresponding process as $Y$. For each $\delta>0$, let $J_{\delta}^{1}(x, y)=J_{*}(x, y) 1_{\{d(x, y)<\delta\}}$, and define $J_{\delta}^{2}(x, y)=J_{\delta}^{1}(x, y)+n(x, y) 1_{\{d(x, y) \geq \delta\}}$. Then, for $i=1,2,\left(\mathcal{E}^{J_{\delta}^{i}}, \mathcal{F}^{J_{\delta}^{i}}\right)$ is a regular Dirichlet form; denote the corresponding process as $Y^{i, \delta}$. Using $(U J)$, we have for every $x \in M$

$$
\begin{aligned}
\int_{M}\left(J_{\delta}^{2}(x, y)-J_{\delta}^{1}(x, y)\right) \mu(d y) & \leq \int_{M}\left(J_{*}(x, y)-J_{\delta}^{1}(x, y)\right) \mu(d y) \\
& =\int_{\{y \in M: d(x, y) \geq \delta\}} d(x, y)^{-\alpha-\beta} \mu(d y) \leq c_{\delta}<\infty
\end{aligned}
$$

Thus we see that $Y^{1, \delta}, Y^{2, \delta}$ are stochastically complete. This is because the process $Y$ and $Y^{2, \delta}$ can be obtained from $Y^{1, \delta}$ through Meyer's construction as discussed in $\S 3.1$, and therefore the stochastic completeness of $Y$ implies that of $Y^{1, \delta}$, and then that of $Y^{2, \delta}$. Moreover, since $\mathcal{E}^{J_{\delta}^{2}}$ is larger than or equal to $\mathcal{E}$ (due to $(U J)$ ), by ( $H 2$ ) we have

$$
p_{t}^{Y^{2, \delta}}(x, y) \leq c_{1} t^{-\alpha / \beta} \quad \text { for all } x, y \in M, t>0,
$$

where $c_{1}>0$ is independent of $\delta$. Here $p_{t}^{Y^{2, \delta}}(x, y)$ is the heat kernel of $Y^{2, \delta}$. Then, by Theorem 3.25 in [4] (as in $\S 3.2$ up to (3.8)),

$$
\begin{equation*}
p_{t}^{Y^{2, \delta}}(x, y) \leq c_{2} t^{-\alpha / \beta} \exp \left(-c_{3} d(x, y)\right) \quad \text { for all } x, y \in M, t \in(0,1] \tag{3.10}
\end{equation*}
$$

where $c_{2}, c_{3}>0$ are independent of $\delta$. Let $\left\{P_{t}^{Y^{2, \delta}}\right\}_{t}$ be the transition semigroup of $Y^{2, \delta}$ and let $x_{0} \in M$ be fixed. By (3.10), for each $\varepsilon>0$, there exists $R_{\varepsilon}$ such that

$$
P_{1}^{Y^{2, \delta}} 1_{B\left(x_{0}, r\right)^{c}}(x)=\int_{B\left(x_{0}, r\right)^{c}} p_{1}^{Y^{2, \delta}}(x, y) \mu(d y)<\varepsilon \quad \text { for all } x \in B\left(x_{0}, 1\right), r \geq R_{\varepsilon}, \delta>0
$$

By Theorem 4.3 in [2], $Y^{2, \delta}$ converges to $X$ in the Mosco sense as $\delta \rightarrow 0$. This implies (see [2, Proposition 4.2]) that for each $r>0, P_{1}^{Y^{2, \delta}} 1_{B\left(x_{0}, r\right)}$ converges in $L^{2}$ to $P_{1} 1_{B\left(x_{0}, r\right)}$, which implies

$$
P_{1} 1_{B\left(x_{0}, r\right)}(x) \geq 1-\varepsilon \quad \text { for all } r \geq R_{\varepsilon}, x \in B\left(x_{0}, 1\right)
$$

Since $\varepsilon>0$ and $x_{0} \in M$ are arbitrary, we have $P_{1} 1=1$, which proves the stochastic completeness of $X$.
Remark. Instead of assuming $d$ to be a geodesic metric, a weaker assumption [6, (1.1)] suffices. See $\S 4.6$ in [6].
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[^1]:    ${ }^{1}$ A set $N \subset M$ is called properly exceptional if $N$ is Borel, $\mu(N)=0$, and

    $$
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    $$

[^2]:    ${ }^{2}$ This means that $\left\{F_{n}\right\}$ is an increasing sequence of closed sets such that $\operatorname{Cap}\left(M \backslash F_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and $\mu\left(F_{n} \cap U\right)>0$ for any open set $U$ such that $F_{n} \cap U$ is non-empty (cf. [9, p.67]).

[^3]:    ${ }^{3}$ A function $u$ is called quasi-continuous if, for any $\varepsilon>0$, there exists an open set $G$ in the domain of $u$ such that $\operatorname{Cap}(G)<\varepsilon$ and $\left.u\right|_{G^{c}}$ is continuous.

