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The recent increase of interest in high temperature thermodyns
date has revealed that very little precise data exists. Also, the data

one

that does exist contains some large uncertainties. An efficient and
accurate method is needed by which high temperature thermodynamic data
an be obtained. This is essential not only for extending the present

knowledge of aqueous electrolyte solutions, but also to remove the

uncertainties now existing in published data.

The heats of dilution of sodium chloride have been measured over

3 i . -~ = 5 . O
a concentration range of 0.1 m to 6.0 m at 40°, 50°, 60 , 70°, and 80 .

These measurements were made using a micro-degree calorimeter. Th

experimental data was extrapolated to

{

extended Debye-Huckel equation.

The partial molal heat contents of solute and solvent were

>

aleulated from the experimental heats of dilution. These values in

turn were used to correct existing activity coefficients and osmotic
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oefficients at to higher temperatures. The calculated values

The

were found to be in excellent agreement with existing data. -

apparent molal heat capacity of solute was also alceulated from partial

molal heat content of solute; however, no real conclusions as to the

accuracy of these values could be reached. It is concluded that use

of heat of d@ilution data to correct existing values of thermodynamic

jantities to higher temperatures is an efficient and precise technique.
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INTRODUCTION

The thermodynamic properties of adueous electrolyte solutions have

been under investigation for many years. FEarly work by'Arrhcniusl led

to many attempts to correlate experimental results with theoretical con=-
siderations, The Debye-Hickel limiting law? was the most successful of
these attempts in predicting the behavior of electrolytes. This simple
theory considers only interionic attraction effects in a continuous
dielectric solvent, and provides a method for extrapolation of electrolyte
date in the real concentration range to infinite dilution. The Debye=-
Huckel limiting law was the subject of many investigations to prove its
validity; therefore, it is not surprising that extensive data exists for
1-1 electrolytes at 25°,

The importance of electrolyte scolutions cannot be overlooked. The
extent of electrolyte!s role in one'!s life ranges from the starting of a
car in the morning to the performing of vital life processes in the blood
stream. In recent years, man has become aware that his demand for fresh
water is increasing while the supply is steadily dwindling. This trend
makes the development of a quick and efficient method for the conve sion
of sea water to fresh water a necessity. Most methods now under investiga-
tion for desalination of sea water involve high temperature processes.
In order for these procedures to be economical and efficient, the behavior
of electrolyte solutions must be well characterized at elevated tempera-

tures. However, very little thermodynamic properties of electrolyte

solutions at high temperatures exists.




There are two procedures for obtaining high temperature thermo-
dynamic properties. The first method entails the direct measurement of
the properties at the desired temperature. However, difficulties are
encountered in experimental procedures which make direct measurements
susceptable to limitations. For example, activity coefficients are
measured at high temperatures using three different techniques: elec-
tromotive force measurements which can be made up to hoo, data from
vapor pressure lowering which is valid above TOO and boiling point
elevation data which can be used in the temperature range of 600 to 100°.
The data from these sources still leave areas of large uncertainties due
to experimental limitations present in the methods.

The second method for obtaining high temperature thermodynamic
properties is to extend by calculation existing ?SO data to the desired
temperature using heat capacity data. Direct measurement of the heat
capacity of a system at elevated temperatures is limited by experimental
difficulties. The experimental error present in measurements below Q.4 m
mokes it impossible to directly obtain data. An upper limit of 2.0 m is
alsoc placed upon heat capacity measurements for a similar reason. The
1weat of solution of a substance has also been used to obtain partial molal
heat capacity data, but this method can only be used to secure values at
infinite dilution.

The task of obtaining high temperature thermodynamic data is a
difficult one no matter which method is used, since both methods are

limited by experimental technique. The second method is preferred since

the experimental drawbacks are not so large as the ones associated with

direct measurements. However, it can easily be seen that there is a




definite need for a relatively quick and accurate method for obtaining

high temperature thermodynamic data.




THERMODYNAMIC RELATIONSHIPS

The heat content of solutions has always been of interest to physi-

~al chemists. The heat content cannot be determined but is of theoretical
importance for describing all other thermal properties of solutions. It
is convenient to break the heat content up into its partial molal compo=

nents, defined by the relation,

H = nH + nsHs

total heat content

partial molal heat content of solvent
1 partial molal heat content of solute
n, = number of moles of solvent
n- number of moles of solute

+
7
%

The absolute values of the partial molal heat contents are also not
measurable, An arbitrarily defined reference state is chosen and a rela-
tive partial molal heat content is introduced, defined
H - H
the difference between the heat content of the system and reference
state, H°, The relative heat content of the solution in partial molal
quantities is defined as,
L=n (8 - &) +ns(He - H2) Eq. 3

The reference state chosen for the solvent is the pure liquid. The refer-
ence state chosen for the solute is the state in which the solute particles
are separated by an infinite amount of solvent. The term, infinite dilu-
tion, is used to describe the reference state of the solute.

The relative partial molal heat content of the solute and solvent

can now be described as




Upon substitution into Equation 3,

L = nl(Ll) + X‘L;;(L:\). Ed. 6
The relative partial heat contents are not measurable but can be
derived using another thermodynamic quantity, the apparent molal heat
content, defined as
3 =0
H - n, H

8H = =———==3.
No

$H = apparent molal heat content
This quantity, &H, is not directly measurable. Equation T can be
rearranged to
H=nH + no gH.
It can easily be seen that when Equation 8 is set equal to Equation 1, at
infinite dilution,
[0} - 0O
8H = Ho
Using this relationship, Equation 3 becomes

3 o s O 3
L = nH -nH + nsHo -~ np §H Ede

first three terms of this equation can then be rearranged to give

. gl ),
ol = H. )
- E;&i,rlﬁ_&_) - ns3H Eq.

nz
Using the Equation T which defines apparent molal heat contents, the
above equation can be expressed as
L = nodH - nodH° = np(8H - 8H°)
L = np (8L)

oL = (@H & QHU) = relative ippélrent
molal heat content

The relative apparent molal heat content is equal to, but of

opposite sign to the heat of dilution, AHp, defined as the heat evolved




from the isothermal isobaric addition of an infinite quantity of a pure
solvent to a solution containing one mole of solute in nl/nﬂ moles of

solvent.

1o 1O
AIID -~ rll Ll
np

The heat of dilution can then be described as simply the

the heat content at infinite dilution and the heat content of a real
solution. This is still not a measurable quantity since the st
infinite dilution is uncobtainable in the laboratory.

The heat of dilution measured in the laboratory is ASL or the heat
evolved in going from initial concentration to final concentration. The
Debye-Huckel limiting law in its extended form is then used to extrapo-
late the A3L to infinite dilution. The exact method by which the
mentally obtained A3L is extrapolated to infinite dilution is
the experimental section.

The Debye=Huckel theory was

sients. The limiting law for activity coeffici S 318 ssed

Debye~Hiickel limiting slope
Avogadro number

density of solvent

charge on electron

dielectric constant of solvent
Boltzmann constant

z- = charge on positive and negative

ionic strength

This treatment, due to the approximations, is valid only in dilute

solutions. Nevertheless, it is an invaluable aid in extrapolating to

infinite dilution quantities such as heat content, heat capac




The theory assumes that the solvent is a continuous dielectric in

which electrical contribution to chemical potential can be calculated

for ion interaction by Coulombt!s law. Since the solvent contribution is

considered only as the dielectric effect on charged particles and there
is no accounting for bulk solvent structure, this assumption restricts
the theory to dilute concentrations. A second assumption made in the
Debye-Huckel theory is that the contribution of all ions is the same
because every ion effects every other ion in the same way.

The extended Debye-Huckel equation is used to derive e equation

for &L. This equation for the activity coeffici takes the form

Inyt = -Ay/z+z-/. ans
1 + Am%

listance of closest approach parameter

= coefficients specific for solute and temperature
I I

The B and C terms account for all interactions which occur, except for
the very close specific interactions of ions as hard spheres. This is
accounted for by the distance of closest approach parameter,

the relationships for &L,

= mdL =

#° = <ART (811’1%_
Substituting Equation 19 into Equation 16 and carrying out the required

differentiation, the extended Debye-Huckel equation for $L takes the form

s 1 A ]
% —— "
8L = ¥ AH/z+z-/Am=1 +Amz - g(m?) Eq. 20
2 2

2 dc mu/::
dT dT

+ 2.303RT” 4B mvtv+ + 2.303RT
where
- I
= k-3 =3 . = A 2 1 x]
om®) = 3(m*) |1 + m®-2In(1+m*- TFmy
: 3 iC 1 S 4 de o
e differential portions of 9B/dT and ““/dT are usually written as

.efficients B and C. The extended Debye-Huckel equation for gL takes




the form

& 3 s/
3L = AIﬁn‘Lm -G Bm + Cm®

2

Eq.

derive an expression for

partial molal heat contents Differentiation of

relationship
L= o §]:

with respect to np at constant temperature, pressure, and n, yields

A Lo E
dns $u s+ g Ao

A more convenient way of expressing Lp is in terms of molali

Lo = 8L + /o 3L
2 3/m

reason for writing L. in this way is that the slope of 3L vs. /m

curve , 5MJ/&/HI, is nearer linearity than the previous expressicn 22.

Lo is then substituted back into Equation 6

™ M m3/2 &
I _~tam o128
1 T 2000 om

Heat capacities, the heat content change with respect to temperature,

be derived.

e

Cp = a“/},m g

ity of solute, Jo, can be determined

The relative partial molal heat capaclty

from I as a function of temperature.

Jo = 3o /3T Eq. 26

The relative partial molal heat capacity is related to the partial molal
heat capacity, Cpz, by the relation

—_ -0

Jo = Cpz = Cp2




-0
where (/'p‘,‘,

dilutione.

is the partial molal heat

The partial molal heat capacity relationship

infinite

8 are analogous

to the previously described partial molal heat content relationships.




HISTORICAL BACKGROUND

The study of electrolyte solutions can be traced to the early work

of Arrhenius’ and the discovery that certain solutes dissociate into

: o -y .- A U5 s :

charged species. Other authors”?’” investigated this behavior using exper-
imental techniques such as conductance, freezing point depression, osmotic
pressure, and vapor pressure lowering. The deviations from ideality in

~

dilute electrolyte solution were rocognized, due to the work of Sut.‘zaurlzu‘ri?

Q
M,,;,w;:;ﬁ and Bjerrum, as the result of long range interactions of the ions.

Milner?, in 1912, treated the problem of electrostatic interactions of the
ions mathematically and derived a complicated expression which was
ful, but not easily adapted to practical situations.

The development of the Debye-Huckel theory had a tremendous effect
upon the investigation of electrolyte solutions. This uncomplicated
theory dealt with the interionic attractions in dilute solution. The
limiting law derived by Debye-Huckel provided an a priori method of e
polating thermodynamic properties such as activity coefficients,
ontents, volumes, and heat capacities to infinite dilution. This theory
spurred much experimental work to check its validity. In every case the
Debye-Hiickel limiting law has proved accurate, and it is now accepted by
most investigators.

The investigations of the heat of dilution of electrolytes before
the publishing of the Debye-Hiickel theory was severely handicapped by two

experimental limitations. First, the instrumentation needed to measure

the small heats evolved from dilutions in less concentrated ranges was




not yet developed. This limited the researchers to high concentration
work. Secondly, no method was available by which the experimental data
rould be accurately extrapolated to infinite dilution. Several early

 To e Kl 22

workers studied the heats of dilution of sodium chloride at room

RN U T o R4 Aty : | ;
temperature or below. Richard and .uvol)’l extrapolated heat of dilution

data using a method based upon Kirchhoffts laws and the measurement of
A%L at two temperatures. 1In 1921, they published $L data for a number of
electrolytes including NaCl.
In order to prove the validity of the Debye-Huckel limiting law,
curate measurements at extreme dilution were necessary. This neces-

sitated the development of calorimeters capable of detecting very small

temperature changes. The first accurate measurements of heats of dilutior

low concentrations accomplished by Nernst and jrthmmnul) and Lange

and Hussncrlé. Their experiments were at dilutions great encugh to yield
positive heats not observed previously These measurements were made
using a multijunction thermoelement i conjunction with a highly sensi-
tive galvanometer which had a sensitivity of about 2 x 10 de 1 The
arly work in this area has been reviewed by Lange and Robinson
Rubinsonl8 and CGulbransen and Robinson 9 studied the 3L, of NaCl

at temperatures of 10°, 15°, 20%, and 25°, Their measurements in the
iilute range (0.1 m. to 0.000318 m.) were used to construct a curve whose
slope was then compared with the Debye-Huckel limiting slope. A rather
large deviation was observed with the theoretical values being from 14 %
to 494 larger.

20,21,22,23%

The chord-area method developed by Young and co-workers

cise method for treatment of §L curves. Each dilution experiment




s used to calculate a chord, which was plotted on a graph and a

wa
derivative curve was constructed by drawing a smoothed curve through the
The data of Gulbransen and Robinson was sub-

mid-points of each chord.
The recalculated slopes were within a range

jected to this treatment.
of 0 to 5% of the theoretical values.

The heat capacities of NaCl solutiocns have also been investigated
Some of the more prominent papers were

very extensively at L?SU or below.
28 R e
Rossini™” has published the heat

and Randall and Rossini.®

by Drucker,”
5 ) b)

a number of 1-1 electrolytes at .’?S( « At temperatures above

Hess and Gramk

capacities for a
O ~e=
at: 157, 25,

25°, only a few precise studies have been made.

measured heat capacities of NaCl from 1.0%5 m to 0.01l m
e, eyl ot 8

and 45 . White used the above data and his own measurements itrom

The data was plotted

to 0.0l m at the same temperatures to calculate 3Cp.

and parabolic curves were obtained at the higher temperatures.
30
and

versus m
This behavior is contrary to the observations of Harned and Owen’

Gucker’”? who have observed that &Cp varies linearly with m® over a wide
large number of 1-1 electrolytes.

oncentration range (0.05 to 3.0 m) for a
Eigen and Wicke” measured the heat capacities of a sodium chloride
at concentrations of 1l.12 m to

a

large tempersture range
above paper, reported heat

solution over
l.0 m, and

35 using the data from the

0«41l m. Ackermann,
solutions at 0.5 m,

capacity values of aqueous sodium chloride

2.0 m for a wide temperature range.
The usual experimental method employed to determine the heat
capacity of a solution is the twin calorimeter technique., One calori-
contains the solution under investiga-

meter contains water and the other
designed so that passage of electrical current

tion. The experiment is




through the two calorimeters will cause the same temperature rise. The
accurate determination of the ratio of the resistances of the heating
elements is essential. The heat capacity of the solution is then calcu-
lated.

This technique is capable of measuring specific heats
of 0.01%. Values of Cpo and $Cp cannot be derived to a satisfactory
accuracy at low concentrations from the specific heats. This unfortunate
circumstance is due to an unavoidable magnification of experimental error.
The apparent molal heat capacity of the sclute, &Cp, can be calculated
from the specific heat of the solution using

(1000 + mMs) Cp -1000Cp°

m

3Cp

where
m molality of
M» = Molecular we

Cp = specific
Cﬁ“z specific he: of pure solvent

When Equation 28 is differentiated an 28, iged into the forms

:
1000
(2990 (

it can be seen that &Cp nore sensitive to errors in the value of

50 . o o, LR e
than in the wvalue of & H: e wen have shown that srror of

.14 in concentration would yield an error of 0.05 calorie per degree in

: e T Do e
3Cp. However, using Ejquation 30, an uncertainty of just 0.01% in Cp will
.ause an error of 10 calories per degree in &p at 0.0l m. As

this situation, measurements below O.4 m are practically useless

heat capacities guantities can then be




14
The partial molal heat capacity of the solute at infinite dilution
can be obtained from Equation 31 by the fact that at infinite dilution

Cpa~ = &Cp°

Howevever, the Cps° values obtained by this extrapolation are approximate
values since the experimental slopes in the real concentration range vary
considerably from the theoretical slopes predicted by Debye-Hickel theory.

Ancther method for obtaining CE;;“ of NaCl was used by Gulbransen

. . 2T » S N 0
and Robinson” '« They used the heat of dilution at two temperatures, 20

. O . . v . 4 L
and 25 , combined with the heat of solution at the same two temperatures

- 0 o
to calculate Cps at 22.5 .

0 g - 4 % % g -
The Cps can alsc be determined using the "integral heat method" of
%8

Criss and Coble” . This involves only the measurement of heats of solu-
tion as a function of temperature and concentration. The heat of solution
can be described as the amount of heat given off when a solute is dissolved
in a solvent. In terms of partial molal heat contents, the heat of solution
can be expressed as

5

AH

ﬁ, H- = partial molal heat content of solvent, solute

H, = heat content of pure solvent
”." =

heat content of pure solute

s defined

At infinite dilution the heat of solution i

‘Il;ﬁ”"n E:{. .)‘)‘
ACpO = change in heat capacity of reaction in Equation

Cpo~ = partial molal heat capacity of solute at infinite dilution
Cpo = heat capacity of pure solute

= s o4 O e
Therefore, Cpn” can be calculated if the AHg is accurately known at two

temperatures. The limitation of this method 1s that it cannot be used to

letermine Cpe at real concentrations.




The values of Cpp for a large number of electrolytes, including

5 A : 38,39,40,41
NaCl, have been reported by Cobble and co-workerss ’-2° °? A compar-

ison of values derived by this method and those derived from the extra-
polation of $Cp does not show good agreement. An example of
~omparison of Cpp for NaCl, using Criss and Cobblets data and Ackermann?s
)}
values ~ can be found in Table I.
It is evident that additional high temperature thermodynamic
information is needed to help establish the realiability of
iata for all electrolyte solutions. The high temperature

jwantities of sodium chloride solutions art

a standard one to one electrolyte

E
4

%

!

sV

S -




TABLE T

(

COMPARISON OF Cpo~ VALUES

L1z
n : =)
Temperature Ackermann

10 -16.4

-14.0




RESEARCH PROPOSAL

The goal of this investigation was to develop a method for
obtaining heat capacity data in an expedient and precise manner. Thege
heat capacities would then be used to calculate high temperature data by
P e s mard o de 3 m-—U R , L oe T e 2 i 3 3 o
extending existing 25 thermodynamic data. Previous methods used to
obtain heat capacity data are limited to specific concentration ranges
due to experimental difficulties., The method employed by this research
3L, as a function of temperature and

was to measure the heat of dilution

soncentration.

The heat of dilution can be related to heat capacity functions

using the following relationships:
4 B/L/~n
= =¢L, =N» alNp
J: =2 aLf_‘/a']_‘

= S
Cp{“ - Cp~ = Jdo
It was then possible by using the derived values to extend ex

data by calculation. An example of such a calculation would b

. a2 o o PRI AL TR
extention of activity coefficients using Equation 50.

d Inyt = -E-”/\)RTF dT

activity coefficient
number of ions
gas constant

The accuracy and quickness by which the high temperature dats could

be obtained was dependant upon how precisely the slope of a ¢L vs. J/m

curve was determined. Previous methods utilized some type of large scale

polts which are difficult and time=-consuming. To facilitate the slope




This equation could then be easi

sily 3
differentiated. Subsequent calculations involving L 1s Equation 36
used an equation describing Lo as a function of temperature.

This investigation proposed to measure the 3L of NaCl at l'ri»c, _F,xj,l'.

o O O

a ~ Q 3 7

60 , 70 , and 80 over a concentration range of 0.1l m to 6.0 m.
of NaCl as the electrolyte to be investigated was based upon sever

First, the need to develop a method for onversi

sion of sea water 1

water makes the knowledg

of high temperature thermodynamic

s of
NaCl, the principle component of sea water, extremely important. Second,
much date for NaCl at high temperatures has already been published and the
~ PO g . X ! Ll
validity of the method can be checked using 1T. Crigs and Cobble have

W have performed heat capacity measurements of NaCl solutions up to
. = (o] o G 16
, tempersture of 120 + From this

. e o o
e heat capacities for NaCl (Cpsz). The consistency ol the Jo values
i i from this research can be che ked by using Cpz and Cpo~ wvalues in

ation 27.

The final reason for using NaCl for this research was that it

used as a standard for 1-1 electrolyted in many therm

n modynamic studies

For example, the setivity coeffi

of electrolytes are determined using

isopiestic method in which NaCl is used as the reference electrolyte.

The validity of such studi

depends upon the accuracy of the activity

jents or the osmotic coefficients of the reference electrolyte.

properties

C2
|

at elevated temperatures;

! +

in the temperature range of 40"

however, some large uncertainties




i
A
x

19

to 70 . It was hoped that th

investigation would remove these uncertain-
s and help to establish high temperature properties of

of NaCl to a greater

ertainty.




EXPERIMENTAT,

Preparation of Solution

In this research, doubly recrystalized "Baker Analyzed Reagent"
sodium chloride was used. After recrystalization, the salt was baked
at 400 C for two hours and was determined, by silver chloride gravi-
metric analysis, to be 99.9% pure,

A near saturated stock solution (approximately 6 m) was prepared
using the purified sodium chloride and doubly deionized water. The
molality of the solution was determined by gravimetric analysis. From
this stock solution, all other solutions were made by diluting a known
weight of stock solution with a known weight of deionized water. All

weights were measured to the nearest 0.l mg with an analytical balance.

The solutions were stored in polyethylene bottles.

stock solution was checked every two months and was O Vary no more

han 0.02% over a six-month period.

Calorimeter
he heats of dilution of sodium chloride in the 0.l m range are
small for a low dilution ratioc calorimeter (1 to 40). In order to
urately detect the small heats in this dilution range, which were
esgsential to the extrapolation procedure used, a very sensitive calori-
The calorimeter used in this investigation was the

meter was necessarye.

left side of the microdegree double calorimeter, previously described by

CE

b , =B A 3o
J Tt had a sensitivity of 5 x 10 °C, which was satisfactory

Petree.

for measurements in the dilute range.




The Vessel
48

The vessel was a 250 ml Thermos bottle refill, attached to a

brass collar with silicone rubber, The collar was fastened to a brass

superstructure by four brass screws with wing nuts. The contents of the

3

vessel were sealed using & rubber O-ring which fitted in a machined groove

30

in the brass collar.

The level of solution in the vessel was adjusted at the various

temperatures to allow for expansion. The air space above the solution was

kept at o minimum to keep the loss of solution due to evaporation negilible.

The solution in the vessel was stirred by a glass stirrer equiped

with two sets of blades. A portion of the stirrerts glass shaft was

precision bore glass, which fitted into a precision glass bearing located

immediately above the vessel in the superstructure of the calorimeter. This

arrangement allowed the vessel to remain sealed. The stirring mechanism
);FI

was driven at a rate of synchronous motor.

Two heaters were present in the calorimeter. A rough heater was

to raise the vessel solution to the approximate temperature of

and a calibration heater which was used to accurately determine
capacity of the system. FEach heater was situated in 5 mm pyrex
silicone rubber.

tubing, which was sealed to the superstructure with si

heaters were covered with silicon oil to insure uniform heating.
The rough heater was made from four em of resistance wire and had
a resistance of 4.5 ohms. The heater was powered by a 12 volt power

vessel

The heating times necessary o raise the temperature of the

supply.

: 4 3 Vb end r - & : +as s ) e N S
to the operating temperature, increased from ten minutes at 40 C to forty




o A . C . . .
five minutes at 80°C. This rapid addit . caused a heat lag

between the water in the vessel and ; ’ in the sealed pipet.

After the vessel had been heated to slightly below the temperature of
bath, a period of time was allowed so that the pipet and the solution
ould thermally equilibrate. This equilibration time increase

amount of heat added and ranged from forty five minutes

~ O
hours at 80 C.

. - 5¢C
The calibration heater was powered by a regulated power supply.

A double pole double throw toggle switch was used

9L

the timer simultaneously. The voltage drop across
Y g I

o

dif ;ial '\.rultmetor) to a thousandth of a volt.

o

the heater was determined with the aid of a dummy resistor
incorporated in the heating circuit. The resistance of the dummy was
determined using a standard cne kilohm resistor. the resistenc
of dummy was obtained it was then used TO ietermined the re:

alibrated heater, This resi was checked at each operating tempera-

Appendix A.

ture. For a complete 1i

Temperature Detection

The temperature of the vessel was measured with a ten kilohm

the solution. The thermistor was

£ PR s s ey O
thermistor which was submerged in

bridge and the temperature change

at

incorporated as one leg of a wheatstone

> change on a

o

in the vessel was registered as a resistance

located on the opposite side of the wheatstone bridge from the thermistor.

A Keithly Model 150A Microvolt-Ammeter was used as a nmull instrument in

balancing the bridge. The bridgets unbalance was amplified by the microvolt-

s b A AR erorde The sensitivity »
ammeter and recorded by a Sargent Model SR recorder. The sensitivity of




tor circuit was 5 ( “C when using the 10 v scale of the

connection with 25 v scale of the recorder. This circuit
55

was described in greater detail by Petree””.

The water bath consisted 5, fifty-five gallon stainless

insulated with two inches of rerglass. The stirrer consi
h diameter brass shaft with two sets of four inch diameter blades.

was turned by a one-half horse power motor operating at 1880 rpm. The
56

temperature of the bath was regulated by a Thermotrol” using a

500

" " 3 /_l)
blade heater. At the lower temperatures (40,
run cold water through the cooling coil submerged in the

he desired regulation of the bath temperature. The temperature was found

(o) AnC

A Ssagreln el T, . " e S
to be constant to 0.001°C at 40°C; this value incr ) t 807C.

he bath regulation was checked every day using

. PN |
thnermomneter.

were made from 15 mm Pyrex tubing

]
Lo

he pipe

blown out to increase the capacity (see Figure I).

nipets a portion of the tube was left intact so that teflon

could be attached using ep pipet plunger consisted of two telfon

disks epoxied onto a 3 mm glass tub: Rubber O-ring were fitted to the

machined disks to insure they would fit snugly inside the sleeve of the

pipet to form a good seal. Two small holes were drilled in the top disk

the plunger to allow the pipet to be filled with a hypodermic syringe.

of

The heats of opening if the plpeus Wt ermined at each operat

£}

These heats varied according to the pipet use

ing temperature.




temperature at which the heats of opening were measured. Average values
for the heats of opening are listed in Appendix B. The heats of opening
resulted not only from the friction of opening the plunger, but alsoc

seemed to be related to a change in the mixing pattern of the solution in

the vessel.

Ui 14 oo - 1 =X > car 3 = - - 3 ~ - Q \

Three different pipets were used in this research (6cec, 10ce, 18cc).

of different size pipets can be justified as follows: first, by
three pipets a more descriptive extrapolation curve was obtained

with less experimental work. This will be explained later in greater detail.

Secondly, by using the different capacity pipets the experimental heat (Q)

so that the calorimeter was operating in its optimun precision
range at all times. The smaller the pipet, the smaller the experimental
heat obtained; therefore, at dilute concentration where the heat of dilution
is small the largest pipet was used, but at high concentration where large

experimental heats were expected a smaller pipet was utilized.

Experimental Procedure

The pipet was fitted with the appropriate plunger which was lubricated
with silcone vacuum grease to facilitate opening. The empty 3
weighed using a Mettler analytical balance to within 0.1 mg. A hypodermic

syringe was used to £ill the pipet with the salt solution to be diluted

18 LS

leaving a small vapor space in the pipet. The filled pipet was reweighed.
58
attached to a glass rod with ferrule cement. The

The pipet plunger was
slass rod contained & section of precision bore glass which maintained
the vesselts seal when fitted into a precision glass bearing located in

the superstructure of the calorimeter.
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The pipet was held in place in the vessel by a basket which hung
from the superstructure. The basket was made of a teflon ring and teflon-
coated wire. Different baskets were used for each size pipet, so the
position of the top of each pipet in relation to the water level in the
vessel was the same. A snorkel was placed in one of the pipet plungerts
filling holes to allow the venting of pressure. The other hole in the
plunger was sealed with vacuum grease.

The amount of the double-deionized water which was to be added to

the empty vessel varied from 230 g to 245 g. The variation was dependent

o ¥

upon the dimensions of the pipet used and the temperature at which the
experiment was to be performed. The vessel was weighed on a single-pan
top-loading balance to within 0.1 g« The low sensitivity of the balance
was not a factor since an error of 0.l gram in the weight of the water
would cause an uncertainty of only 0.04% in the final concentration of

the vessel.
The vessel was then sealed to the superstructure and situated in

NE

the thermostated bath. The rough heater was used to raise the temperature
of the vessel to slightly below the temperature of the bath. A period of

time, dependent upon the temperature of the experiment being run, was

allowed for the pipet's contents and the water in the vessel to reach

hermal equilibrium.

A preliminary trace of the slope was obtained to ascertain the

quantity of heat which was necessary to add to the vessel to raise the

vessel to operating temperature. This temperature was kept slightly

of the bath to eliminate possible condensation on the vessel

below that

lid.
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The vessel was assumed to be in thermsl equilibrium ifan unchang-
ing slope was recorded for at least three minutes. When equilibrium was
secured and a suitable foreslope traced, the vessel was ready for the
pipet to be opened.

With the recorder on, the glass rod attached to the plunger was
pushed down, opening the pipet. A pinch clamp was used to insure the

time The

the thermistor.
Since both endothermic and exothermic reactions were observed,
different methods were used in securing the most ace te experi-
mental heat of dilution value.
Measuring exothermic reactions involved recording the foreslope

resistance of the afterslope (see Figure II). The afterslope was adjusted

ing the decade resistor so that its extrapolation would pass very

UuS1llg LIIC

to the point of opening on the foreslope. A sm resistance change

sdded or substracted to the resistance cl re of the two slopes, depe

ing on the size of the gap between the extrapolated slopes and th

afterslope in relation to the foreslope. The number of chart

isions contained in the gap were converted to resistance units by

miltiplying them by the recorder's s ivity which was expressed in ohms

ner division. This correction J resistance change of the

dilution experiment.

In an endothermic experiment, the amount of heat to be absorbed

estimated and the time for an equivalent amount of electrical heat

alculated. The foreslope was procured as before, then the amplifier

switched to the 500"1 v scale. Electrical heat was introduced into




Resistance

Experimental Recorder Trace
Fore slope
Point of Opening

Correction For Dilution Experiment

Correction For Heat Capacity Experiment

After slope




the contents of the vessel for approximately twenty seconds and the
voltage drop across the heater was measured during the addition of heat.
The time was measured to within 0.0l seconds and was recorded. The
vessel was allowed to come to equilibrium and an afterslope was traced.
The resistance change between the two slopes was corrected as previously
described, except that the point of reference for the correction was
after 50% of heat had been added instead of at the point were the

electrical heat had been switched on.

The heat capacities were calculated by the use of the following

equations:
2
= E 1

U = —ete e
M Ry x 4.184

Cp = Q[:H/ARE:-:p

i = voltage

= time
= resistance of calibrated heater
Qeg = electrical heat in calories

ARExp = Resistance change of thermistor, Cp = heat capacity

Using the average heat capacity value, the resistance change caused by

the dilution experiment could be converted into calories of heat produced.

The heat in calories caused by an exothermic reaction was directly cal-
culated using the following expression:
QExp = CP ¥ OR5xp Eq.

The endothermic resistance change was compared to the resistance change

which should have resulted from the electrical heat added to the vessel
if no pipet opening had taken place.

QelGC/CP = MRpred

ARprc'd i AREXp = BRpct




8Rpreq = predicted resistance change
ORp ot actual resistance change of experiment

difference was the resistance change due to the experiment, as shown
equations above. This resistance was then converted into calories

using the same equation as the one for exothermic experiments.

Experimental Calculations

The final concentration of the vessel solution was calculated

from the following equations:

Mgalt ¥ Wipipet
1000 + Mgoy X MWgalt

s #0 x 1000
L " Wt HoO + Wopipet - TN X MWgait

Mgalt = molality of salt solution

thipct = weight of solution in pipet

No = number of moles of salt

We = molality of final solution
- 3 o : : i : .99
The above calculations were performed using a Wang electronic cal wlator’-
and its card reading attachment.

The heat of each experiment divided by the number of moles of
solute in the vessel was equal to the heat of dilution of sodium chloride
going from the initial concentration in the pipet tc 2 final concentra-
tion of the vessel. This will be referred to as A3%L.

Since the value of the heat of dilution (L) from the initial
concentration to the reference state of infinite dilution was not directly

obtainable from the experimental ASL value, it was necessary to use the

60

extended Debye-Hickel equation for 1-1 electrolytes. Guggenhiem and Prue ™
: a8  the eduation to B 1id for sodi

and Owen and }jrln_klt)y “ have shown the equation To € Va.llcC or sodium

chloride up to 0.1 m, without the C parameter. Recently Jogenburger and

7
'.-:uodog have established that the equation is valid for 1l-1 electrolytes




with a heat of dilution greater than -36 cal/mole.

[ 1. %\ s/2
ot = Ay wB 102 + Aud) - ofan)/3]) + m + R

The valuesof the Debye-Hiickel limiting slope at the various temperatures
were derived from the dielectric constant measurements of Malmberg and
M&ryottga.

Experimental values of ASL at 0.1 m or lower were
into the above equation and a least squares computer fit
yield the best values of B and C. A complete list of these values are
contained in Appendix C. A copy of the Fortran program is in Appendix D.

A weighting process was used so that the more accurate experi-
mental values were given greater consideration in the least squares
omputer fit. The process arbitrarily ¢ 0 to the
largest experimental heat value. Each sul tal heat value
was weighted as a fraction of the largest value.

To obtain an accurate extrapolation, it was necessary
points spread over a major portion of the extrapolation curve,
alorimeter used in the investigation was not capable of accurately
detecting the heats evolved from dilution experiments below 0.1 m. This
necessitated the use of the three different-sized pipets. Using the same
concentration in each pipet, it was possible to obtain three different
AL, values for the same concentration going to three different final
.oncentrations. The different ASL values were the results of the different
final concentrations reached. It was then possible to calculate the ASL
going from one final concentration to another final concentration by the
\ifference in the orginal experimental ASL of the two final concentrations.

By this method it was possible to obtain extremely dilute ASL values which




were not obtainable by direct calorimetric measurement. An example of
this type of experimental method is showm below.
Pilution 1 m - m? AL (m -+ mt)
Dilution 2 m > mtt AL (m > mtt)
Dilution 3 m +mtts ASL (m »mrrt)
Extrapolation Point From the Above Data
ASL(mt > m*t)= AL(m > m't) - ASL(m - m')
ASL(mt +»m??t) = ASL(m > m'*?) - ASL(m - m')
ASL(mtt > mttt) = ASL(m »> mtt?) - ASL(m - mt't)
In the scheme above m is the initial concentration and m', m't, and m'!!?

are the three different final concentrations reached when
using the three different pipets. The ASL for one final roncentration's,
m!, being diluted to a second, more dilute final concentration, m'*, is the
i1 fference of the two experimental dilutions, AL m - m**!, and AL m - m?,
Fach experiment was repeated so that it was possible to generate twelve
lata points from six dilutions.

To generate a descriptive extrapolation curve, it was necessary toO
o multiple pipet runs at 0.2 m and 0.8 m, along with two points at O.l m.
This procedure yielded an extrapolation curve which contained twenty-six

jata points. The data points were spread over the concentration range of

0.1 m to 0.008 m. Multiple pipet runs were also carried out at 0.1l m at

Q

Lo C and 50”0, The heats produced from the dilutions of the solutions in

the small and medium pipets were large enough to generate accurate A3L

values for the extrapolation.

The 3L of the initial woncentration going to infinite dilution was

Lot . ' 1
then calculated using the extended Debye-Huckel equation. The B and C

coefficients from the least-squares computer fit of the extrapolation data




in the Debye-Huckel equation to calculate the value of the
experimental final concentration going to infinite dilution. This value
f) was then added to the A3SL of the experiment and yielded the heat
of dilution of the initial concentration going to infinite dilution (3Li).

1

For all experimental data and extrapolation data see Appendix E and F.
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RESULTS AND DISCUSSION

Data Treatment

The reliability of the thermodynamic quantities, Eé, Jao, Il, and
w, which can be derived from experimentally determined 8L depends largely
upon the accuracy with which the slope of the 8L vs. /m curves (33L/3/m)
can be determined. The dependency of these derived functions on the

slopes of 3L vs. Jm curves can be illustrated by examining fg as given by,

— 6l
To = 8L + /B 38L/3/> Eq. 23

3 L 6:; S
Gulbranson and Robinson - evaluasted Lz from large-scale plots of &L vs.

/m of NaCl at 250. The slopes were determined using the differentiated

L L
form of the Lagrange interpolation formula. Young and Vop,el00 obtained

slopes from plots of 3L vs. /m curves using a tangentometer. Perhaps the

most useful method was the chord-area method developed by Young and

67,68,69,T0 Tl

coworkers. Parket, in a recent review of thermodynamic data
for 1-1 electrolytes, used the chord-area method to obtain Lo values from
published 3L data for NaCl at 250.

The nature of data-collecting in this investigation made the use
of large-scale plots undesirable, since the data points were not closely

enough spaced. Human prejudice would have been a factor in the drawing

of a smoothed curve through the data points. The method of large-scale
plots was also tedious and time-consuming, which were two factors undesir-

able in data treatment. Several hand-plotted &L vs. /m curves of Parker's

data were made. The slopes were obtained using a mirror to construct

tangents to the curve; these slopes were not reproducible and not in good

agreement with the published slopes of Parker. The chord-area method was
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not readily suited to this work because the nature of experimental data
would have yielded large chords. The problem of drawing a smoothed
curve through the chords would have been the same as with large-scale
plots.

A faster method for treating the 3L vs. /m curves was to fit the
data to a polynomial of the type (k4k4),

3L = 3 + bné + cm + dms/?. .
The above equation was easily differentiated to obtain the slope of the
8L curve. A Fortran computer program for IBM's Scientific Subroutine

75
Package was used to evaluate the coefficients of such a polynomial
equation.

The polynomial linear regression program, POLYR, generated
successive polynomials of increasing degree until there was no reduction
in the residual sum of the squares between two successive polynomials.

The polynomial then terminated itself, printing out the successive degree
polynomials which has a reduction in the residual sum of the squares. The
program also contained a plot subroutine which yielded a plot of the
actual data; superimposed on this was the value predicted by the polynomial
eguation.

The accuracy of the polynomial equation in describing the 3L
vs. /m curve was unknown. An estimate of the precision was necessary,

to derive the uncertainty present in the calculated thermodynamic quant-

Already published 3L for NaCl at 25° was used as a standard

ities.

to appraise the reliability of the POLYR fit. The 3L data gathered by

ParkerT was used for this purpose. The curve was constructed using

data from eleven different sources. Parker utilized both heats of




solution and heats of dilution data. The curve was constructed using
twenty-nine date points, giving the more reliable data proper emphasis.
The slopes of the $L vs. /m curve were obtained using the chord-area
method.

Initially, the POLYR program was used to treat fifteen data
points over the concentration range of 0.1110 m to 5.8427 m. The other
fourteen points not used from Parker's data were not comparable with
experimental data in this investigation, since the points were below
0.1 m, the lowest concentration used in the present research. The
polynomial equation for the fifteen data points did not yield slopes in
good agreement with the published slopes of Parker. It was assumed that
the POLYR program was not capable of handling the rapidly changing slopes
present in the diluteconcentration range.

The next step was to divide the curve into sections and then treat
each section with the POLYR program. The coefficients for the most linear
portion of the 8L curve were evaluated first. The slopes generated from
this fit were found to be in agreement with those published by Parker.

It was possible, by adding data points one or two at a time to the above
it, to derive an eguation whose predicted slopes were in agreement within
experimental error with the slopes of Parker. The curve constructed in
this manner contained twelve data points and covered the concentration
range of 0.2775 m to 5.8427 m. Table II contains both published slopes
and predicted slopes from the POLYR generated equation. The agreement is
not as good at higher concentrations because in that region the slope is

‘hanging more rapidly. A plot of Parker?s published ié, POLYR generated

L - .
¥ Lo values from electromotive force data shows

Lo, and Harned and Owen's

agreement over the entire concentration range. (See Figure III)
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Q

In this research, 3L of NaCl was determined at .';OO, 50 , 6(:.0’ TOO,
and 80" over a concentration range of 0.1 m to 6.0 m. The data was fitted
to a polynomial using the POLYR program. The only method for checking
the apparent consistency of the polynomisl to describe the 3L vs. /m curve
was to compare predicted 8L values, with values interpolated from a hand
plotted graph of the experimental $L values. Critical areas such
immediate area around inflection points were checked. Also areas
rapidly changing slope were watched to make sure the predicted 3L
agreement within experimental uncertainty.

A o . O N ¥ -
At 40" and 60~ the NaCl 8L vs. /m curves were adaptable to a s:

8o = < -G O <
polynomialy however, at the other experimental temperatures (501, TO s 60“}

it was found that a single polynomial could not describe the curve with
the desired accuracy. At these experimental temperatures it was necessary

to use two polynomial equations to describe the 3L vs. J/m curve. Each

the curve

equation defined a portion of the « e with a section of

liscribed by both equations.

The process for fitting a 3L vs. /i curve by parts consisted of

several steps. First, the complete experimental curve was fitted to a

single polynomial equation using the POLYR program,., This fit was used to

check the consistency of all data points. Next, the curve was divided

into parts. Each part contained a section of the more linear portion of

the curve with a section that contained some of the rapidly changing slope.

, for example the curve was divided into ten different parts. A

polynomial equation was then obtained to describe each section. The

precision by which each equation defined its portion of the curve was

~hecked by the method previously described involving a hand-plotted experi-

mental 3L vs. /m curve. The best~described sections were then pieced
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together to construct a well-defined 3L curve. Any two polynomial
equations pieced together contained sections of curve which overlapped.
The predicted slopes of this area of overlap were compared to check the
ability of the equations to generate a smooth curve. The slopes from
these areas of overlap contained an uncertainty slightly greater than the
uncertainty present in the slopes of the rest of the experimental &L vs.

/m curve. For an example of two polynomial equations describing one

experimental curve see Figure IV. Polynomial Equation I described the

~urve over the l‘egiun A o &% Polﬂlunliil [“;ilu{lti(;n II defined the pl)l‘tiull

of the curve B to D. The ares of the curve from B to C is the portion

f curve where the two equations overlapped and the slopes from this

oL

region contained more uncertainty than the rest of the curve.
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Derived Thermodynamic Quantities

The relative molal heat content of the solute (Lo) was derived
from the 8L data, using Equation 22. Since 3L was experimentally
jetermined as a function of both temperature and concentration, Z; values
were calculated over the concentration range of 0.l m to 6.0 m at each
experimental operating temperature. For a list of all f} values
generated in this research, see Appendix G. The T values at each concen-
tration were then submitted, as a function of temperature, to the FOLYR
computer program. This treatment yielded an equation of the form 45

deseribing Lo as a function of temperature.

— o

lo=d+ el + 1 P
The mean activity coefficient (yt) is a thermodynamic function
escribing the solute and is used to calculate the contribution of the
salt to the excess free energy of the solution. The existing mean activity
coefficient data at 25° for NaCl was corrected to higher temperature using
the temperature dependence of Eg. The extention of 950 data was possible

using the relationship of vyt to Loe The
[ I ”

Jdln yt=J = Lp/\BT aT Eq. 46

integration of Equation 46

B . Y i £ My ] Ve "
in yt(m) = 1n ytTr(m) - ;R-} | & (% ;f ) + e 1n ot £(T-Tr) J EQ.47

R = gas constant

d, e, £ = polynomial coefficients

1n yt(m) = log of mean activity coefficient at concentration

in YiIr(m) = log of mean activity coefficient at concentration
and reference temperature

v = number of ions = 2 for NaCl

was performed between a reference temperature (Tr) and the desired higher

temperature. In this research, 250 was chosen as a reference temperature

because considerable data was available for NaCl. Substituting Equation 45
for Eé into Equation 46 and integrating, one obtains Equation 4T7. Using
Equation 47, mean activity coefficient data at 95“ was corrected to the

temperatures of the present research.
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The accuracy of the corrected activity coefficients depends on the
reliability of the determination of Is as a function of temperature and
the accuracy of the ?50 data available in the literature. To check the

consistency of the mean activity coefficients calculated from Lo tempera-
ture dependence, the values for mean activity coefficients published by

75

Harned and Owen'” were used. The reason for choosing these values was

the wide temperature (0° to 100°) and concentration (0.1 m to 4.0 m)
ranges published.

The mean activity coefficients in the 0° to 100° temperature range
published by Harned and Owen were the resultant of a combination of two
experimental methods. The data from Oo to 40° was from electromotive force
data. Boiling point elevations were used to calculate the mean activity

coefficients at 60° to 100°. A plot of these activity coefficients

v

3 Voo " 5 Sl o
against tem erature showed deviation from smcoth curve Irom 35" to Lo

and 60" to TOU above 1.0 m. This error increased in magnitude as concen-
tration increased and was due to the experimental iifficulties inherent
in the boiling point method and electromotive force method at those temp-
eratures and concentrations. The values published are from a smooth curve
into account the experimental

drawn through the experimental data taking

rror present. Good agreement was found between Harned and Owents values

read from the smoothed curve and the mean activity coefficients obtained

o i S e smperature depend-
when Harned and Owents 25 data was corrected using Lz temperature depend

ence from this research. This comparison is found in Table ITI.

The corrected mean activity coefficients can be no more accurate

o ? ad ) ata for Na =y
than the reference values at 25°. The Harned and Owen data for NaCl at

date and had a concentration

25° yas obtained from electromotive force

range of Q.1 m to 4.0 me Robinson and Stokes [© have tabulated mean
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activity coefficients for NaCl at 25° by averaging values from several
sources. The data was more extensive than Harned and Owents data, and
reported the mean activity coefficients for NaCl at 250 over a concen-
tration range of 0.1l m to 6.0 m to four significant figures.
Robinson and Stokes used data from four different methods to
derive mean activity coefficient values: direct vapor pressure measure-
ments, freezing point depressions, emf data, and isopiestic ratios. At
low concentrations (under 1.0 m ) freezing point depression data was
used along with emf data. At 0.1 m Robinson and Stokes used six different
values derived from four different technigques to yield a mean activity
woefficient of 0.7784 with a maximum deviation of 0.0005.
Above 1.0 m, data from direct vapor pressure measurements was used.
Also, vapor pressure measurements of other salts whose isopiestic ratio
with NaCl were accurately known were used to calculate osmotic coeffi-
cients which were then converted to mean activity coefficients. This tech-
nique was used at higher concentrations, especially at near-saturated
solutions. An extensive list of activity coefficients for NaCl over the
temperature range of 40° to 80° was calculated by correcting Robinson and
Stokes? ”50 data using Equation 47, A list of these values is contained
in Appendix H.
The partial molal heat content of the solvent (51) is another use-
G ngmar W
ful thermodynamic function which can be derived from 3L data
I, = - M, w?/2/ 2000 2%/3/m
i; = partial molal heat content of solvent
MW, = molecular weight of solvent
m = molality of solution

The L. values were readily calculated since the slope of the 3L vs. /m
e L, e

(BQL/a/h) had previously been evaluated in the calculation of Ta.

curve




Values of i;as a function of concentration and temperature are listed
in Appendix I.

The E; values were then treated by the POLYR program to obtain a
polynomial equation describing i} at each concentration as a function of
temperature. The treatment was similar to that of Zg. The polynomial
equations were then used to calculate osmotic coefficients.

The relationship by which osmotic coefficients were calculated from

found in Equation 48.
[ 1060 Ih. .o

deop = - dT
; MW, RT= wm

Eq. 48

osmotic coefficient

partial molal heat content of solvent

= molecular weight of solvent

gas constant

number of ions

molality of solution .
f, g = coefficients of polynomial equation describing I,

= & 3000- Ta it % wilie 9 00 %6 (0w aey |
= (LT + e | @ (= )+ £ In L ) = I
¥ MW, Ry L (Tr T Tr J Eg. 49

The integrated form (Equation 49) of Equation 48 was obtained using

05" ag a reference temperature and the appropriate polynomial equation

P as

iescribing L, as a function of temperature. The osmotic coefficients
were then calculated using Equation 49 to correct 25 data to the desired
temperature,

Robinson and Stokes'~ published an extensive list

NaCl. These values were used as the reference values in Equation 49.

1list of osmotic coefficients calculated using L, temperature dependence

determined in this investigation is found in Appendix J.
Osmotic coefficients from the literature were used to check the

i P the ' g T this research. The boiling
onsistency of the calculated values from this resear g

Q

. ol SN S
and Smith and Hirtle provided osmotic
and Smitk ¥

s y ;1100
point elevation work of Smith
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coefficients for NaCl at the temperatures 60, 700 and 80°., A compaxri=
son of these values and osmotic coefficients generated from f; values
from this research is found in Table IV. The agreement was good with the
deviation ranging from 0.0 to 0.5% with average deviation about 0.15%.

The osmotic coefficients from this investigation were also compared

with more recent 75° osmotic coefficients published in a report to the
32

0ffice of Saline Water by Lindsay and Iui . Their values were derived

from measurement of the vapor presure lowering. The agreement between

oSmotic coefficients from this research and those of Lindsay and Lui is

good with a deviation range of 0.00 to 0.45%. This comparison is found

in Table V.

The excellent agreement found between existing osmotic coefficient
data and data calculated from 3L curves in this research shows that the
experimental 3L curves are accurate. The osmotic coefficients are
calculated from i; values which are directly dependent upon the slope of
the 3L vs. /i curve. The agreement also indicates that the technique
of fitting the &L vs. /m curves by parts was valid. Accurate results
were obtained over the complete concentration range and no deviations are

apparent in the regions of overlap where the uncertainty of the slope was

expected to be somewhat greater. The agreement with the recent work of

Lindsay and Lui and the earlier work of Smith and Hirtle was remarkable
since both determined the solvent properties directly and in this investi-

calculated

gation solute properties were measured and solvent properties

by mathematical relations dependent on accurate determination of the

slope of 3L vs. /m curves.




TABLE IV
COMPARISON OF OSMOTIC COEFFICIENTS
Present Research

c o e
60° 0 80

0.9296 0.9283 0.9269
0.9223 0.9191
0.9200 0.9185 0.9166
0.9250 0.9216

0.9328 9% 0.9298

0.9414 0.940k 0.9386
Oe 9686 O (/;679 0. QOT(‘]
Geg90% 0.9946 0.9926

1.0302 1.0290 1.0262

1
%
!
3
:

1.0584 0566 1.0531
1.0899

1.1165




TABLE IV (contd.)

COMPARISON OF OSMOTIC COEFFICIENTS

Boiling Point Elevation DatacC’ol

60° 10° 80”

0.9291 0.9275 0.9263
0.9210 0.9190 0.9178
0.9207 0.9186 0.9170
0.9267 0.9246 0.9228
0.9350 0.9339 0.9310

0.9442 0.942) 0.9402

0.968 0.968 0.966

0.999 0.998 0.995
1.029 1.026
1.059
1.090

1.127




TABLE V
OSMOTIC COEFFICIENT COMPARISON AT

82 Present
Liu and Lindsay Research

0.926 0.9276
0.918 09200
0.918 0.9176
0.924 0.9227

0.934 0.9%08

0.940 0.9%96

0.9679
0.995T7
1.026

1.0551

1.0925

1.1194

1.1838

1.2449
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An estimate of the reliability of the I and L, values from this
research was possible. Assuming the published values of Harned and Owen
to be correct, all uncertainty in calculated osmotic coefficients or
activity coefficients was in the determination of Ez 1nd-zg. The correc=
tion term in correcting 250 activity coefficient data to higher tempera-
tures ranges from 0.5% to 5% of reference value. The maximum deviation
from the published data of Harned and Owen was approximately 0.3% with the
average deviation about 0.1%. Based on the maximum deviation in the
activity coefficient and considering the correction term to be about 5%,
the uncertainty in Lo would be about 6%, However, this is a ma.xcimum
jeviation, and in most cases f% would be considerably better. Similar
caleulations for the osmotic coefficients yield a maximum uncertainty
of 10% in E; values when using the maximum deviation present, while an
uncertainty of h% in il exists when using average values for the deviation
and the correction terms.

The relative partial molal heat capacity of the NaCl (33) was
culated from the temperature dependence of Ep using relationship 20.
Jo = 35?/5T Eq. 26
The relative partial molal heat content (o) as given by expression 45
was directly differentiated to give Lo in the experimental temperature
range. Appendix K contains 3; calculated in this research.

The consistency of the Jo values determined in this investigation

was checked by two different methodse. A direct comparison of dJo cal-

culated in this research and values derived from the boiling point
8% ; : 8k -
elevation measurements of Smith ~ and Smith and Hirtle was made in

Table IV. Fair agreement is found at concentrations below 2.5 m3




however, the agreement is very poor above that concentration.
of Smith and Hirtle*s J, values to agree with values from thi
higher concentrations was not surprising since the osmotic coefficients

show a rather large deviation from a smooth curve at similar concentra-

s o = : ; e
tions at 60”. The L, data from which Smith and Hirtle calculate
an uncertainty of 17%; therefore, Jo values would also contain at least

that much uncertainty. No other values for Jo at temperatures between

e (e} - - i — o . .
10 and 80 were present in the literature, Therefore, few conclusions,

if any, could be drawn about the consistency of Jo values of this researc

™ 3

he second method used to test Js values made use of Equation 27.

do = C-I—)."U

Cpo = partial molal heat capacity of solute
. -

Cp="= partial molal heat capacity of solute at
dilution

Both Cpz° and Cpp values were found in the literature for NaCl solutions

at elevated temperatures. The Cp=° values were published by Criss and

Q

Cobble®? and were obtained using the "integral heat of solution" method.

b values used were calculated from apparent molal heat capacities (&Cp)
@]

Q
published by Ackermann s

the original heat gpacity measurements were

5
i 2 B
made by Eigen and Wicke .

A check of the consistency of the Ja and Cps values using Edquation

27 was made., The Cga is concentration independent and therefore should

: Ean e raliies o he
be constant at each temperature. A comparison of the Cpz~ values from the

above procedure was made with published Cpp values of Criss and Cobble.

Table VII contains the above comparisons.
At 40° and 60° the CpoC predicted by J= and Cp- was reasonably

. 3 i nsistency was not present at
constant and varied io.l calorie., This conslstency a8 I S




TABLE VI

COMPARISON OF Jo

Tt L P R i A D

J

]

¥

R
1
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an

2 el s ¢ ; -
o0 and the pr';dl.t(d Cpg varied il's calories. A 'L'UmpiLI’iSOIl of Cp’?u

from Criss and Cobble showed agreement to sbout 1 calorie$ this exceeded
the predicted uncertainty of #0.5 calorie for the Criss and Cobble value.
The inconsistencies present in the comparisons indicated a closer
investigation of the values used was needed. Recalculation of the
original data of Eigen and Wicke failed to yield the same values published
by Ackermann. The data was treated in the manner described by Ackermann;
. O o
however, at 60 and 80~ the §Cp values showed large deviation from
predicted linearity. A plot (Figure V) of &Cp vs. /m using values pub-
lished by Ackermann is superimposed upon @ plot of & Cp values calculated
from original heat capacity measurements and illustrates the aforemen-
tioned deviations. It seems obvious that in Ackermann®s paper some
information about the method for calculating $p and the plotting of #Cp
vs. /m has been left out. However, until such time as this inconsistency
an be resolved, the use of > data t ‘heck the precision of '-J:rw values
derived in this researchn

The values of 3Cp for NaCl at 1&50 have been published

(o]
and Hess and Gra.mkcc(g. Most of these measurements were made

range below 0.4 m and as previously pointed out, the values are subject

to large experimental errors. A plot of & p vs. /o yields rather large

deviations from predicted linearity. The measurements yielded no data which

could be used to check the consistency ol dJz.

Since the comparison using Equation 27 showed a very little

e o > 4 1 1112 3 A
consistency in predicting Cpz at 80 , a study of the polynomial equation

T 3 3 : a - t+ted —,_, o - re
to which I was fitted was indicated. The hand plotted Lo vs. T curve

] i i i i : with a very rapidly changing slope
showed an inflection point around 60~ with a very rapldl ging p




TABLE VII

ACKERMANN®!S Cps

Molality

0.5
1.0

2.0

2.0

Avge.

Criss
and Cobble

BBt ot R A el e Bl & AN S ST .
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above that temperature. The polynomial equation!s predicted values were
then plotted on the same curve. Figure VI contains this comparison. It
an easily be seen that the polynomial smooths the area arcund the inflec
tion point and also the curve about 60°. This smoothing would not signif-
icantly affect the 35 below 60° since t C e is very close to linearitys;

: : 0 : ot
however, above 60 where the curve ) 4 J» will be lower since

the polynomial slope is not as great as in the hand plotted curve. An

+

effort was made to fit Lo, by parts, a method used in treatment of §L data,
but no usable values could be obtained.
An estimate as to the reliability of the reported J- can be made

£,

sing information from the POLYR program which was used to fit L, as a
function of temperature. The residuals for each data point were summed

and then divided by the number of data points to yield an average residual.
)

These average values were on the order of 4% or less at concentrations

below 2.0 m. At the higher concentrations the average residual gradually

increased to 10% at near-saturated solutions. Thus, the present Jp values

should be accurate to +0.5 calories at concentrations of 2.0 m or less,

with the uncertainty gradually increasing to +2.0 calories at ©.0 m.




Figure 6

Comparison of Polynomial and Actual Curve

2
3
!
1
1
3
)
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|
SPECIFIC INTERACTIONS ‘
ds ‘
A comparison of Ly vs. /m shows that ié becomes increasingly more
positive at increasing temperatures (Figure VII). This behavior can best
be explained by considering the effect of temperature on the extended |
Debye-Huckel equation. The relative partial molal heat content is repre-
sented by the relation,
T % - BI Eqd. 50
The Debye-Huckel limiting law would then be
Lo = Ay /I Eq. 51
The term Ay JI in Equation 57 accounts for the long-range Coulombic
interactions. The term 1 + A/I takes into consideration the short-range '
specific interactions resulting from the distance of closest approach of
the ions. The value of A is not an experimentally measurable quantitys; ]
thus investigators normally set it equal to one (corresponding to a distance !
= |
of closest approach of about 3 A). The B term then accounts for all other
short range specific interactions.
Using the experimental Ié data, the short-range effects, except
those corrected for by the distance of closest approach term, can be '
examined by the relation ;
B = '133’_;% - I Eq. 52 |
The effect of temperature on the B coefficient can be more easily 1
J seen by comparing them to a reference temperature, ‘
I § = Bog = Bp Eq. 53 i
! Table VIII contains a list of §'s as a function of concentration and w




Partial Molal Heat Content of Solute Versus /m

At Each Experimental Temperature




temperature. At any given concentration § increases with increasing

o

temperature; therefore, the B coefficient is de 'reasing with temperature.

Thus, as the temperature increases the effect of the short-range interactions

accounted for by the B coefficient is diminishing.

The behavior of the B coefficient is consistent with the observa-
tion that as the temperature increases, thermal agitation breaks down the
bulk water structure. Therefore, the ions would have less iisruptive
‘ffect upon the bulk water structure and short range interactions would

be expected to decrease because the solvent is approaching a continuous

ium,




TABLE VIII
§/m VALUES

Temperature

50° 60" 10" 80"
263 309 315 L1

36 86 309 381
199 2kg 29T 551
170 225 27T LT
149 205 2k 288
130 189 213 257
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SUMMARY

The heats of dilution of aqueous sodium chloride solutions were
measured over the concentration range of 0.1 m to 6.0 m at 40°, 50°, 60°,
700, and 80°., The partial molal heat content of solute (Ls) and solvent
(Zl) were calculated from the heat of dilution data using standard thermo-
dynamic relationships.

Existing activity coefficient data at ?50 were corrected to higher

temperatures using Lo as a function of temperature. Excellent agreement

(o} O

was found with previously published activity coefficients from 40~ to 80
throughout the entire temperature and concentration range. Similarly,
the osmotic coefficients were calculated using f& and good correlation
was observed. The values for activity and osmotic coefficients calculated
in this research cleared up some uncertainty which existed in previous

O above 1.0 m.

ilata between 40 and 60

The partial molal heat content of the solute was also used to
.aleulate the apparent molal heat capacity of the solute (Jz). The pre-
~ision of the derived Jo values was not readily obtainable since a discre-

+
{

v was found in existing high temperature heat capacity data. From

the accuracy of the Lo, values the Jz values were estimated to be accurate

to at least +0.5 calories at concentrations below 2.0 m,
The excellent agreement achieved using partial molal heat contents

a

data indicated the validity of the method and

(o)

to correct existing 25

that the measurement of heats of dilution is an efficient and accurate

LIl U L

can be obtained.

method by which high temperature thermodynamic data

. —
i e e

——
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APPENDIX A

RESISTANCE OF CALIBRATED HEATER

AT EXPERIMENTAL TEMPERATURES

Resistance (chms)

500 o 4

501.5




APPENDIX B

HEATS OF OPENING

Pipet Size Heat ( cal. )

small no detectable

slope change

0.0007

0.002

medium 0.003

large 0.002
small 0.00% "/.
medium 0.0025
large 0.0028
small D) «0035
medium 0.003%5
large )« 0033
small 0.003%5
medium 0.0030

large 0.0055




APPENDIX C

COEFFICIENTS FROM LEAST SQUARES FIT OF A3L FOR

e YUY TV \T A T AN TN T AT
DEBYE-HUCKEL EXTRAPOTATION EQUATION

Temperature Debye~Huckel Standard
{6y Limiting Slope B (e} Deviation

856.0 -639.77 1.75
577.98  -2137.69
1140.31
5TT9. 8k

48l .35




APPENDIX D
EXTRAPOLATION PROGRAM FOR HFATS OF DILUTION

IMPLICIT REAL* 8 (A-H,0-2)
RFAL* 8 DLOG,DSQRT
ODIMENSION DELH(100),CI(100),CF(100),PHII(100),PHIF(100),F1(100),F2

1(100) ,F3(100) ,W(100) ,HCALC (100) ,ERROR(100),C0(100)

OHSTD(CM)=SLOPE* ( (DSQRT(CM) /(1. +A*DSQRT(CM) ) )=( (1. /(& A*A*cM) J* (1.+

1A*DSQRT(CM)-1. /(1.+A%*DSQRT(CM) )-2.*DLOG( 1 .+A*DSQRT(CM)))))

533=0.
SWiW=0.
SW=0.

[W=0.

DO 9 K=1,N

PHII(K )=HSTD(CI(X))




"L(K)=(=PHIT(K) )+PHTF (K )+DELH(K )

F2(K)=CI(K)=-CF(K)

F3 (K )=CI(K)*DSQRT(CI(K))-CF(K)*DSQRT(CF(K))

S11=S11+F1 (X ) *F1(X ) *w(K)

S12=812+F1 (K ) *F2 (K ) *7 (K )

S13=S13+F1(K) *F3 (K ¥ W(K)

S22=822+F2(K ) *F2(K ) *W(K)

52%=523+F2 (K ) %73 (K ) "W (K )
833=533+F3 (K ) ¥F3 (K *W(K)

SWW= S+

SW=Sw+W (X

c=(812/822~-81e/S23) /(823 /S22-833 /523 )

B=S13/S23~C %833 /523
=511-B*S12-C %513
r8(3,3) N,A,SLOFE
WRITE(3.T7) B,C
FORMAT(4H B= F10.2,4H C= F10.2
[TE(3,8) SEBC
\T(21H SUM ERRORS SQUARED
WRITE(3,12) S11,812,813%,522,52

2 FORMAT(8D10.3)

SYBC=DSQRT( SEBC/DF)
RITE(3,110) SYBC

) FORMAT(8H SYBC = F10.4)




25 WRITE(3,24)

2L4OFORMAT (78H i HI PHIF HCALC
1ELH ERROR
DO 23 K=1,N
HCALC (K )=(PHII(K) )=PHIF (K )+B*F2(X )+C*F3 (K)

ERROR (K )=DELH (K ) =HCALC (K )

S30WRITE(3,22) CI(X),CF(X),PHII(K),PHIF(K) ,HCALC(K) ,DELH(X) ,ERROR(K),

w(x)
"ORMAT (2F10.7 ,4F10.3,2F10.4)

=512/822

F=(SEB-SEBC ) *DF /SEBC
WRITE(3,26) BO
FORMAT(SH BO= F10.2)
IRITE(3,8) SEB
WRITE(3,27) F
7 FORMAT(13H F(1, N-2) = Fi12.4)
SYB=DSQRT (SEB/(DF+1.))
WRITE(3,111) SYB

111 FORMAT(TH SYB = F10.4)




APPENDIX E

HEAT OF DILUTION OF NaCl: L0°cC

mj ne &
0.07390 0.005390 0.10215
0.0T390 0.00550 0.1035
).07390 0.00300 0.06265
).07390 0.00303 0.06066

0.07390 =

0.1086 0.008206 0.1706 82.50

0.1086 0.,008124 0.1650 80.64

0.1086 0.0045T7k 0.10662 92.23
0.004573 0.104%6

0.002727 0.06644

0.002731 0.06480

o

0.0048TT7 0.14128
0.004840 0.13594
0.00831k 0.19472
0.00823%9 0.19172
.2005 0.01458 0.28971
)+2005 0.01475 0.30030

)+2005 o«




mj o
0.3995 0.01660 »3917T: 1s6 7.80 148,87

0.3995 0.01641 147, 59

0.3995 0.01627

143,76

+3995 146.7

)« 5982 0.02429 0.4583 12 67.08 141.20
0.024T70 0.4498

0.02326 0.4ho2)

0.05803 0 H1LE 35438 93.63 129,01
0.05820 0.52570 3549 93,7 129.68
0.03181 0.427Th 53435 Th 36 127.7h
0.03217 0.44399

0.01896 0.32513 68.06 60.9 128.97
).01952 0.33966 69.00 61.6 130.61

129.7¢

0.29362

0.28649

o
0.03%681

0.05066 -0.81822 6k, 38 .84




mp

0.04907

0.06815

0.06871

0.09355

0.09151

-0.7855

-1.9756

=2.0995

99.76
100.09

avge

-67.09

SE 2N

=05.50




TABLE E, IT

HEAT OF DILUTION:

o nf 8
0.09979 0.004030 0.09679 )5+ 67 Lo .64
0.09979 0.004023 0.09405 40,61
0.09979 0.00T446 0.164Th

0.09979

.1997 0.008596 0.26551
1997 ).008160 0.2565T
)« 1997 0.001484 0.39832

1997 0,001486 0.40063

).1997 0.004873 0.17298

). 1997 0.004764 0.167T4

1997

506l 0.49321

0.4961

95.63
0.9395 115.71
0.93368 115.91

0.64319 133.22




E. 1T (contd.)

ne Q

0.01881 0.64459

0.02499 0.79217

0.02713 0.8116

0.03615 0.88484

0.03615 0.88428

0.09209

0.09131

0.04%60

0.0308




TABLE

Q

0. \()L’J(‘) 156,50

0.39839
Ue)HO)Y




HEAT OF DILUTION:

ne
0.007562 0.2107

0.007519 0.2086

0.01510
0.01458
0.008312
0.008327

0.004717

0.004791

0 .r)lé';'j

0,01575

0.0035 0.01475 0.7295

é A AL
0.0035 0.0146L 0.7236

2.1918

Qrr

1.4537 8.96 105.76

1.4544 79.09 105475




TABLE E. III (contd.)

0.01956

0.01789

1.497 0.03359

1.497 003607

0.04540

O« {,)9(‘,()(')

0.,08601




TABLE E. TIT (contd,)

Q A3L

6.454 210.98

0.5570




TABLE E. IV

HEAT OF DILUTION:

m iy 3L 3L
01004 0.00734T 0 «253¢ 3.63 5T o 195 .84
D+ 1002 0.007458 37.8 195.39

0.1002 195.61

0.1957 0007944 038430 2 58 4 O 251.58
0.1957 0 .00} 0.238 204 .03 47.6 51.70
0.1957 0.004T70T 23955 203.56
0.1957 0.007824 192.69

1957 0.0142h 0.616 17377

<1957 0.01415

0.1957

0.4005 0.01594
Ok Loo 5 Qe /11607

0. L0058
J o UV )

0.6035

> a2zl
')-Um—f’)sz :)L).()

0.6035

NET O ) 200 . %8
0.01884 1.2143 25T «92 3246 340 o 3¢

0.0184T 1.1958 259,27 81.8 341 .10

= = . anh 10 340 .56
0.T7998 0.05843 - 20%e L3 i

3 5) 7'r‘} z zh5,1L
0.7998 0.03187 43+ 54 S 3







.123:‘

0.06582 438.16

0.06269 5o 8 Ll 62




TABLE E. V

HEAT OF DILUTION: 80°¢

] Be Q
0.1002 0.00T46T 0+3092
0.1002 0.007486 0.3084

0.1002

042017 0.004953 0+3009 243 .9; 63.39
0.2017 0.005053 0+3065 243 .4 6%.99
0.01489 0.7385 104 .81

0.01503 07508 105.2k4

0.008100 0. 4448 2O 79.58

0.008252 0.45% 001 46 80.26

0.01630

0.01662

0.02497

0.02499

189.56

P e
0.01908 116.97 150 .26

0.01962 118.42 451.08




TABLE E. V (contd.)

my mp Q A%L QLi
0.7991 0.03293 2.4672 3 148.19
0.T7991 0.02952 2.2316 1414

0.T991 ‘ avge.

0.9997 ( 2el5 347.99 131.35
0.9997 02444 2135 350455 130.33

0.9997

0.04442

0.04505

0.05176

0.04319

0.04273

¢ C 10 07 801.89
0.04052 2 640.07 801 .8¢

0 OBLLTO 6){9 .TE ; 3 801.31

301.60




APPENDIX F

HEAT OF DIIUTION OF NaCl: EXTRAFOLATION AT 40°c

Number of data points: L6
Debye-Hiickel limiting slope:
A = 1,000

B = -639.7T

C = 122110

Standard Deviation:

Qe ~
050.0

&
0.1086400
0.1086400
0108640
0.1086400
0.1086400
01086400
0.,0082100
0.0082100
0.0082100
0.0082100
0.0081200
0.0081200
0.0081200
0.0081200
0.0045700
)« 0045700
0.0739000
0.0739000
00739000

0.0045740
0.0045730
0.0027270
0.0027310
00045700
0.0045T700
0.0027300
0.0027300
00045700
0.0045700
0.0027500
0.0027300
0.0027300
0.0027300
0.0053900

0.0055000
0.0030000

ASL exp

Error

Weight
JLASZ S L4170

81.561
91.261
91.264
98.341
98.32%

9.911

9.911

9.TOk
9. 704
16.75T7
16.757
T<053
7055

69.618

82.495
80.645
92.250

90.320

~L -0
96,5060

1. 1222 1.0000

-0.9162 049670
0.9690

-0.9443

-1.7606

-0.1806
-2,0906
-2.8834
-5.4334
1.8761
03550

=0.0539

5
=0.8220

~3.5766

_f.TWfS




g
0.0739000
) .0053900

055000

.0145800
).0145800

1.0145800

21050
03518100
H582000

580300

216500

0.0318100
0.0582000
0.05803%00

0.0582000

TABLE F.,

I (contd.)

ne
0.00503500
0.,0029900

0.0029900

0.008%140
0.0048400
0.0048760
0.0082390

.0083%140
0.0048400
0.0048760
0.0048T760
0.0048760
0.0048400
0.0048400
0.0189590
0.0189590
0.0189590
0.0189590
0.01952C0
0.0195200
0.0195200

0.0195200

0.0321650

AQL calc

A3L exp Error

TT.934
8.48T7
8.814
11.883
1o TAS
20,983
20.868

12.148

9.099
14443
14,113
34,356
jll» ’7).1

13.711

79.510
T.480
8.220

13.120

13.680

21,240

20.110

11.260

1.9945

-1.6901

5.650
3% ,060
32,620

18.810




Iy
0.0580300
0582000

Oe

0.0580%00

TABLE F,

Lep

0.0321650

0.0318100

0.0318100

3L, calc

1T7.970




TABLE F. TII

HEAT OF DILUTION OF NaCl: EXTRAFOLATION AT

Number of data points: 29

Debye-Hiickel limiting slope: 982.0

A = 1.000
3 = 377.98

B
C =-2137.69
Standard Deviation:

o
0.0591600
0.0591600
0.0591600
0.0591600
0.0579200
0.0579200
0.0579200
0.0579200
0.0323300
0.0323300
00320800
0.0%20800
0.0997900
00997900
0.0997900
0.00T4460
0.00T446

0.0148400

W
0.0525500
00320800
00192300
0.0188100
00323300
0.0320800

0.0192300

0.0192300
0.0188100
00192300
0.0188100
0.0040300
00040230
0..0074460
0 .0040%00

0.0040230

1.41 cal.

ASL calc

ASL exp

22.872
2%.178
42,641
43 434
22,157
22,463
41.927

42,720

19.463

204257
97.303
97337

8% o Ulihy

23,960

ol ,160

394590
42,960
-2.2594

17.510

20,880 0.31Th
215355
0.423%3%
-1.6829
=4 2470
88.620 5.1761
7.000 =6.8589
-g.4231

L. k70

14,900  =1.6M1T




m;
0.0148400

).0148400
0.0148k400
0.0148600
0.0148600
0.0148600
0.0148600
0.0085960
0.0085960
0.0081600

0.0081600

TABLE F.

II (contd.)

e
00081600
0.0048730

0.0047640

0.0085960

0.0081600
0.0048730
00047640
0.0048730
0.0047640

0.0048730

0.004T7640

AL calc

ASL exp

Error

17.945
304306
34787

16.587
17.990
3504551
30.832
13.764

4. oU6

17.560
33,770
32,700
14 .450
17.110
33,320
32.250
18.870
17.800
16.210

15,140

-0.3851
%4643
1.9128

-2.1366

-0.8800
2.9694
1.4179
5.1060

3,554

3. 8494

2.,2979

0.1900
0.,2010

0.3180




TABLE F. III

HEAT OF DILUTION OF NaCl: EXTRAPOLATION AT 60°

Number of data points: 30
Debye-Hiickel limiting slope:
A = 1.000
- -60%.3%8

1140.31
Standard Deviation:

B
C

1.7T4 cal.

L}
0.1023000
0.1023000
). 0592600
0.0592600
). 0592600
). 0592600

81200

0.0581200

0.0325?
0.0%2%500
0.0150960
0.015 C")i’)(\)

0.0150980

0.0150960

2f
0.0075190
0. 0075620
0.0323400
0.032530
0.0195600
0.0178900
0.0323400
0.03%23300
0. 0195600
0. 0178900
0.0195600
0.0178900
0.0195600
0.0178900
0.0083170
0.0083%220

0.004T7170

0. 0047910

A3L calc A%L exp

111.926  110.7T70
111.220
31.330

31.460

29,940
44,130

53,090

19.692 14.190

22,837 23,150
17.483 16. 740
17.140

0
17. 468

3l.,600

Error

0000




=i
0.0145800
0.0145800
0.0145800
0.0145800
0.0083170
0.0083170
0.008%220
0.008%220
0.0148000
0.0148000
0.0148400

0.0148400

0.0083170
0.0083220
0.004T7170
0.0047910
0.0047170
0.0047910
0.0047170
0.0047T7910
0.0082260
0.0082790
0.0082260

0.0082790

ASL exp

Error

Weight

29.354
13.325
12,998
15.341
13.014
17 .127
16.959
17.214

17.047

14.870
15.270
32.750
31.8%0

17.860

-1.4852
-1.0695
3 <0493
24765
4 .5346
3 .9617

4.,1188

% 5460

-2.2168

-1.4091

0.1450

-1




TABLE F. 1V

HEAT OF DILUTION OF NaCl: EXTRAPOLATION AT T0°C

Number of data points: 26
Debye~Hickel limiting slope:
A = 1.000

B = -2043.11

C = 5779.8k4

Standard Deviation:

127T«0

1.75 cal.

&
0.1002000
01002000
0.0142400
0.0142400
0.0142400
0.,0142400
0.0141500
0.0141500
).0141500
0.0141500
0.0078240
0.0078240
0.0079440
0.00794L0
0.0584300
0.0584300

0.0584300

¢
0.00T34T0
0.0074580
0..0046760
0+004TOT0
0.0078240
00079440
00046760
0.004T70T0
0.0078240
00079440
0.0046760
0.004T0TO
0.0046760
0.004TOTO
0.0318T700
0.0328200
0.0184700

0.0188400

A®L calc

139.736

159.395

26.027
15.184
14.831
10.973

10,844

534519
54.913

54,280

138.630
137850

30 « 260

29790
18.920
18.820
31.640
31170
203500
20 « 200
11.340
10.870
11440
10.970
39520
34,910

55080

55730

345557
% 8090
54832
51426

5.1161

53694
03670
0.0205
0.113%8

-0.2268
L.7101
1.3913
0.1671

-0+5502

0.5750

0.5630

0.9980

0.98

30




oy
0.0581500
0.0581500
0.0581500
0.0581500

0.0318T700

0.0328200

TABLE F. 1V (contd.)

Lp

0.0318700
0.0%28200
0.0184700
0.0188400
0.0184700
0.0188400
0.0184T700

0.0188400

A3L calc

ASL exp

Error

Weight

34 440

33.149

52,911
20,103
19.470
21.394

20.762

38.310
53700

870
15.56¢
14.210
20.170

18.820

3.869T
0.5510

-0.67%2

-1.2242

-1.9416

05770
0.5640
1.0000
0.9890

N>
042350




TABLE F., V

HEAT DIIUTION NaCl EXTRAPOLATION: 80°C

Number of data points: 26
Debye-Hlickel limiting slope:
B = -281.23

C = 484.35

Standard Deviation:

1450.0

Molality Initial me Error

0.1002000 00074670 166.510 8.08%6

165,740 T.k032

0.1002000
0.0148900
0.01483900
0.0148900
0.0148900
0.0150300
0.0150300
0.0150300
0.0150300
0.0081000
0.0081000
0.0082520
0.0082520
0.05803%00
00580300
0.0592000
0.0592000

0.03%29500

0.0074860
0 .004953%0
00050530
00081000
0.008252

0.0049530
00050530

0.0081000
0.0082520
0.004953%0
0.0050530
0.0049530
00050530
0.0190800
00196200
0.0190800
0.0196200
00190800

2k 973

16.188

T1.027
69.583
72.585
Tl.141

31,21k

Ll 270
43,780
2k..580
21,820
44,090
43.600
25.400
a7 O"'
19,690
19.200
22,490
22,000
704560
69.940
T1.560
T0.940

31.710

2.8664
2.9700
-0.6352
-2,7148

2.2U485

5.6212
547248
-0 . 4666
03575
-1.0248
-0.2007

0.4962

0.1320
0.0630
)« 0610
00670
0.0650
0.9700
09510
1.0000
09810

0 .) \f\[\




Molality Initial

0.0329300
0.03293500
0.03%293%00
0.0190800
0.0196200
0.0295200

0.0295200

TABLE F. V. (contd.)

me

0.0196200

0.0580300
0.0592000
0.0295200
0.0295200
0.0580300

0.0592000

ABL calc

A%l exp Error

Weight

29,770
39.813
41,371
24 439

22.995

31.090

akna

38.850 =0.96!
39.850 -1.5210
27.140

26.520

43 . 420

Lh koo -3,

0

(

e UL

z) 00

000

0.6200

. 2640

shen
0.2450




APPENDIX G

PARTTIAL MOLAIL HEAT CONTENT OF THE SOLUTE

25_0 h_OO e @- 0 .FLQO
97.28 148.56 ] 225,18 262,33
78.753 159.13 2 : 73420 318.31
5011 154,45 25648 297.6% 349.97
1767 143.17 23950 311,21

-16.35 128.47 .22 318.39

-50.86 111.92 2314 C 321.82

-85.28 9k.38 22k, 322,75

-119.28 T6.41
-152.6% 58435

-185.18 4o L6

-247.56 579
=305495 -26.69

-333459 =41.95

-360.16 -56.49  143.66 4k .99
-410.11 -83.31 127.75 297 460 .7k

-455.78 -106.99 113.0 296426 481.98

-LgT1.21 ~127.44  101.81 . 501.82

=534 Ll -144 .60 92,11 522,04

=551450 -151.94 88.13
-567 «53 -158.46 84.T3
-621.54 -169,.02 79.73




T it

s RS- S

(6]

25
0.7T8k4
0.T347
0.TO9T
0.6928
0.6811

0.6727

0.6830
0.6921

0.TO24

0.T13T7

APPENDIX H

ACTIVITY COEFFICIENTS

EQ?

0.7T40
0.7305
0.7050
0.6907
0.6795
0.6719
0.6669
0.6628
0.6603
0.6590
0.6526
0.6602
0.6624
0.6675
0.6T45
0.6826
0.6926
0.7030

0.7126

0730

(o]

50
0.T7T0T
0.T270
0.T01T
0.6875

0.6765

60°
0.7669
0.7229
0.697h
0.683%3
0.6723
0.6651

0,660k

0.6564

06639
0.6712
0.6797
06900
07006

0.7101

0.7282

ZQ?
0.762T7

0.7181

0.7209

06720

0.6448

0.642L

v Ahef
00450
0.6509
~ Z .—.’

) e O5T0

0.6655




0.8170
0.8352
0.8541
0.8740
0.894T
0.9162

0.9389

0.9627%

0.9863

0.T3T7T
0.7519

0.7664

07970
0.8142
0.8311
0.8480
0.8681
0.8878
0.9081
0.928T7
0.9510
0.9733
09961

50°

07390
0.7530
0.76Th
0.7825
0.T9TT
0.814T
0.8312
0.8476
0.8675

.8865
0.9064
0.9261
0.94T76
0.9691

0.9908

07778
0.7928
0.8093
0.8252
0.8409
0 8604
0.8786

0.897T

0.7831
0.T7990
0.8142
0.8291
0.8480
0.865%
0.883%6
0.9012

0.9206

0.7992
0.813%
08314
08478

- YL
;’oF‘L)')

Qe Q :‘lT




APPENDIX I

PARTTAL MOLAL HEAT CONTENT OF THE SOLVENT

_62 O mo

-0.051 -0+105 o1l
-0.076 -0.229

-0.054

0.018

0.137

-0.918
=0.997
-1.075
-1.244
-1.450
1.408
1.648

2.134




(&)

25
16.083
17.389
18.564
19.

20.030
20.428
21.071
21.490
21.663
21.570
21.188
20.498
19.480
18.112
16.37T
14.255
11.726

8.773

-12.179

-16.2%0

-9.270
-11.560
-1k .173
-17.126

=434

-6.536

-9.037

-11.860

-15.019 -37.60%

-18.528  -42.957

-10.110
-10.786
-11.485
=12.950
-14.507
-16.155
-17.894
-19.726
-21.650
-23.667
=25.776
-27.978
-30.275%
-32.661

-35,143

-15.062
-16.091
-17.156
-19.3%392
-21.771
-2L . 293

26 .958

-45.986
=49 . 667

) ),
-53% .-5'(v‘-r




APPENDIX J

OSMOTIC COEFFICIENTS

25° 4o® ‘ 600
0.9324k  0.9317 e 0.9296  0.9283
0.9245  0.9243  0.9235  0.9223  0.9208
0.9215 2 0.9212 0.9200 0.918k 0.9165
09203 0.92 2 0.9200 0.9185 0.9166
0.9209 : 0.922 0.9217 0.9202
0.9250  0.9254 92 0.9250  0.9236
0.9257 )2 292 0.9287 0.927h

0.9288 2 93532 0.9%28 0.9317

0.9370 0.9559
0.9414 0.940k 0.9386
0.9504 0.9495 0.9479
0.9603 0.9596 0.9581
0.9670
0.9712 0.9718 <971 0.9697
723 ).9828 0.9812
0.9723 0.980! ).9828 )+ 98:

0.9833 0.99: 0.9946 0.9954 ) « QQUE 0.9926

0.9948 3 1.0067 ( 55 1.0042

1.0068 : 1.0191 1.0161

1.0170 1.0295 30¢ 1.0290 1.0262

318 2 0282
1.0192 1.0318 1.0311  1.02€




1.0453
1.0587
1.0725
1.0850
1.0867
1.1013
1Lelid58
1.1%06
1.1456
1.1608
1.1761
1.1916
1.2072
1.2229
1.2389
1.2548

1.2706

EQF
1.0419
1.0551
1.068M4
1.0820
1.0944
1.0960
1.1100
1.1242
1.1385
1.1529
1.167h
1.1818
1,196k

1.2110

SQO
1.0448
1.0580
1.0712
1.0846
1.0969
1.098%
1.1119
1.1259

1.1398

1.1817
1.1957

1.2095

60()

1.0454
1.058%4
1.0714
1.0845
1.0967

1.0980

1.0694
1.0823
1.0943
1.0954

.]. . l’) H:“

1.1611
1.1741
1.1871
1.1994
1.2121

1.2249

1.0899

1.0909




APPENDIX K

RELIATIVE PARTIAL MOLAL HEAT CAPACITY NaCl (J2)

CONC.
0.1
0. :_,

0.3

14,40
15.47

21.00




APPENDIX L

GLOSSARY OF SYMBOLS

Debye-Hiickel limiting slope
Distance of closest approach parameter

Specific heat of solution at constant pressure

Specific heat of pure solvent

Partial molal heat capacity of solute

Partial molal heat capacity of solute at infinite dilution
Dielectric constant of solvent

Total heat content

Total heat content in reference state

Partial molal heat content of solvent, solute

Partial molal heat content of solvent, solute in standarc state
Heat of dilution

Heat of solution

Ionic strength

Relative parbtial molal heat capacity of solute

Relative heat content of solution

Relative partial molal heat content of solvent, solute

Molality (conccntration in moles per 1000g. of solvent)

Number of moles
Gas constant in calories per mole degree

Absolute temperature

Reference temperature (EQBOK in this research)
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