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Task Allocation

Background

m Communication systems
O Large-Scale
O Distributed
0 Heterogeneous

Control center
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Background

m Challenges

O Increase in size, traffic, applications, services
O Need for dynamically = — ‘

m optimizing their performance

® monitoring their operation

m reconfiguring their topology
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Background

m Self-organizing autonomous nodes serving

Dac/'u Co”ep Ton Syd‘em

different level networks
O Data collection
O Monitoring

0 Optimization
0O Management
O wee

.......
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Motivation

m Next-Generation Networks

O Cognitive devices
0O Unmanned aerial vehicles

m Require the nodes are autonomous and self-adapting

m Key Problem

0 Task Allocation among a group of agents

Allocate blue task
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: =0 .\ OK, I'mon it ! %— -3
l,)l'()ll(',"‘l-:\\' {r”:/‘"l 5 \‘\\_‘\\\ [ =] J— [ .......................... — \{

oo 5 |“ 5
Different concentrations®
of aerosol Se&

O ‘\L_ B, Air-to-Air e
N / | Link (A2A)

Mission Control =
Center (MCC) YO

ﬁ,,\ : Air-to-Ground

Link (A2G)

Virginia Clarence Bingsheng Wang — CS 6204— Mobile Computing



I.I_ Task Allocation

Introduction

m Applications of Autonomous and Self-adapting

agents
0 Robotics control
O Software systems




Introduction

m These existing models are unsuitable for task

allocation problems due to various reasons

0 Existing papers are mainly tailored for military
operations, computer systems, or software
engineering

0 The tasks are generally considered as static
abstract entities with very simple characteristics
and no intelligence

O The existing models do not consider any aspects of
wireless communication networks

m Characteristics of wireless channel
m The presence of data traffic
m The need for wireless data transmission
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Introduction

m The main existing contributions within wireless

networking in this area
0O Deploy unmanned aerial vehicles (UAVSs)

m Efficiently perform preassigned and predetermined

tasks in numerous applications
0 Connectivity improvement in ad hoc network

m Focus on centralized solutions

0 Find the optimal locations for the deployment of
UAVs
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Introduction

m This paper
O Propose a wireless communication-oriented model

for the problem of task allocation among a number
of autonomous agents

0 Address the issue

m Task allocation
0 Environment

m Wireless communication systems consisting of
autonomous agents
O Distributed system

Virginia Clarence Bingsheng Wang - CS 6204— Mobile Computing 10



System Model

L —

Agents
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System Model

m System representation
0O M wireless agents
s M ={1,2,..., M}
O Single network operator

0 Central command center
0 These agents are required to serve T tasks

a7 =1{1,2,..,T}
mwhere T > M
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Tasks

m Source of Data

m Each task i € T represents an M/D/1 queuing

system

O whereby packets of constant size of B are
generated using a Poisson arrival with an average
arrival rate of /;

m Consider different classes of tasks
0O Can represent a group of mobile devices

m such as sensors, video surveillance devices, etc.

m These devices need to buffer their data locally and await
to be serviced
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Agents

m Service tasks

0 Move to a task location
0 Collect data

O Transmit data using a wireless link to the central
receiver

m Agent i € M offers transmission capacity y;, in
packets/second

- - 1
0 Service time: ”
l

m Collector: collecting data

m Relay: transmit data
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Total Transmission Capacity

m Link transmission capacity depends solely on the
capacities of the agents.

m A group of agents G © M are agents for any task,
then the total link transmission capacity with
which tasks can be serviced by G can be given by

ﬂGzzﬂj

JEG
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Successful Transmission Probability

m Relays locate themselves at equal distances from
the task to form multi-hop agents.

m The probability of successful transmission of a
packet of size B bits from the collectors present at
a task [ €T through a path of m agents,
Q; ={iy, iy, ..., i}, iy =1 1is the task being
serviced, i,, 1s the central server, any other
i, € Q; 1s relay-agent.
O Pri® =T[5 Py, ddd

O Prf}’l“r1 is the probability of successful transmission of

a single bit from agent i, to agent i,
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Successful Transmission Probability

m The probability 1s given by the probability of
maintaining the SNR(signal to noise ratio) at the
receiver above a target level v

41 0?vo(Dy, i )a
m Pr/"" = exp ( htl )
h KP
0 o2 is the variance of the Gaussian noise
O k is a path loss constant
O a is the path loss exponent

O D; is the distance between nodes i;, and i,

hin+1
0 P is the maximum transmit power of agent i,
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Serving Tasks

m For servicing a number of tasks C € 7T, a group of
agents G © M can sequentially move from one
task to the other in € with a constant velocity 1.
The group G of agents, servicing the tasks in C,
stop at each task, with the collectors collecting
and transmitting the packets using the relays.

m The collectors would move from one task to the
other, only if all the packets in the queue at the
current task have been transmitted to the receiver.
The relays also move to connect the task being
served to the central receiver
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System Model

The Command Center is
the intelligence that has
some control over the
agents

The task allocation
problem among the
agents can be

mapped into the
problem of the
formation Of Agent 2 acts as a collector,
Adeiits 4 5d 5 oot collecting and transmitting
cgl gents 4 and S act as a Ak Booin visks 4 5. snd 6
Coahtlons single collector, collecting L MU TSRS Yoy A1
. Agent | acts as a through Agent 3 which acts
and transmitting data from ; ) ..
collector, collecting and as a relay. Both agents visit
tasks 1,2, and 3. The tasks s = ; % g
S 3 transmitting data from tasks 4,5,6 continuously in
are visited in the order 1,2,3
task 7 that order.

continuously in that order
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Coalitional Game Formation

m Model task allocation as a coalitional game with

transferable utility

0 Coalitional Game: groups of players can achieve
rather than on what individual players can do.

m Propose a suitable utility function for this model

O represents the total revenue achieved by a
coalition.
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Game Formulation

m The task allocation coalitional game 1s played
between the agents and the tasks.

m The players set V' contains both agents and tasks,
e, N =MUT

m For any coalition § €& V'

0 agents: collectors and relays
O tasks

Virginia Clarence Bingsheng Wang - CS 6204— Mobile Computing 21



Polling System

m A polling system 1s one that contains a number of
queues served in cyclic order.

mIn a polling system, a single server moves
between multiple queues in order to extract the
packets from each queue, 1n a sequential and
cyclic manner.

m The proposed task servicing scheme could be
mapped as polling system.

m Single server
O The collectors of every coalition

Virginia Clarence Bingsheng Wang — CS 6204- Mobile Computing 22
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Polling System

m The exhaustive strategy for a polling system

0 Whenever the collectors stop at any task i € S, they
service a queue until emptying the queue

O This strategy is applied at the level of every
coalition SC vV

B Switchover time

0 The time for the server to move from one queue to
the other
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Property 1

m In the proposed task allocation model, every
coalition S € N 1s a polling system with an
exhaustive polling strategy and deterministic
nonzero switchover times.

m In each such polling system S, the collector-
agents are seen as the polling system server, and
the tasks are the queues that the collector-agents
must service.
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Property 2

® When move from one task to the other, assume all
agents start their mobility at the same time, and
move 1n straight line trajectories.

m 0; ; denotes the swichcover time from task i to j.

m Within any given coalition S, the switchover time
between two tasks corresponds to the constant
time 1t takes for one of the collectors to move
from one of the tasks to the next.
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Waiting Time

m Pseudoconservation Law

i
Z W Z?ESHT #GS' 92(;
PiVVi = pPs :

= 5=

ieSNT - 21 =ps) 2
0s 2 2
i3 Ps — P;
21 = ps) ! ’ iEZ‘;?r;T ]

B 05 = Diconr P; and p;= the utilization factor

of task i

O A; is the average arrival rate of each task

0 u%s is the total link transmission capacity of
coalition §

O Gs is the collectors in coalition S

2|SﬂT|

uGS ’

0;, i, ., 18 the sum of switchover time
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Task Allocation

Waiting Time

The average queuing

delay for M/D/1 The delay resulting
queues, weighed by pg from the switchover
period.

Conclusion: Adding more collectors -> increasing u%s ->
decreasing pg -> Reducing waiting time
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Stability

m For any coalition S in the system, the following
condition must hold
O ps <1
m This condition is a requirement for the stability of
any polling system. Therefore, it’s also a
requirement for the stability of any coalition in
the system
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Utility Function

m In the proposed game, for every coalition S € NV,
the agents must determine the order in which the
tasks in S are visited, 1.e., the path
{il, L2y ooy | Sn:r|} which 1s an ordering over the set

of tasks in S given by SN 7.

B Goal: Minimize the total switchover time for one
round of data collection

m Traveling salesman problem

0O NP-complete
0 The nearest neighbor algorithm

Virginia Clarence Bingsheng Wang — CS 6204- Mobile Computing 29

mTech



Utility Function

m For every coalition, the benefit, in terms of the
average effective throughput that the coalition 1s
able to achieve,

Ls = z Ai * Pt cr

LESNT
m Adding more relays will reduce the distances over
which transmission 1s occurring, thus, improving
the probability of successful transmission.

m Throughput or Waiting time’!

Virginia Clarence Bingsheng Wang - CS 6204— Mobile Computing 30



Utility Function

m Exhibit a trade-off between the throughput and
the delay

m The utility of every coalition S 1s evaluated using
a coalitional value function based on the power

concept
( 1B
) 2 if pg<land|S|>1
= —~\(1-5)"’
v(S) =3 (ZieSnT piWi)
\ 0, otherwise

m 5 € (0,1) is a throughput-delay trade-off parameter,
0 1s the price per unit power that the network offers
to coalition S.
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Coalitional Game

m Consequently, given the set of players V', and the
given value function v, we define a coalitional
game (V, v) with transferable utility (TU).

m The total achieved revenue can be arbitrarily
apportioned between the coalition members.

m Equal fair allocation rule: the payoff of any player
[ €S, denoted by xf 1S given by

s v(S)

X;5 = ———

- |S]

0O Represents the amount of revenue that playeric S
receives from the total revenue v(S) that coalition S

generates
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Task Allocation as a Hedonic
Coalition Formation Game

m Hedonic Coalition Formation: Concepts & Model
m Hedonic Coalition Formation: Algorithm

m Distributed Implementation Possibilities
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Hedonic Coalition Formation:
Concepts & Model

m Hedonic coalition
0O Economics; Wireless networks

m Two key requirements for classifying a coalitional

game as a hedonic game

0 The payoff of any player depends so/ely on the
numbers of the coalition to which the player
belongs

0O The coalitions form as a result of the preferences of
the players over their possible coalitions’ set
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Coalition Partition & Player’s Coalition

m Def. 1: A coalition structure or a coalition
partition is defined as the set [ = {S1,S,, ..., S;}
which partitions the players set N, 1.e.,

Vk,S,, € N are disjoint coalitions such that
Ub_1 Sk = V.

m Def. 2: Given a partition || of V', for every player
i € V', we denote by Spy (i), the coalition to
which player i belongs, i.e., coalition Sp (i) =
Sr €], such thati € S,
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A

Preference Relation & Hedonic Coalition Game

Task Allocation

m Def. 3: For any player i € V, a preference
relation or order =; 1s defined as a complete,

reflexive, and transitive binary relation over the
set of all coalitions that player i can possibly
form, i.e., the set {S};, € N:i € S} }

m Def. 4: A hedonic coalition formation game 1s a
coalitional game that satisfies the two hedonic
conditions previously mentioned, and 1s defined
by the pair (JV, >) where )V is the set of players
and > 1s a profile of preferences

=T
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Evaluate Preference Relation

m For agents, S, =y S; © u(S,) = u(S,), where,
w, ifS=Sq()&S\{} ST

u(s) =10, if Se€hn(i)

xiS , otherwise

0 Where, h(i) is the history set of player i
m For tasks, 78 < wi(S:) > w;(S))

, 0, iftSeh(y),
wi(S) = { _ (7):

9. otherwise.

3
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Bound on the number of collector-agents

For the proposed hedonic coalition formation model for task allocation,
assuming that all collector-agents have an equal link transmission capacity
Ui = WU, any coalition S € N with § N M agents, must have at least

|G| min collector agents (Gg € S N M) as follows:

_ ZiEHﬁT Ai ‘

Gs
I

> |G'$|min

Further, when all the tasks in S belong to the same class, we have

SNT|-A

min [ ?

|Gs|

which constitutes an upper bound on the number of collector agents as a
function of the number of tasks |S N T'| for a given coalition S.

Virginia
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Hedonic Coalition Formation: Algorithm

m The rule for coalition formation(Def. 5) : Given a
partition [[ = {5y, ..., S;} of the set of players
(agents and tasks) V', a player i decides to leave
its current coalition Sy (i) = S,,,, for some

m € {1, ..., 1} and join another coalition
S, € MU {@}, if and only if S}, U {i} >; S(i).
Hence, {S,,,, Si.} = {S,,\{i}, S, U {i} }.

m Starting from any initial network partition initial, the proposed
hedonic coalition formation phase of the proposed algorithm
always converges to a final network partition Ily composed of

a number of disjoint coalitions.
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Nash-stable & Partition Stable

Definition 6. A partition 11 — {Sy,...,5;} is Nash-stable if
Vi e N, Sul(i) =; S U{i} for all S € ILU{D} (for agents
—i=>= M, Vi € NN M and for tasks =;=>1,Vi € N NT).

Definition 7. A partition 11 — {5;,...,5;} is individually
stable if there do not exist i € N, and a coalition S)
ITU{P} such that Si U {i} >; Su(z) and Sp U {i} =; Si for
all j € Sy, (for agents ===, Vi € N' N M and for tasks —;
=7, Vie N NT fﬂ?’ tasks).

® Any partition [l¢ resulting from the hedonic

coalition formation phase of the proposed

algorithm 1s Nash-stable, and hence individually
stable.
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Distributed Implementation Possibilities

B Command server and Central receiver

m Information for performing coalition formation
O Agents: Location and arrival rate of tasks

m Tasks’ owner -> Command Center -> Databases

m Agents could access databases to get the information
O Tasks: the actual presence of agents

m Agents announce/broadcast their presence to the tasks

m Given the information that needs to be known by each player,
the proposed algorithm can be implemented in a distributed
way since the switch operation can be performed by the tasks
or the agents independently of any centralized entity
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Conclusions
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.I Initial State

The network is partitioned by ITipiia = {S1, ..., Sk}. At the beginning of all time [Ty =N = MUT
with no tasks being serviced by any agent.
Three Phases for the Proposed Hedonic Coalition Formation Algorithm
Phase I - Task Discovery:
a) The command center is informed by one or multiple owners about the existence and characteristics
of new tasks.
b) The central command center conveys the information on the initial network partition Il by entering
the information in appropriate databases such as those used for example, in cognitive radio networks for

primary user information distribution [35], or in unmanned aerial vehicles operation [36], [37].

Phase 1l - Hedonic Coalition Formation:
In this phase, hedonic coalition formation occurs as follows:
repeat
For every player i € A/, given a current partition ITeypent (in the first round Teurent = Minial)-
a) Player 7 investigates possible switch operations using the preferences given, respectively, by (9)
and (11) for the agents and tasks.
b) Player i performs the switch operation that maximizes its payoff as follows:
b.1) Player 7 updates its history k(i) by adding coalition Sy, (). before leaving it.
b.2) Player i leaves its current coalition Sty ... (7).
b.3) Player 7 joins the new coalition that maximizes its payoff.

until convergence to a final Nash-stable partition 1.
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I.I Phase Il - Data Collection
a) The network is partitioned using ITgpa-
b) The agents in each coalition Sy € Il continuously perform the following operations, i.e., act as a
polling system with exhaustive strategy and switchover times:
b.1) Visit a first task in their respective coalitions.
b.2) The collector-agents collect the data from the task that is being visited.
b.3) The collector-agents transmit the data using wireless links to the central receiver either directly,
or through other relay-agents.
b.4) Once the queue of the current is empty, visit the next task.
The order in which the tasks are visited is determined by the nearest neighbor solution to the traveling
salesman problem (Section III, Property 3). This third phase is continuously repeated and performed by
all the agents in II¢ for a fixed period of time W (for static environments W = 00).
Adaptation to environmental changes (periodic process)
a) In the presence of environmental changes, such as the deployment of new tasks, the removal of
existing tasks, or periodic low mobility of the tasks, the third phase of the algorithm is performed
continuously only for a fixed period of time W.
b) After W elapses, the first two phases are repeated to allow the players to self-organize and adapt the
topology to these environmental changes.

¢) This process is repeated periodically for networks where environmental changes may occur.
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