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Introduction

• The energy consumption of data centers has 

become an essential problem

– In 2013 U.S. data centers consumed an estimated 91 

billion kwh of electricity [4]

– Increase to roughly 140 billion kwh annually by 2020 [4]

• $13 billion annually in electricity bills and 100 million metric 

tons of carbon pollution per year

4[4]http://www.nrdc.org/energy/data-center-efficiency-assessment.asp



Introduction

• The main sources of power consumption in a 

data center 

– Cooling

– Computing resources

– Network elements
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Method 1

• Data center networks become larger and larger

– The complexity of solving this optimization problem 

increases

• Hierarchical energy optimization (HERO) model

– Turning off some elements

– Without violating the connectivity and QoS

constraints
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Method 1

• Five kinds of traffic

– F1 : intra-edge switch traffic

– F2 : inter-edge but intra-pod traffic

– F3 : inter-pod traffic

– F4 : incoming traffic

– F5 : outgoing traffic
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Method 1

• Two level power optimization

– Core-level

• Determine the core switches that must stay active to flow the 

outgoing traffic

• Determine the aggregation switches which serve the out-pod 

traffic in each pod

– Pod-level

• Determine the aggregation switches that must be powered to 

flow the intra-pod traffic
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Method 1
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Method 1

• Large traffic flows
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Method 1

• Small traffic flows
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Method 2

• Purpose 

– Minimize switch usage to save energy

– Adjust link rates of switch ports according to traffic 

loads
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Method 2

• Optimization formulation of the problem
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Method 2

• Greedy approach

– Utilize as few switches, switch links and switch link 

rates as possible

– No active switches in the network system at the 

beginning

• Switches are only enabled when packet arrives

– Packets are automatically routed to a path on a 

spanning tree with the least link rate
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Method 2
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Method 2
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Method 2
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Method 2
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Method 3

• In a typical data center from Google

– The network power is approximately 20% of the total 

power when the servers are utilized at 100%

– But it increases to 50% when the utilization of servers 

decreases to 15%

22



Method 3 

• Purpose

– Improve the energy efficiency in DCNs

• Explore unique features of data centers

– Regularity of the topology

• Fat-Tree, BCube and DCell

– VM assignment

– Application characteristics

• Design the VM assignment based on the 

applications’ characteristics and regularity of the 

topology
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Method 3

• General framework
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Method 3

• Modeling the energy-saving problem

– Model by integer program
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Theorem 1. Finding the optimality of the energy-saving problem in DCNs 

is NP-hard



Method 3

• Energy-efficient VM assignments

– Three main principles for minimizing energy 

1. At the rack level

• Compacting VMs into racks as tightly as possible to 

minimize the power consumption of the ToR switches

2. At the aggregation level

• Compacting VMs into a single rack is better than 

distributing the VMs into k racks 

3. At the pod level

• Same job, same pod
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Method 3
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Method 3

• Algorithm 1- example
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Method 3

• Energy-efficient Routing
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Method 3
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Method 3
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Conclusions

• Turn on/off the switches [1][2][3]

• VM assignment and energy-efficient routing[3]

• Power saving 

– IT equipment

• Server [3] 

• Switch [1][2][3]
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Conclusions
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[1] ○ Fat-Tree ○ ○

[2] ○ ○ Fat-Tree ○

[3] ○ ○ Fat-Tree ○


