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Heterogeneous Video Transcoding to Lower
Spatio-Temporal Resolutions and Different Encoding
Formats

Tamer Shanableh and Mohammed Ghanl&enior Member, IEEE

Abstract—n this work, transcoding of pre-encoded MPEG-1, TABLE |
2 video into lower bit rates is realized through altering the coding PERCENTAGE OF PROCESSING TIME
algorithm into H.261/H.263 standards with lower spatio-temporal REQUIRED TO CARRY OUT MOTION ESTIMATION AND MACROBLOCK
resolutions. For this heterogeneous transcoding, we extract and DECISIONS IN ANMPEG-1 BNCODER

compose a set of candidate motion vectors, from the incoming
. . . Category Fast DCT Brute-force DCT

bit stream, to comply with the encoding format of the output

bit stream. For the spatial resolution reduction we generate one Mobile Claire Mobile Claire
motion vector out of a set of input motion vectors operating on P-frame ME 66.1% 68.4% 5339 56.1%
the hlgher spatlal resolution image. Flnally, for the temporal B foome ME 3% 0% % 8%
resolution reduction we compose new motion vectors from the

dropped frames motion vectors. Throughout the paper, we discuss ~ P-frame MB-decisions 4.2% 3.3% 34% 2.9%
the impact of motion estimation refinement on the new motion  B-frame MB-decisions 9.6% 6.8% 5.7% 5.2%

vectors and show that for all cases a simple half-pixel refinement
is sufficient for near-optimum results.

Index Terms—Digital TV, image conversion, video compression, comprises more than 60-70% of the encoding complexity, is
video signal processing. no longer needed (see Table ), these transcoders can be made
sufficiently fast, such that software based transcoding, with
even today technology is quite feasible [4].

So far, homogeneous transcoding of MPEG-2 to MPEG-2
T HE forthcoming multimedia telecommunication servicem]l H.261 to H.261 [5], and H.263 to H.263 [6] have been in-

are expected to use pre-encoded video for storage apdtigated. However, there are requirements for heterogeneous
transmission. The heterogeneity of the present communicat{(pghscodmg, such that decoders of one type (e.g., H.263) might
networks in addition to the user preference of quality, demangd$sh to receive video coded by another form (e.g., MPEG-2).
matching the bit rate of the video source to the channghs is becoming particularly important for transmitting video
constraints and characteristics. over low bandwidth channels or hostile environments such as

In the past, various layered coding techniques have been ggs mobile networks and the Internet. The emergence of the
vised for dynamic, yet limited, bit rate adaptation [1], [2]. IForthcoming Universal Mobile Telecommunication System
these coding techniques, an image sequence is encoded intO(\@MTS) carrying video, voice, and data is a good example [11].
ious levels with varying degrees of importance. Although these | this case, in contrast to homogeneous transcoding, picture
techniques can provide a minimum quality of service, they c@he, picture resolution, directionality of motion vectors, and
have several shortfalls, namely, the overall bit rate of a mU'BTcture rate might all change. These impose a heavy processing
layer encoder can be much larger than a single layer one [3] gfirden on the operation of the transcoders. The main objective
the case of video on demand, the number of available layers ¢afhis paper is to investigate these bottlenecks and propose so-
limit the user choice, or may not accommodate future network§tions to alleviate the problems.
such as video over mobile networks at lower bit rates. The organization of this paper is as follows. The het-

To resolve this problem, recently various video transcodingogeneous video transcoder is introduced in Section II. In
techniques have been developed to convert compresseddaition 11l we look at the extraction of motion vectors when
streams into lower rates [4]-{10]. These are a cascade of viqgeture-encoding format is changed. Section IV deals with the
decoder and encoder, with the advantage that no new motjgihact of spatial resolution reduction on the motion extraction.
estimation is carried out. Since motion estimation, whicfiis impact on the temporal resolution reduction is presented

in Section V. Section VI concludes the paper.

. INTRODUCTION
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Fig. 1. A heterogeneous video transcoder. Ne
M=1
to simplify the transcoder further [8]. However, in the hetero \ i \
geneous transcoding, due to spatio-temporal sub-sampling, € P P, Pg Py P P Pr Pu Pu Pis Pig Piv Pis
different encoding structures of the input and output bit stream b) output pictures, N=os, M=1

these loops are no longer identical, and hence a generic h

erogeneous transcoder might be realized, as the one showr

Fig. 1. In this figure, the incoming bitstream is fully decoded by

a higher resolution decoder, compatible with the incoming b

stream. The extracted motion vectors are then post-process II:’;_‘;"

according to the desired output encoding structure, and if =~

quired, they are properly scaled down to suit the lower spatic

temporal resolution encoder. In case post-processing is not su

cient, the extracted motion vectors are refined to improve the e ¢) output pictures, N=eo, M=2

coding efficiency. The decoded pictures are accordingly down-

sampled spatially and or temporally, and the down-sampled ifig- 2. Pic_ture types of_the input and output bit stream in the display order, but
. . numbered in the encoding order.

ages are encoded with the new motion vectors.

Note that, although it appears that two complete sets of
decoder and encoder are used, but since the incoming motion
vectors are re-employed, and other encoding decisions, sucln a heterogeneous video transcoding, it is likely that the
as macroblock types can be extracted from the incoming kitcoding format of a picture in the incoming bitstream is dif-
stream, the above decoder/encoder is much simpler thanfarent from that of the outgoing bitstream, (e.g., transcoding of
off-the-shelf codec. Table | shows the portion of the processiPEG-2 into H.261 or H.263). For the standard codecs, a va-
time required by the full-search motion estimation and théety of format transcoding can exist. However to confine the
macroblock decision in the MPEG Software Simulation Grougiscussion into a reasonable size, in the following we assume
(MSSG) MPEG-1 encoder [19], at 1.5 Mbit/s. The GOP sizéhat the group of pictures (GOP) in the incoming bit stream has
was N = 12 pictures and the picture sub-group size (distan@elength of 12 pictureéN = 12) and the sub-group of three
between the anchor I/P pictures) was setfo= 3 pictures. A pictures(M = 3) and the format of the output picture sequence
Pentium Il processor was used to run the encoder and gatisegither that of H.261 or H.263, with the sequence structures of
the statistics. The motion search size for P-pictures was sef{fé = co, M = 1) and(N = oo, M = 2), respectively, (al-

11 x 11 pixels, and for the B-pictures the search areas wetteough H.263 is flexible to use limitef). We have considered

3 x 3and7 x 7 pixels for both forward and backward motionthese scenarios as the two most likely cases of the conversion,
estimation, depending on their distances from the predictadd the method can be easily generalized to other picture for-
anchor picture. Finally, since software based codecs mighats of the incoming and outgoing bit streams.

employ fast DCT, the measurements were also carried out orSince the main feature of the transcoding is to employ the

the brute-forced and fast DCT/IDCT parts. motion vectors of the incoming bitstream in the outgoing one,

As the table shows motion estimation, irrespective of thten the extracted motion vectors have to be compatible with the
scene complexity, comprises about 66-68% of the processamgoding nature of the output bit stream. For example, the mo-
power required to encode a P-picture with a software cod#an vectors of the incoming bit stream of our discussidh=
using fast DCT. This value for B-pictures, is slightly less]2, A = 3) vary from picture to picture, as shown in Fig. 2(a).
at 58-61%. B-pictures consume more processing in théipictures do not carry any motion vectors. The motion vectors
macroblock decisions, which count about 7-10%. Overall, amthe P-pictures are referenced to the third preceding pictures,
the average macroblock decision plus the motion estimatiamile those of B-pictures might use forward and backward pre-
comprise about 70% of all the processing power. Thus, if tligctions only from their anchor I/P-pictures. On the other hand,
motion scaling and refinement is not computationally intensivéhe motion vectors of the pictures in the output bit stream with
then avoiding combined macroblock decision and motiche purely interframe coded picture¥ = co, M = 1), require
estimation can speed up transcoding process by 100/(100-70)e addressed to their immediate previous picture [Fig. 2(b)].
or roughly three times. For N = oo andM = 2 of Fig. 2(c), every alternate picture

Ps Bs P; B P9 Bz Pu Bu Pz Bis Pis Bz Piy

[ll. TRANSCODING INTO ADIFFERENT CODING FORMAT
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uses forward prediction (P-pictures) and the remaining ones estimate. To choose the best vector, the decoded picture is mo-

bi-directional predictions (B-pictures). Thus, the nature of exion compensated with all the candidate motion vectors and the

traction of the motion vectors, and their usage also dependstm@st one is chosen. In case no motion vector is availéhle)

the picture type. motion vector or Intra coding is also tested. The number of com-
In Fig. 2, pictures are presented in the display order, but grarisons can be limited to less than nine, which is equivalent to

numbered in the encoding order. Considering that the first inptitl pixel search in motion estimation.

picture isI, and its second one iB;, then due to reordering  Similarly, for the second B-picture in the sub-group, such as

of pictures in the output stream, transcoding of every future aBy, one can find several motion candidates. For example, the

chor picture, such a#}, has to be postponed after their cormotion vector of the output P-pictur;, corresponding to the

responding bi-directional B-pictures (e.@z, andBs) are de- second input B-picture in the sub-gro(is) can be

coded. This introduces a transcoding delay, and its vallit-is .
1 pictures. Also, due to this reordering, the encoding orders of .
the output P-pictures, become two pictufdg — 1 = 3 — 1)
more than the encoding orders of their input anchor pictures, as,
shown in Fig. 2. .
A. Picture Format Transcoding Frofiv = 12, M = 3) Into
(N=o00,M =1)

For the start, let us look at the encoding format conversion of
each picture type frolv = 12, M =3 intoN = oo, M =1, .

_ Y/fwd.
4—8

motion vector,

forward differential motion vecto/{*<
image of its backward differential
—(VJJWS _ Vﬁbw;}l)-

7— 7—9 /1
image of its backward motion vector,V>"d;
one half of its differential motion vector with the future

anchor P-picture(1/2)(VEvd + vy,

« one half of its forward motion vectofl /2)Vd;

image of half of its previous B-picture backward motion
vector, —(1/2)Vd
one third of its future anchor P-picture motion vector,

like MPEG-1 to H.261. As might be expected, in addition to

the differences in picture type, not all the macroblocks of the ] ]

input pictures carry appropriate forward motion vectors to d some more. It should be noted that in the B-pictures pre-

used directly at the output bit stream. In such cases, howew§ding an I-picture (e.9.31, and Bi»), due to the absence

we can approximate them, by assuming the motion between ffgnotion vector in the future anchor picture (I-picture), the

pictures is uniform, such that the forward and the reverse motiBHMPer of candidate motion vectors is less than these two cases.

vectors are images of each other, or an interframe motion vectord e candidate motion vectors in transcoding of an input

is a scaled version of a larger picture distance and so on. In cBsBicture, such a#%, to the output P-picturé can be

no motion vector is found, one might either usg0a0) mo- . jmage of the backward motion vector of the second B-pic-

tion vector or at the worst case mtraframe_ code the underlying  iyre in its sub-group- V;Pd:

macroblock. Finally, all thg estimated motlo_n vectors_are com- , its forward differential motion vector with the second

pared, and the one that gives the least coding error in terms of - g_picture in the sub-groupg/f¥d — Vivd:

sum of absolute differences (SAD) is chosen. Since the number, gne third of its forward motion vectof] /3)V{vd.

of pos_sible motion vector candid_ates is picture dependent,_ inthe, image of half of the backward motion vector of the first

fqllowmg we examine the most likely candidates for each input B-picture in the sub-groups (1/2)V:2"4;

picture type. _ _ _ _ - image of the first B-picture in the sub-group, offset by its
For the first B-picture in the sub-group of an input bit stream,  oytput motion vector Vud — yout

such asBg, this picture is converted into an output P-pictitte

with a prediction fromPs, as shown in Fig. 2(b). The new outputin transcoding of an I-picture such &g to an output P-picture,

motion vectorV ! can be related to the input motion vectord 12, due to the absence of forward motion vector in the picture,
with either of the following forms: possible candidate motion vectors are less, unless one uses more

crude estimates. For this picture, good candidates are:

(1/3)Visg

* to its forward motion vectory/¥<;
* its backward differential motion vector from its future an-
chor picture V4 + ybwd,

» one-third of its future anchor P-picture motion vector,

¢ image of the backward motion vector of the second B-pic-
ture in the sub-group; V,5vd, ,;
« image of half of the backward motion vector of the first

(1/3)Vivd: B-picture in the sub-grou&,_(l/2)Vfg}ﬁln; _

« image of the half of its backward motion vector, ¢ image of the first B-picture in the sub-group, offset by its
—(1/2)Vbvd; output motion vectors- V¥4, | — Vgut |

* half Ofm'lts next B-picture forward motion Vector, gy 3 shows the quality of transcoded video of the Flower se-
(1/2)Vi%s. quence from 4 Mbit/s coded with MPEG-1 with the GOP struc-

The first two almost give the exact value of forward interframture of N = 12, M = 3 into purely P-picture$N = oo, M =
motion vector. The last three assumes the motion is unifori, at 2 Mbit/s. For comparison re-encoded video (decoded at
and the output motion vector is a properly scaled version of theMbit/s and encoded again at a new bit rate with full motion
available input motion vectors. To the above list, some poorggarch) withV = oo andd/ = 1 at 2 Mbit/s, which use£15.5
motion estimates, such ag/”Vd, — (VP — VPvd) and others  pixels full motion search is also shown.

might be added. However, since some of these motion vectords Fig. 3 shows, the candidate motion vectors are very close
may not be available, the more the candidates, the better is th¢hose derived by the full search method in the re-encoding of
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Fig. 3. Transcoding of 4 Mbit/$N = 12,0 = 3) video into 2 Mbit/s

(N = oo andM = 1) of the Flower sequence Fig. 4. Refinement of motion vectors with and without half pixel precision.

the decoded image. If the estimated motion vectors are refined® tS forward motion vectory/;s; ,
to +0.5 pixel @-0.5 pixel search around the best-derived motion * differential motion vector of thefflﬂlture abn((:lhor P-picture
vector), then its performance reaches to that of the re-encoding. an.d Its ballckward. motion yectdﬁﬁﬁ + V2Zs) .

In order to evaluate the extent of required refinement, the * tw'?fdf)f its previous B-picture forward motion vector,
search area around the best derived motion vector was increased ZV‘HS'_ . . .
from +0.5 pixel to a maximum of=15.5 pixel (MAX ME = * two thlg‘jld(')f its future anchor p-picture motion vector,
15.5). Fig. 4 shows that refinement wit#0.5 pixel is good (2./3)‘/4?7}] . f its backward .
enough to achieve an acceptable performance, and further re- tW|cech(>l- the image of its backward motion vector,
finement does not improve the motion compensation efficiency | —2Vr

7—9
significantly. This indicates that the candidate motion vectors image of the backward motion vector of its previous B-pic-
are very well chosen.

ture, —VPvd

The figure also shows that when the estimated motion vedld some others. Again, other input-picture types, might use
tors are rounded to integer values (required in H.261), the nﬂjﬁere”t _candldates. For _example in converting inpg of
tion compensation performance degrades. However, this is f#fl- 2(&) into outpufy, of Fig. 2(c), the possible candidate mo-
much worse than re-encoding with the integer precision miion vectors forPs™;, can be
tion compensation (not shown in Fig. 3). Further refinement of * image of the backward motion vector Bf;, — V3™, ;;
the integer valued motion components, only improves the mo- * twice the image of the motion vector &, —2V3"4,,;
tion compensation by 0.6 dB. Again, significantimprovementis * forward motion vector of its second B-picture in the sub-
noted with41 pixel search, and larger refinement areas do not group, V:E¥q,;
noticeably improve the motion compensation efficiency of the * twice the forward motion vector of its first B-picture in the
transcoder. subgroup 2V,

and more. In a similar way, the candidate motion vectors of the
B. Picture Format Transcoding FroflV = 12, M = 3) Into first B- aqd R-|nput pictures can be derived. ,
(N = 00, M = 2) 2) Derivation of the Motion Vectors for B-Picturedn gen-
eral for M = 2, B-pictures can carry two types of motion in-

Transcoding the GOP structure imd = oo, M = 2 can be formation. They either have independent forward and or back-
done in a similar way to that aV = oo, M = 1, described ward motion vectors, or their motion vectors are linked into their
above. In this case, first the motion vectors between the outgatired P-pictures, what is called PB-frames mode in H.263 [12].
anchor P-pictures, which are two pictures apart, must be derivedn the case of independent motion vectors, the forward motion
and then the bi-directional motion vectors of their neighboringectors are extracted similar ft&d = 1 of Section IlI-A, and
B-pictures. similarly the backward motion vectors, but their directions are

1) Derivation of the Motion Vectors for P-PicturesSimilar inverted. Then the best of these two or their combinations are
to the case ofif = 1, depending on the encoding nature of thehosen.
first-B, second-B, P and | input pictures within the sub-group In the case of PB-frames mode, B-picture motion vectors are
of the input bit stream, derivation of the motion vectors for thene half of their accompanying P-pictures plus a delta refine-
output anchor-pictures can take different forms. For examplagnt. Hence, once the independent motion vectors of the B-pic-
converting the inputBy-picture (second B-picture in the sub-tures are known, their differences with the half of their accom-
group) of Fig. 2(a) into the output anchBs-picture of Fig. 2(c), panying P-picture motion vectors represent the delta refinement
the candidate motion vectors 61, can be vector.
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. . . . . Fig. 6. Refinement of motion vectors for PB-frames mode.
Fig. 5. Changing the picture format frofdv = 12,A/ = 3) video into
(N = oo and M = 2) PB-frames mode.
In the H263 [12] standard, a macroblock can either have four

. ) 8 x 8 motion vectors or only oné6 x 16 motion vector. In
To evaluate the accuracy of the candidate motion vectors i% former, the same input motion vectors of the higher reso-

the P and B-pictures, the Flower sequence was transcoded figfihn can be employed directly for eaghx 8 block, after the

4 Mbit/s with V = 12 andM - 3_’ into V' = oo andM = 2 of appropriate scaling, without any further processing. When one
PB-frames mode "_"t 2 Mbit/s. Fig. 5 shows the performqncgfg x 16-motion vector per macroblock is used, a new motion

the estimated motion vectors for PB-frames mode. Again, it{g(or from a set of four input motion vectors needs to be de-

seen that the candidate motion vectors are derived with reasglad. The following section elaborates on the two scenarios
able accuracy, and the performance is very close to the re-en-

codi.n_g of the sequence with the full sgarch withim5.§ pixel.. A. One Motion Vector Per Macroblock

Additional +-0.5 refinement on the derived P and B pictures im- T ¢ i ¢ block®fx 16

proves the performance to much closer to the re-encoding mod.e.c: generfltle one rtno 'O? vetc Orz per malgrot oc i
To find the extent of required refinement in the motion estPX€'S, We Toflow a fwo-step technique. Frst, a new motion

mation, a search window from0.5 pixel to the maximum of vector is calculated using various heuristics depending on
(MAX ,ME — +15.5) pixel, was 'carried out around the best:[he four input motion vectors. Second, the calculated motion

derived motion vector. Fig. 6 shows the average quality of tygctor goes through aprocess Of. motion estimatiqn refinement.
transcoded image sequence with various refinement ranges, QIVever, similar to the trar)scodlng of t_h_e encoding formgt of
individual P-, B-pictures and their combination. As the figur ection I, for the conversion to be efficient and worthwhile,

shows, for both picture types-0.5 pixel refinement is suffi- the new motion_ vector shpuld be_ calculated with suffici_ent
cient, and larger search area is not needed. It should be ndt&gHracy: needing only minor ref!n_ement. In the _followmg
that in this figure, some larger refinement appears to pres discuss three. methods of dgnvmg a new moupn vector
lower quality, such as2.5 pixel, compared te-0.5 pixel. How- from the. four motion vectors available in the input bit stream
ever, this is not the case, and the inspection of the generated E\igrma“on- .

shows that at-2.5 pixel refinement 1 Kbit/s less datawas gener- * Method One: the Median; 18t = {v,, va,v3, v4} to rep-

ated than the refinement with0.5 pixel. Had the encoder used ~ 'esent the four adjacent motion vectors. The distance be-
the same bit rate, the performance would have been the least ween each vector and the rest is calculated as the sum of
the same if not better. With a constant bit rate of a limited size  their Euclidean distances as follows:

test image sequence, it is hard to generate exactly the same bit 4
rate for each mode. In addition, since generally B-pictures at the d; = Z lvs — vy]l.
input bit stream are coded at poorer quality to P-pictures, this in- j=1
ferior quality is also preserved at the output stream. el
The median vector is defined as one of these vectors that
IV. TRANSCODING INTO ALOWER SPATIAL-RESOLUTION has the least distance from all, i.e.
For transcoding into lower spatial resolution pictures, a new med(V) = v, €V such thatmind; = dy.. (1)

motion vector is to be calculated from a set of input motion

vectors operating for a higher spatial resolution input sequence.

For instance, transcoding a bit stream of SIF format into QSIF ~ This method extracts the motion vector situated in the
format requires calculating a new motion vector from four middle of the rest of the motion vectors. The magnitude
input motion vectors. This corresponds to transcoding four of the selected motion vector is then scaled to reflect the
macroblocks into one macroblock. reduction in the spatial resolution.



106 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 2, NO. 2, JUNE 2000

* Method Two: Moving With_ the majority; by calculating 12 b Med:an -o—
the average of those motion vectors that have the sai Majority average =
direction, exploiting the high motion correlation betweel fverage =
the neighboring macroblocks

i

V=—3V, m<4 )

wherem out of four motion vectors move at the same
direction.

» Method Three: Calculating the average or mean of tf
input motion vectors, given by

Average PSNR[dB]

4 ) 1 1 1 1
V:1/4Z%. 3) 0 0.5 1.5 2.5 3.5 MAX ME

Refinement range [pixel]

This method gives poor results especially, if the magnitude Fig. 7. Motion vector refinement from SIF to QSIF.
of one of the input motion vectors is significantly larger than

the rest. A variety of other methods may also be used. F@ferys x 8 pixel block in the output bit stream uses the input
example, the weighted average of the incoming motion veCtop§etion vector of the input bit stream divided by two.
where each motion vector is weighted by the spatial activity However, no matter whether one or four motion vectors are
of the perspective prediction error [13] or by selecting one ¢fe at the input stream, the main difference between this mode
the incoming motion vectors in random [14]. Note that for aljt motion extraction with the one without spatial resolution re-
methods, the magnitude of the new motion vector is scalgfiction is that, here, a square i 2 macroblocks has to be
down by half, to reflect the spatial resolution transcoding.  transcoded into onis x 16 macroblock. Since the types of the
1) Motion Refinementin contrast to the case of transcodingnpyt macroblocks might lack harmony, a new macroblock type
without reduction in the spatial resolution, where each input mgxs 1o pe designated to the transcoded pictures in the output
tion vector is mapped to an output one, in reducing picture siz@geam. This can be carried out in two ways. One is to derive
the output motion vector has no resemblance to the input MPyew macroblock type. The computational cost of carrying
tion vectors, unless all the four input motion vectors are equglyt new macroblock decision for each picture type is given in
Hence, the derived motion vectors inevitably need some refingiple 1. The other is to select a macroblock type from the four
ment. We have tested the accuracy of the extracted MOtION VRt macroblock types. For example, use the majority of the
tors of the above three methods with converting the highly anut macroblock type in the outgoing bit stream. However,
tive moving sequence, Football, with SIF/25 Hz format encodgql order to asses the performance of the estimated macroblock
at 2 Mbit/s into QSIF/25 Hz at 0.7 Mbit/s, with’ = oc and  type Fig. 8 shows the quality of the motion compensated Foot-
M = 1(IPPPP. ). For the refinement, in each case the derivegly| sequence with various refinement ranges, when the mac-
motion vector is refined W|th!n a se.arch area extendlng fropaplock types were derived fully by the macroblock decision
+0.5to a maximum of-15.5 pixels. Fig. 7 shows the quality ofjes at the encoder, or from the majority of the four input mac-
the motion compensated QSIF image, under the three schem@ock types. As can be seen, the difference is less than 0.2 dB,

with various refinements. In this graph, the noncompressed $fq the refinement of only 0.5 pixel reduces the difference to
sequence was down-sampled to QSIF size to be used as the|gk than 0.1 dB.

erence video for QSIF coded sequence.

Examining the figure, first, we see that the quality resultin
from method-one “the median” proved the highest, followe
by method-two “moving with the majority”, while the lowest |n transcoding with spatial resolution reduction, in addition
quality resulted from method-three “simple averaging.” to motion extraction, the spatial dimensions of the image should

Second, the candidate motion vectors of the median and nagso be reduced (see Fig. 1). In the following, we examine three
jority methods are good enough to require oitl§.5 pixel mo- methods of spatial resolution reduction: pixel averaging and
tion compensation refinement. On the other hand, the motiggb-sampling; filtering and sub-sampling and a DCT decima-
vector generated by averaging the incoming motion vectors tn method. We limit our discussion to 2:1 spatial resolution
quires larger refinements and hence is not a suitable methodr@duction, e.g., SIF to QSIF.

§. Spatial Resolution Reduction

motion extraction. First, pixel averaging is the simplest method, where every
) 2 x 2 pixels are represented by a single pixel of their average
B. Four Motion Vectors Per Macroblock value.

To generate four motion vectors per macroblock we simply The second method used for down sampling is by em-
down-scale the incoming motion vectors by half and use thegmoying a 7-tap filter with the following characteristics
in the new macroblock. The down-scaling is performed whilgt-1, 0,9, 16,9,0, —1)/32. This filter is used in both horizontal
rounding the result to the nearest half-pixel resolution. Hena@md vertical directions for luminance and chrominance, the
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Fig. 8. Effect of new macroblock decision. Fig. 9. SIF Salesman MPEG-encoded at 1.5 Mbit/s with= 12, N = 3
and transcoded into H.263 P-frames with quarter of the spatial resolution/25 Hz
at 0.6 Mbit/s.

image is then down-sampled by dropping every alternate pixel
in the both horizontal and vertical directions [15].

In the third method, the DCT decimation, every four inp
blocks of8 x 8 pixels, corresponding to an area I x 16
pixels is first DCT transformed. The decimation is realized b

The original sequence was MPEG-1 encoded at 1.5 Mbit/s with
u}\, = 12, M = 3. It was then transcoded into H.263 P-pictures
N = oo, M = 1, QSIF) with quarter of the spatial resolu-
on/25 Hz at 0.6 Mbit/s, with either of the above spatial reso-

retalnltng thfe topl Xb4 Z:(efl]glceg[flotf each bl?claanf ther|1 "™ution reduction methods. Each resultant sequence was up-sam-
verse ransiorming by © FECONSITUGE x 2 PIXEIs pled and interpolated into the original size and compared with
[16]. Hence, the four blocks would become a ngw 8-pixel f&‘e original noncompressed images

block. For this method not to produce visual artifacts, it shou It can be seen that the results obtained through the DCT dec-
be noted that the nor_mahz_mg term of the DCT_ transform P3fhation are the highest. As expected, by retaining the most im-
for 8 x 8 and4 x 4 pixels is 8 [16]. The attractive feature of

thi thod is that. si . wural i Cof th rportant information, one can deliver better quality images. The
IS method IS that, since in natural Images, most ot the ene @/bjective quality of the images well correlate with the objec-

is concentrated at thg .Iower frequency band, then by retainiﬁ\ge results of Fig. 9.
only lower4 x 4 coefficients from8 x 8, most of the energy of
the original image is preserved.

In order to assess the quality of each method, consideringv' TRANSCODING INTOLOWER TEMPORAL RESOLUTIONS
that the resultant down-sampled images from the above methodBor higher bit rate reductions, in case spatial resolution reduc-
have no corresponding original images with the same spatial réen is not sufficient to accommodate the bit rate in the available
olution, for a fair comparison, one should up-sample and intashannel capacity, then the temporal resolution of the frames has
polate the resultantimage to its original size and compare it with be reduced. This is done by dropping some of the encoded
the original noncompressed one. frames. Such a harsh bit rate reduction might arise, for instance,

For the pixel averaging, up-sampling to the SIF size is reah the ATM available bit rate (ABR) service, where due to the
ized through bilinear interpolation of the QSIF images i.e., subursty background traffic, the available bit rate to a source might
stituting each missing pixel by the average of the neighboritig very limited. In ABR networks supporting video, the ATM
pixels. switch may monitor the available bandwidth and instruct the

For the second method, up-sampling and interpolation of teeurces not to generate more than their allocated channel rates
filtered image is achieved by inserting zeros between every pix¢l']. The transcoder is then a useful tool to reduce the bit rate
of the QSIF image. The interpolation is first performed in thto the desired value [18]. Other situations demanding high com-
horizontal direction, and is then followed by the vertical diregression ratios include video over low bandwidth networks with
tion to produce the SIF format. It should be noted that due tmnstant bit rate such as PSTN or mobile networks.
insertion of zeros, the filter must have a DC gain of two. When the transcoder starts dropping frames, the incoming

For the DCT interpolation, every x 4 pixel block is first motion vectors of the remaining frames are no longer valid to be
4 x 4 DCT transformed. The resulting x 4 coefficients are used at the output bit stream. One has to derive a new set of mo-
padded with zeroes at high frequencies to generate a blockioh vectors, which takes into account the motion vectors of the
8 x & coefficients. Finally thes x 8 coefficients are inverse dropped frames. Youn and Sun have devised a technique, called
transformed witl8 x 8 DCT ™ to generate interpolatetix 8 forward dominant vector selection (FDVS), which derives the
pixels [16]. motion vectors of the coded frames [7]. The best matched area

The interpolated image can now be compared with the origeinted at by the motion vector of the current macroblock oc-
inal noncompressed SIF image. Fig. 9 shows down-sampled &udring after a dropped frame overlaps with at most four mac-
then up-sampled transcoded Salesman SIF/25 Hz test sequernd®#ocks in the previous dropped frame. The motion vector of
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Fig. 11. Impact of motion refinement in transcoding 2 Mbit/s 25 Hz into
Fig. 10. Derived motion vectors for the dropped frames. 120 Kbit/s with the same spatial resolution, with and without new macroblock
decision.

the macroblock with the largest overlapping portion is selected

and added to the current motion vector. This process is repeafdg®': and the extracted macroblock type may not be suitable.

each time a frame is dropped until a new set of motion vectorsid- 11 shows the impact of motion refinement on the telescopic

composed for the first encoded frame after the frame droppirfyP€ Motion extraction with and without new macroblock type
This technique also assumes a null motion vector for intra-codggcision- In this figure, 2 Mbit's Football sequence with SIF
macroblocks occurring in the dropped frames and emphasié%gnat was transcoded into120 Kbit/s with the same spatial res-

on the recalculation of the macroblock type after composingP4tion- As the figure shows without motion refinement and new
new motion vector. macroblock decision, only 16 frames out the 70 frames are re-

A simpler technique is, however, to accumulate all the mdgined for coding at 120 Kbit/s. When new macroblock decision

tion vectors of the corresponding macroblocks of the dropp&tcarried out, one more frame can be coded at the same bit rate.
frames and add each resultant composed motion vector to/Eréasing the motion refinement search areatflys pixels,

correspondence in the current frame. Hereafter we will refer B9th réfinements generate the same number of frames. More-
this technique as telescopic vector composition (TVC). over, higher refinement combined with new macroblock deci-

Since frame dropping, in the content of this work, is a furthéion @dded another frame.
means of bit rate compression which is normally required afterAt these low frame rates, transcoded frames become very
the spatial resolution reduction, it follows that all the incomin{grky. To reduce frame jerkiness, temporal resolution can be
motion vectors have to be down scaled by half beforehand. Ttiaded with the spatial resolution. Fig. 12 shows the impact of
best matched area pointed at by the down-scaled motion Vemtion refinement and new macroblock decision on the number
will always overlap most with the corresponding macroblockf coded frames at 70 Kbit/s with spatial resolution reduction.
location at the previous dropped frame which dictates clod&€e channel rate was chosen to experience some frame drop-
results for both TVC and FDV'S techniques. Although the inpiing and to investigate the impact of macroblock decision and
motion vector of this work is restricted to the rangd-ef6,16] motion refinement on this matter. In this graph, the SIF Foot-
and therefore, the resultant range of the down-scaled motidll sequence at 2 Mbit/s was transcoded into QSIF at 70 Kbit/s.
vector is [-8,8], nevertheless, even without down scalingis can be seen, new macroblock decision does not improve the
Fig. 10 shows that there is not much difference between tR@ding efficiency significantly.
two methods. In the figure, seventy frames of the SIF Football Fig. 13 shows the quality of transcoded video from §\=
sequence, originally coded at 2 Mbit/s with = 12, M = 3, 12, M = 3) at 2 Mbit/s into SIF and QSIF (with the 7-tap fil-
was transcoded into 120 Kbit/s witN = co andM = 1, tering method) ofN = o andM = 1 at 100 Kbit/s. With
without spatial resolution reduction (SIF to SIF). Due th&IF output, only 13 frames of the 70 input frames are coded for
constraint in the channel rate, in both methods only 17 out whnsmission, the rest are dropped. The picture at this rate is very
70 frames are transcoded and the remaining ones are droppertty. On the other hand, with the QSIF transcoded video, 69 out
These coded frames are identified in the figure by their legends$.70 frames are coded, and only the second frame after the first
As the figure shows, difference between the two methodldrame was dropped. Both sequences have low quality, since for
is very marginal. Hence, hereinafter for simplicity, we usthe SIF output, in order to skip frames, the quantizer step size is
telescopic type of motion extraction for the dropped frames. at its maximum of 62. The chosen bit rate is just enough for the

However, similar to the other modes of motion extraction@SIF to be at the border of frame dropping, hence its quantizer
described in Sections Il and IV, motion extraction with thatep size is also at its maximum level of 62. However, the QSIF
dropped frames loses some precision, which might require sequence is almost free from jerkiness, and due to lower spatial
finement. In addition, due to the dropped frames, the distan@solution, where the correlation between the pixels is less than
between the current frame and previous anchor frame becorttest of SIF size, the quality is poorer by less than 1 dB.
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Fig. 14. FOOTBALL SIF sequence transcoded from 2 Mbit/s into SIF and

Impact of motion refinement in transcoding 2 Mbit/s 25 Hz into 7@SIF size images at 200 Kbit/s.

motion vectors for the outgoing picture. The best motion
vector was then refined by half-pixel (or one pixel in H.261)
motion estimation to produce near-optimum results. Second,
transcoding from encoding format oIV = 12, M = 3) into

(N = o,M = 2) e.g., H.263 PB-frames. The new motion
vectors of both P and B picture parts were calculated in a
similar manner to that used in the first case. The new motion
vectors of both picture parts were then shown to be half a
pixel away from the optimum motion vector. For the spatial
resolution reduction, combined with the transcoding of the
encoded format, both median motion vector and average of
the majority of the incoming motion vectors also proved to be
nearly half a pixel away from the optimum motion vector. We
have shown that the DCT decimation delivers better quality
for image down-sampling over filtering/pixel-averaging and

Fig. 13. FOOTBALL SIF sequence transcoded from 2 Mbit/s into SIF andown-sampling. For the temporal resolution reduction, we

QSIF size images at 100 kbit/s.

have shown that disabling the spatial resolution reduction
functionality of the transcoder produces poorer results in terms

If the output channel rate is increased, say to 200 Kbit/s, & picture quality and motion smoothness. Hence, lower bit
this rate SIF size output video still drops some frames. In thigtes require combined spatio-temporal resolution reductions.
experiment 39 out of 70 frames were coded and the rest wefiga|ly, no macroblock decision is required, as the selected one

dropped. Inevitably, those which remained, were encoded witfith half a pixel refinement gives satisfactory results.

the largest quantizer step size (otherwise there would not be
frame dropping). With QSIF, all 70 frames were coded, but since
at this time, the channel rate is sufficient, frames are coded at
lower than the maximum quantizer step size and the quality ist]
almost 2 dB better than the SIF size output video. 2]

VI. CONCLUSION 3]

In heterogeneous transcoding due to the spatio-temporal
sub-sampling and different encoding format of the output 4]
sequence, encoder and decoder motion compensation loops
differ and hence they cannot be combined into a single loop.
Nevertheless, we have shown that the proposed transcodé‘?l
architecture can speedup the processing time up to roughly
three times by re-employing the incoming motion parameters.[€]
We have considered two scenarios for transcoding. First,
transcoding from encoding format oV = 12, M = 3) into 7]
(N =00,M =1)e.g., MPEG-1, 2 into H.261/H.263. We have
shown that the incoming motion parameters of a sub GOP 01{8]
up to 3-frames can be manipulated to produce several candidate
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