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ABSTRACT 

Cloud computing is a recent innovation, which provides 

various services on a usage based payment model. The rapid 

expansion in data centers has triggered the dramatic increase 

in energy used, operational cost and its effect on the 

environment in terms of carbon footprints. To reduce power 

consumption, it is necessary to consolidate the hosting 

workloads. In this paper, we present a Single Threshold 

technique for efficient consolidation of heterogeneous 

workloads. Our technique focuses on the energy consumption 

of the data center due to the heterogeneity of the workloads 

and also gives information about the SLA violations. The 

experimental results demonstrate that our technique is 

efficient for the data centers to consolidate the heterogeneous 

workloads.  

General Terms 

Cloud Computing, Workload Consolidation Algorithms. 

Keywords 
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1. INTRODUCTION 
The concept of cloud computing was introduced in 1961 by 

John McCarthy. Later, the computing technologies such as 

Utility Computing [2] combined with established standards of 

Web 2.0 gave rise to cloud computing. Cloud Computing 

rather than offering a product provides services such as 

infrastructure, platform and software to end-users. These 

services are provided by sharing resources, software and other 

information under a usage based payment model. There are 

many proposed definitions of cloud computing due to its 

growing popularity defining its characteristics. A Cloud is a 

type of parallel and distributed system consisting of a 

collection of interconnected and virtualized computers that are 

dynamically provisioned and presented as one or more unified 

computing resources based on service-level agreements 

established through negotiation between the service provider 

and consumers [1].  

It has been projected that the data centers consume 0.5 percent 

of the world's total electricity usage [3]. If recent demand 

continues, it is projected to be augmented by 2020. In 2005, 

the total energy consumption (servers, cooling units) was 

projected at 1.2% of the total U.S. energy consumption, 

amplifying every 5 years [4]. Amazon’s estimations [5] about 

its data center are shown in Figure 1. The major part of the 

energy used in society nowadays, is generated from fossil 

fuels which results in harmful CO2 emissions. So there arises 

a need to reduce the power consumption of the data center. 

The power consumption of the data center can be reduced by 

consolidating the various parameters like resource utilization, 

performance and energy consumed. 
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Fig 1: Distribution of energy in data center [5] 

The objective of this paper is to demonstrate an efficient 

technique to consolidate the heterogeneous workloads in 

Cloud Computing. In this technique, we have taken the 

heterogeneous applications having varied length parameter. 

The applications are placed on the virtual machines 

accordingly on the host having less utilization than upper 

utilization. On the basis of size, we have categorized the 

workloads into six categories and studied the variation of 

energy consumption by varying the heterogeneity of the 

workloads. Section 2 focuses related work on existing 

homogeneous and heterogeneous workload consolidation 

techniques. Section 3 discusses about the new heterogeneous 

workload consolidation technique in Cloud Computing and 

the framework used to implement the proposed technique and 

Section 4 concludes the paper. 

2. RELATED WORK 
Workload Consolidation Techniques can be categorized into 

two forms: 

2.1 Homogeneous Workload Consolidation 

Techniques  
These techniques include the similar kind of workloads which 

is having fixed number of parameters such as length, number 

of CPU’s required and buffer size of input and output files, 

etc. Workload consolidation in data centers is achieved with 

the help of virtualization, which helps in saving the energy as 

unused nodes can be put to sleep mode or by shut down of the 

machines. Lefevre et al. [6] has designed the Green Open 

Cloud Architecture, which is an energy aware framework for 

cloud computing and   shown the life of single virtual 
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machine during its different faces like boot of a VM, running 

of VM and shutting down of a VM and the power 

consumption during these phases. They have given the 

technique to reduce the energy consumption of virtualized 

data centers, which saves the 25% electric consumption of the 

infrastructure. They have validated the technique using 

different scheduling algorithms like round robin scheduling 

algorithm and unbalanced scheduling algorithm, on a 

multicore platform. The application type used in this 

technique has varied length parameter. This technique gives 

information about the energy consumption and VM migration 

but does not provide any information about the SLA 

violations. 

Lee et al. [7] have presented two workload consolidation 

algorithms (ECTC and MaxUtil) on the basis of resource 

usage patterns like low, high and random. They have taken the 

arbitrary workload for the experimental evaluation and shown 

the energy saving results using VM migrations and without 

VM migrations and found that energy saving without using 

VM migrations results more efficient. This technique 

maximizes the resource utilization without the performance 

degradation of the workload. 

2.2 Heterogeneous Workload 

Consolidation Techniques 
These techniques include different kind of workload which is 

having varying parameters like length; number of CPU’s 

required and buffer size of input and output files. Zhan et al. 

[8] have studied the consolidation of heterogeneous 

workloads for large organizations for which they have 

proposed the phoenix cloud architecture. The proposed 

approach uses the varying workloads and simulation results 

show the increased number of completed jobs. This approach 

does not give any information about the energy consumption 

of the data center and SLA. 

Tian et al. [9] have proposed a Map Reduce technique which 

uses the triple queue scheduler for the consolidation of 

heterogeneous workload. They have categorized the workload 

into three types namely CPU bound jobs, input/output bound 

jobs and CPU bound without shuffle jobs on the basis of their 

CPU and I/O utilization. By this technique hadoop throughput 

can be increased by 30%. This improves the overall 

performance of the system but do not take into the 

consideration of the energy consumption of the system. 

There are various other techniques [10], [11], [12] which 

manage the heterogeneous workloads but are not energy 

efficient for the cloud computing platform. Our aim is to 

consolidate the heterogeneous workloads in an efficient way 

so that resource utilization should be maximized and energy 

consumption of the data center should be minimized which 

will result in the less number of carbon footprints. 

3. HETEROGENEOUS 

CONSOLIDATION TECHNIQUE 
In comparison to the techniques mentioned above, we propose 

a technique which aims at the efficient consolidation of 

heterogeneous workloads by using the current utilization of 

the resources and places the workload accordingly. We have 

extended the work of [14] by modifying the single threshold 

technique according to the length of the workload. 

3.1 Green Cloud Architecture 
For this technique we are using the Green Cloud Architecture 

[2], the high level of architecture is shown in the Figure 2. 

The proposed technique works on the PaaS layer as allocation 

policies are implemented on PaaS layer which are followed by 

the IaaS layer. 

3.2 VM Allocation Policy 
The VM allocation Policy used is Single Threshold. In this 

policy, the upper utilization of the host is fixed and virtual 

machines are placed according to the current CPU utilization. 

For the execution of the applications, we have used the First 

Come First Serve scheduling algorithm. On arrival of the 

heterogeneous applications, the virtual machine is assigned to 

the application. Later, when the utilization of the host reaches 

up to the set threshold, virtual machines are migrated to the 

hosts whose threshold is below the fixed threshold.  

 

Fig 2:  High Level Architecture
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3.3 Performance Metrics 
In order to get the optimal points where energy consumption 

in KWh of the data center is minimum we have chosen two 

metrics. First performance metric gives the total energy 

consumption of the data center by the resources due to the 

execution of heterogeneous workloads and the second 

performance metric gives the percentage SLA violations. The 

SLA violations occur when the virtual machine does not get 

the required amount of Million Instructions per Second 

(MIPS). 

3.4 Experimental Setup and Discussions   

Reference analysis has been done based on CloudSim Toolkit 

[13]. CloudSim provides an efficient way of performing the 

experiments with heterogeneous workloads and helps in 

calculating the energy consumption of the data center, VM 

migrations, SLA violations, etc. 

We simulated data center with 100 physical nodes, each 

having one CPU core performance with 1000, 2000, or 3000 

Million Instructions per Second, 1TB of storage and 8GB of 

RAM. All VM requires one CPU core with 250, 500, 750 or 

1000 MIPS, 1 GB of storage and128 MB of RAM. Each VM 

executes a heterogeneous workload. Total number of VMs 

taken is 100. 

Each application is submitted to the virtual machine for its 

execution as per the requirement. We have taken the SPEC 

power benchmark, stated in the fourth quarter of 2010, that 

the average power consumption at 100% utilization for 

servers consuming less than 1000 Watt was approximately 

259 W1 [14], to compare the energy efficiency at different 

threshold utilizations.  The heterogeneity of the applications is 

based on the size of the applications. We have divided the 

applications into six cases as defined below. 

Case 1: The heterogeneity between the applications is 1000 

MIPS. The results of the simulation as shown in Figure 3, 4 

indicate that the energy consumption as well as the SLA 

violations increases or decreases at different threshold 

utilizations. The optimal utilization of the host should be 90% 

as shown in the figures indicated. At this point energy 

consumption is 1.32 KWh and SLA violations are minimum 

i.e. 5.37%, giving the minimum energy consumption with 

respect to the SLA violations at this threshold. 

Case 2: The heterogeneity between the applications is 2500 

MIPS, as shown in Figure 5, 6. In this case optimal utilization 

of the host should be 80% as at this point energy consumption 

is minimum, 1.4 KWh and SLA violations are also minimum 

5.56%. 

Case 3: The heterogeneity between the applications is 5000 

MIPS, as shown in Figure 7, 8. The energy consumption is 

increasing with the increase of heterogeneity of workloads. In 

this case optimal utilization should be 70% as at this point 

energy consumption is 1.64 KWh and SLA violations are 

4.82%. 

Case 4: The heterogeneity between the applications is 7000 

MIPS, as shown in Figure 9, 10. In this case energy 

consumption decreases with the increase of utilization and the 

optimal utilization should be 80% as at this point both energy 

consumption and SLA violations are minimum, i.e. 1.91 KWh 

and 4.64% respectively. 

Case 5: The heterogeneity between the applications is 20000 

MIPS, as shown in Figure 11, 12. In this case optimal 

utilization should be 70% as at this point energy consumption 

is minimum, i.e. 3.03 KWh and respective SLA violations are 

4.02%. 

Case 6: The heterogeneity between the applications is 50000 

MIPS, as shown in Figure 13, 14. In this case optimal 

utilization should be 70% as at this point energy consumption 

is minimum, i.e. 5.95 KWh as shown in graph and respective 

SLA violations are 3.44 %. 

 

Fig 3: Energy Consumption in Case 1 

 

Fig 4: SLA violation in Case 1 

 

Fig 5: Energy Consumption in Case 2 
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Fig 6: SLA violation in Case 2 

 

Fig 7: Energy Consumption in Case 3 

 

Fig 8: SLA violation in Case 3 

 

Fig 9: Energy Consumption in Case 4 

 

Fig 10: SLA violation in Case 4 

 

Fig 11: Energy Consumption in Case 5 

 

Fig 12: SLA violation in Case 5 

 

Fig 13: Energy Consumption in Case 6 
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Fig 14: SLA violation in Case 6 

It can be concluded from the results that energy consumption 

of the data center increases with the increasing heterogeneity 

of the workloads. The SLA violations too increase with the 

decrease in the energy consumption. The priorities assigned to 

the virtual machines help to save the energy consumption as 

the workload will be allocated to the virtual machine having 

high priority and less utilization. So we can set the threshold 

utilization of the node according to the variability of the 

workloads as shown in the table 1. 

Table 1. Value of Threshold according to the 

heterogeneity between the applications 

Heterogeneity 

between 

Applications 

(MIPS) 

Threshold 

Utilization 

(%) 

Energy 

Consumption 

(KWh) 

SLA 

Violations 

(%) 

1000 90 1.32 5.37 

2500 80 1.4 5.56 

5000 70 1.64 4.82 

7000 80 1.91 4.64 

20000 70 3.03 4.02 

50000 70 5.95 3.44 

 

4. CONCLUSION 
Cloud computing technology has been widely adopted by the 

industry. The recent study of the data centers shows large 

amount of energy consumption and emission of CO2. This 

paper presents a technique which consolidates the virtual 

machines dynamically on the basis of the length of the 

heterogeneous workloads, which results in the less energy 

consumption of the data center. We can set the threshold of 

the host according to the variability of the workload as shown 

in the experimental results.  
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