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ABSTRACT Data compression is an important part of information security because compressed data

is more secure and easy to handle. Effective data compression technology creates efficient, secure, and

easy-to-connect data. There are two types of compression algorithm techniques, lossy and lossless. These

technologies can be used in any data format such as text, audio, video, or image file. Themain objective of this

study was to reduce the physical space on the various storage media and reduce the time of sending data over

the Internet with a complete guarantee of encrypting this data and hiding it from intruders. Two techniques

are implemented, with data loss (Lossy) and without data loss (Lossless). In the proposed paper a hybrid

data compression algorithm increases the input data to be encrypted by RSA (Rivest–Shamir–Adleman)

cryptography method to enhance the security level and it can be used in executing lossy and lossless

compacting Steganography methods. This technique can be used to decrease the amount of every transmitted

data aiding fast transmission while using slow internet or take a small space on different storage media.

The plain text is compressed by the Huffman coding algorithm, and also the cover image is compressed

by Discrete wavelet transform DWT based that compacts the cover image through lossy compression in

order to reduce the cover image’s dimensions. The least significant bit LSB will then be used to implant

the encrypted data in the compacted cover image. We evaluated that system on criteria such as percentage

Savings percentage, Compression Time, Compression Ratio, Bits per pixel, Mean Squared Error, Peak

Signal to Noise Ratio, Structural Similarity Index, and Compression Speed. This system shows a high-level

performance and system methodology compared to other systems that use the same methodology.

INDEX TERMS Cryptography, data compression, DWT, Huffman coding, LSB, MSE, PSNR, SSIM, RSA,

steganography.

I. INTRODUCTION

In the current scenario, secret messages can be sent by hiding

in an image or a text so nobody other than sender and receiver

can read or see the message. hiding and unhiding of data are

known as steganography. In steganography, the Image which

hides the data is known as Cover Image because it covers

the secret message and after hiding the data image is known

as stego-image. In Steganography LSB insertion is a very

popular and commonly applied technique for embedding data

The associate editor coordinating the review of this manuscript and

approving it for publication was Aneel Rahim .

in a cover file. The LSB embedding technique suggests that

data can be hidden in such a way that even the naked eye is

unable to identify the hidden information in the LSBs of the

cover file. It is a spatial domain technique. Cryptography is

a method that converts the text in codes so that intruder is

successful in finding the secret message it can’t be readable

by an intruder. So, if we apply steganography and cryptog-

raphy then it will provide a double layer of security. Image

compression is used to reduce the size of the message so that

message easily hides [1].

Image compression can be described as a vital applica-

tion in the field of Digital Image Processing. Compacting is
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generally removing all the unwanted data from the image,

therefore enhancing the memory space required without nec-

essarily distorting the image. Consequently, it is simple to use

Huffman coding algorithm as it is cheap in implementing.

The compression ratio is directly related to the memory space

required; that is, the better the compression ratio, the lesser

the cache space [2], [3].

Different algorithms can be used to perform the compres-

sion ratio; some retain the original information, described

as lossless, and some are lossy, and often lose the unique

information upon compression. Every compression method

is designed for a specific kind of image and cannot work

well with unintended images. Many algorithms let you

change variables and modify the compression to have a

more elegant image [3]. For authenticity, it is better to use

the cryptography method before concealing the message.

Many known algorithms can be utilized in cryptography.

They include Advanced Encryption Standard (AES), Blow-

fish, Data Encryption Standard (DES), RC4 Rivest-Shamir-

Adleman (RSA) [4]–[7].

In this paper, steganography and cryptography are used

to send the compressed secret message along with the

sender, and the side message in the recipient is decrypted,

decompressed, and extracted from the stego-image. Also,

in this research, the combination of RSA cryptography and

Steganography using Huffman Coding, and DWT can be

effective.

FIGURE 1. Block diagram of image compression.

A. BASIC MODEL

The main purpose of compressing images is to reduce those

parts of the image that are not of primary interest to the

user. This reduces the image size by reducing the num-

ber of pixels and makes it efficient for storing and trans-

mitting data by various means of communication [5]. In

Fig. 1, there is the proposed algorithm’s basic model shows

how a piece of secret information can be done from the

sender to the receiver. Fig. 1, illustrates the stages of the

image compression process. The secret message is encrypted

using RSA cryptography, then compressed by Huffman’s

algorithm, and the cover-image is compressed by the DWT

algorithm. then the cover-image is combined with the secret

message via LSB and sent them over the Internet to the

destination as a compressed file. These encoded streams

(bits) are then sent to a decoder that decodes these streams

(bits) and the final output image is retrieved as a decoding

file output. Lossy and lossless image decompression [6] is

used to reduce the number of bits required to represent an

image.

B. RSA ENCRYPTION

Cryptographic algorithms are broadly classified into two

types, namely, symmetric key algorithms and asymmetric

key algorithms. Symmetric encryption uses the key for both

encryption and decryption. It is very simple and easy to

implement, but it does have some major disadvantages. Once

the individual key is known, an attacker can easily discover

the information [7]. In asymmetric key encryption, two differ-

ent keys are used for encryption and decryption. The public

key is distributed to all senders, and the private key is known

only to a specific user (the recipient). But the main disad-

vantage of this key coding is slower compared to symmetric

algorithms [8].

we have two different types of keys: one is the public key

and the second is the private key. The public key is publicly

known, and the private key is kept secret. The system is

called an asymmetric system, if data encrypted by the public

key so it can only decrypt by the private key. In a public-

key cryptosystem, no need to share secret data between two

parties. So, there is less chance of data stolen & manipulated

and data is more secure.

It is the most known public-key implementation strategy

and it named after MIT scholars that developed the concept

in 1977. They were Leonard Adleman, Adi Shamir, Ronald

Rivest [9], [5]. RSA, the Advanced Encryption Standard, is a

symmetric key encryption standard commonly used to protect

data where confidentiality is a critical and important problem.

The security of the algorithm is based on the rigidity of the

analysis of a large number of compounds and a complex

number for a specified odd integer (e) computation of the unit

of moral roots. The RSA public key consists of an integer pair

(n, e). Typical is the result of multiplying 2 primes. Using the

key feature of RSA, a variable key size, and cipher block to

improve security [10].

To clarify RSA encryption and decryption as follows:

Key Generation Procedure:

Choose two distinct large random prime numbers p & q

such that p 6= q.

Calculate n = p x q

Calculate 8(n) = (p-1) (q-1)

Choose an integer e such that gcd (8(n), e ) = 1 ;

1 < e < 8(n)

Compute d to satisfy the congruence relation

d = e−1 mod 8(n); d is kept as private

Public Key KU = {e, n }

Private Key KR = {d, n }

The public key is (n, e) and the private key is (n, d).

Keep d, p, q and 8 secret.
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Encryption :

Plaintext Message < n

Ciphertext C = Messagee mod n

Decryption :

Ciphertext C

Plaintext Message = Cd mod n

C. STEGANOGRAPHY

Steganography is divided into four domains: 1. The spatial

domain: In this type of technology, the bits of confidential

messages are directly embedded in the bits of the cover

media and they usually have simple algorithms. LSB (least

significant bits) is one of the most well-known algorithms in

the field which replaces the secret message bits with LSB

for the cover media. This change cannot be detected by the

human eyes but can be recognized through statistical tests

[1], [3]. LSB methods are very fast and simple but have

some drawbacks: a) The secure message size is small. B) The

secure message bits are damaged in the compression of the

cover media. C) With the smallest of changes to the media

cover the embedded information can disappear [4]. 2. Trans-

form domain: This category uses transposition to include

secure messages in cover media [5]. These transformations

are included: DCT (Discrete Cosine Transform): In this type,

the cover media is divided into 8×8 blocks. These blocks are

quantified with a quantization table and then the sensitive bits

for the cover media are specified in each block. Embedding

is performed in all parts of each particular block in the highly

sensitive part of the media cover [2]. DWT (Discrete Wave

Switching): In this type, the cover media is divided into 4

major sub-bands (LL, HL, LH, and HH). The main features

of cover media are in LL, and if a secret message is included

in this part, it will not be destroyed by different compression

[6]. DFT (Discrete Fourier Transform): This changes every

point of the input signal into two points at the output. The

input signal in the DFT is a mixture of samples obtained at

regular time intervals [7]. 3. Spread spectrum: This method

embeds the secret message in the noise of the cover media

created in the image acquisition process. This method is a

blind scheme and there is a payload capacity in this type [8].

4. Model-based: This method divides the cover media into

two parts. The first part will not be used during the embedding

process. The secret message is included in the second part

without changing the statistical properties of the cover media.

The high modulation capacity is one of the advantages of this

method [9]. Increasing the size of the confidential message

in the embedding process and being highly resistant against

various known attacks are some of the benefits of the trans-

form domain. The high time of embedding and extraction by

increasing the volume of cover media or secret message can

be considered a defect [11].

D. COMPRESSION TECHNIQUES

There are two ways in which we can classify the image/data

Compression techniques, lossless and lossy image/data

compression [12]–[15]. The previous technique involves

reconstructing the image as a calculation identical to the

original data, thus some data loss is incurred. It beats the lat-

ter in terms of achieving a higher compression ratio. The

techniques considered on the basis of the literature include

discrete wavelet transform (DWT). The last technique and

includes Huffman coding involve recreating the original data

from the compressed form. Since it uses all the original

image/data information while compressing the data/image,

the incoming image after decompressing the image is exactly

the same as the original image. They are mainly lossless

and lossy. In lossless compression, the look for long strings

code is done, and also an alternative it with shorter chains

is done. The technique is unique as it recreates the whole

file as original before compression. On the other hand, lossy

compression searches the code and looks for pieces to delete.

Although they can be used in a program file, they are useful

in multimedia folders where a lot of information kept is hard

for the human sense to detect. The data may look similar but

different at code state.

E. HUFFMAN CODING (LOSSLESS DATA COMPRESSION)

Huffman coding has various advantages over the other tech-

niques like the lossless data compression that can be effective

and cheap to implement [13]. The implementation involves

the occurrence of every data, and then it sorted through

ascending. The technique produced a Huffman tree, which

can be implemented to restore data to become the original

information after compression. Huffman coding is one of

the oldest lossless image compression techniques, it was

developed to reduce duplication of code while maintaining

the quality of the reconstructed image [14]. To understand the

algorithm, let’s consider using the following example. There

are seven source codes for the digital image (B1, B2, B3, B4,

B5, B6, B7) with their likelihood values (0.25, 0.25, 0.125,

0.125, 0.125, 0.0625 and 0.0625). The process of obtaining

Huffman code is represented in Fig. 2. The probabilities are

written in descending order, then two smaller probabilities are

added, and the result is written over the probability that is

equal to the sum of the last two numbers, and all other prob-

abilities are written under it and thus the process continues

[15]–[19]. Table 1 represents the calculation of the codeword

length.

FIGURE 2. Huffman encoding: average word length = 2.625 bits, bit
assignment process.
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TABLE 1. Huffman encoding: code word.

The average password length is as follows:

Lavg =

L∑

i=1

B(ri)P(ri) (1)

where B(ri) is the total bits that represent grey level, P(ri) is

the respective probability value, and (ri), i= 1, 2, L represents

the ith grey level of an (L-grey level) image especially L-grey

level [16]. Thus, when analyzing Table 1, we can come to

the conclusion that the average length of the password can be

calculated, in this example as follows:

Lavg = 0.25 ∗ 2 + 0.25 ∗ 2 + 0.125 ∗ 3 + 0.125 ∗ 3

+ 0.125 ∗ 3 + 0.0625 ∗ 4 + 0.0625 ∗ 4

Lavg = 2.625 bits (2)

From the above example, it is clear that the average number

of bits shrinks to 2,625 bits for variable-length coding. How-

ever, the algorithm is optimal, if the source of the probability

distribution is known in advance and each bit of the source

symbol bits are encoded in the form of an integral number.

F. DISCRETE WAVELET TRANSFORM (DWT) (LOSSY DATA

COMPRESSION)

The discrete wavelet transforms [17] is a powerful technique

in image processing, in which the wavelet converts the image

into a series of wavelets that are stored more efficiently

compared to blocks of pixels. For one dimension, the signals

are divided into two parts: high and low frequencies. The

low pass and high pass filters for DWT are expressed as in

[18]. DWT is an important technique that plays a vital role in

compressing the image while ensuring that no information of

the picture is lost. DWT is under lossless image compression.

The method to transforms discrete-time signals to separate

wavelength representation.

It situated on a time scale depiction that can provide mul-

tiresolution. It is better to use wavelets than to compress

signals and considered one of the most useful and advan-

tageous computational tools to be used in the multiplicity

of processing applications and messages. They are chiefly

used in images to minimize noise and even to blur. Wavelet

transformation is emerging to be one of the most useful and

powerful tools that can be used for image and data compres-

sion [19].

In DWT there are several filters that can be imple-

mented to process the signal and Haar is the simplest filter

that mostly used. The implementation of DWT in the 2D

image is by dividing the image into four subbands, such as

LL–LH–HL–HH [7], [8], which can be seen in Fig. 3.

FIGURE 3. DWT subbands.

To gain the coefficient of every subband can be used the

Haar filter calculation below [1], [10]:

LL(x, y) = [p(x, y) + p(x, y + 1) + p(x + 1, y)

+ p(x + 1, y + 1)]/2 (3)

LH(x, y) = [p(x, y) + p(x, y + 1) − p(x + 1, y)

− p(x + 1, y + 1)]/2 (4)

HL(x, y) = [p(x, y) − p(x, y + 1) + p(x + 1, y)

− p(x + 1, y + 1)]/2 (5)

HH(x, y) = [p(x, y) − p(x, y + 1) − p(x + 1, y)

+ p(x + 1, y + 1)]/2 (6)

where, p= the image pixel, x= row number, and y= column

number.

A total of four sub-bands numbers (LL1, LH1, HL1, and

HH1) were obtained for the Level 1 decomposition [13].

By repeating a similar procedure in the sub-bands called

LL1, we obtain LL2, LH2, HL2, HH2, and so on.

II. RELATED WORK

The main goal that image compression accomplishes is that

it helps reduce the space requirements for storing digital

images. There are many uses for digital images, and some-

times they are used in some applications and sometimes in

some important areas. The use of image compression tech-

nologies meets the application requirements. The idea here is

to reduce the largest number of bits possible while preserving

the authenticity of the reconstructed image.

In [11], Reza Jafari and et al. presented a transform domain

steganography. The proposed method used DWT for embed-

ding and extracting the secret message. This algorithm first

applies DWT to the cover image and then selects the LL

part of the transform. Then, the LL part is split into 2 × 2

blocks and the embedding secret message process begins on
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these blocks. Experimental results show that the algorithm

has good resistance against image compressing.

In [20], Cheng, H. and et al. discuss different compression

techniques that rely on traditional sensing and compression

theories for color medical images. Some switching tech-

niques such as DCT / DWT and hybridization-based trans-

forms are used for compression.

Traditional techniques take a higher processing time com-

pared to techniques based on CS theory. Performance is mea-

sured in terms of peak-to-noise ratio, reconstruction error,

and time taken to perform the reconstruction. For many

decades, image compression has been the most researched

area Because transporting and storing photos is a real tough

job. In [21], Hiremath and et al. discussed various image

compression algorithms such as JPEG, JPEG 2000, BWT,

and sparse coding methods.

Comparison of compressed file with DWT gives better

results and good image quality than file compression with

DCT. Also, compressed files that use DWT take less time to

reach the destination node compare the proposed algorithm

with Huffman coding.

In [22], Setiadi, and et al. evaluated the Burrows-Wheeler

transformations-based image compression algorithm with

computational coding in conjunction with Huffman coding

schematics and noted that the results obtained from the hybrid

schema exceeded those obtained from the single schema.

Lossless compression methods are analyzed [23] based on

compression ratio and elapsed time. The compression algo-

rithms that the authors studied are Huffman and DWT encod-

ing on multimedia data.

The segment will be introducing the relevant information

and the background of the concept of image compacting.

There are several claims that craft image compression tech-

niques are already available, like DiscreteWavelet Transform

and Wavelet Compression Technique, being some of the

examples. The methods are vital for a lot of image processing

implementations. RSA can be described as renowned asym-

metric cryptographic algorithms.Montgomery representation

can be used and is outlined [24] that plays an essential role in

RSA implementation and even in ovoid curve cryptography.

In [25], Rawat, Abhishek, et al. have granted their insights

on different applications of the Montgomery multiplication

algorithm that is forming the base of an optimization program

useful in standard exponentiation.

In [26], Minnen, D. and et al. have explained the impor-

tance of eliminating the transfer of two random numbers as

a way of implementing RSA securely. The Huffman cod-

ing depends on the discrete cosine in integers form, trans-

formation and novel, entropy encoder, an efficient and low

complexity, therefore, making utilizing the adaptive Golomb-

Rice Algorithm instead of Huffman tables. Quantization is an

essential module inWavelet transform-rooted codec andmin-

imizes visual redundancy. It is also the only operating which

introduces distortion. PSNR is used to give the standards

of images, and the DWT algorithm is essential in providing

a better compression ratio [27]. DWT might be computed

through sub-sampling and also by convolution with several

filters producing a low pass gauze outcome and also a specific

high pass filter outcome. Multiresolution decomposition can

be achieved by recapitulating the subsampling and convolu-

tion of the two filters in the approximation component. For

two dimensional prompts, somewavelets are separable where

the computation decomposes to parallel processing, which is

then followed by vertical operations using only the 1D gauze.

According to Patel et al. [28], image compression with the

Huffman coding is more comfortable and more straightfor-

ward. Compression of images is vital since its implementa-

tion gets less memory and also convenient. The main aim of

the essay is to have an insight at Huffman coding, and how

it helps in removing redundancy in a piece of information

through examining several parameters like the Peak signal to

noise ratio, Bits per Pixel, compression ratio and mean square

error for several inputs image in various sizes and also new

ways of splitting such photos will provide excellent results

and the data content also will be secure. There are many

advantages of the compression technique in image analysis,

which contains the security of the image.

In [29], Nixon, K. W. and et al. present an image com-

pression technique that uses several inserted Wavelet-based

image coding together with the Huffman Coding technique

to aid in further compression. They have utilized the EZW

with SPHIT algorithms accompanied by Huffman encoding

through the use of different wavelength families and also

differentiate the PSNRs, rating the families. We tested the

algorithms using several images, and the results obtained

through the technique had an incredible quality and also gives

a very high compression ratio in comparison to the previously

used lossless model compacting method.

This planned way produces excellent rated performance,

bend plane other than all the different access ways. Therefore,

the proposed algorithm uses fixed-length bit codes. It shows

a high compression ratio, more saving percentage values, and

also ensures greater data security.

III. PROPOSED ALGORITHMS

The proposed algorithm, in this case, is combining RSA and

Huffman coding, or DWT with the intention of reducing

the information’s bit in steganography. Two key processes

are involved, embedding the information process, and also

getting or extracting the message process as in fig. 4.

A. EMBEDDING ALGORITHM

In this process, several steps have followed that include:

• Firstly, the secret message is processed aided by RSA

with turns and keys giving encrypted information.

• Next step is compressing the secret message using the

Huffman Coding, and

• Next step is decomposing the cover image using DWT

to get four subbands which are LL, LH, HL, and HH.

• From an already obtained compressed encoded mes-

sage image, include it in the selected subbands
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FIGURE 4. Process of embedding and extracting the secret message.

(LH, HL, and HH) and produce the enclosing subbands

of the cover image.

• Using LSB embedding cover image with the encrypted

secret message and getting compressed stego-image.

• The last step calculates CR, BPP, SP, MSE, and PSNR.

B. EXTRACTING ALGORITHM

To get the secret message, the following steps must be

followed:

• Firstly, decompress the already compressed stego-

image using Huffman Coding and DWT in order to

produce an uncompressed stego-image.

• Extract a message from the selected subbands (LH, HL,

and HH) and produce a compressed encrypted message

image.

• The next step is to use the Huffman tree file and imple-

ment Huffman encoding, decompress a compressed

encrypted message image and produce an encrypted

message image.

• Extracting the message using LSB from each pixel will

help in retrieving stego-image binaries.

• Finally, decrypt the RSA-encrypted message using a

key and output the secret message.

It is crucial to know the rate of adulteration available

between the original cover image as well as the stego-image.

In order to assess the distortion resulting from the proposed

algorithm, objective measures are used. These are Peak Sig-

nal to Noise Ratio (PSNR), Mean Square Root (MSR), Com-

pression Ratio (CR), Bits per Pixel (BPP), Saving Percentage

and compression time.

IV. MEASURING COMPRESSION PERFORMANCES

Several criteria can be used to evaluate the performance of

the compressed algorithm. The following parameters can be

used between compressed and uncompressed image:

1) COMPRESSION RATIO (CR)

Compression ratio (CR) is vital in measuring pressure effi-

ciency [3]. It is the ratio of the original and the compressed

image. Image quality increases with increasing compression

ratio (Higher the CR better the compression) and is mathe-

matically expressed in Eq. (7)

CR=Size of original image/Size of the compressed image.

(7)

2) COMPRESSION TIME

This factor specifies the amount of time that compression

technology will require to compress and rebuild the orig-

inal file [1]. Lower the value is considered as best for

usage.

3) COMPRESSION SPEED

Compression speed is based on adopted compression tech-

nology and parameter results depend on memory size. Lossy

compression techniques increase computational and storage

complexity. It is measured as a percentage of the size of the

compressed output file per unit time required to compress the

file in seconds [4] and is mathematically expressed in Eq. (8):

Compression Speed = compressed file size/Compression

× time. (8)
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TABLE 2. Proposed algorithm results.

4) SAVING PERCENTAGE

Defined as in Eq. (9) the size reduction of size in compressed

file compared to the uncompressed value [6]. Higher the

percentage is considered as best for usage.

Saving Percentage in(in%)

= (original file size−compressed file size)/original

×file size. (9)

5) BITS PER PIXEL (BPP)

These are the information (bits) stored per pixel in a given

image. As in Eq. (10), The total number of bits in the com-

pressed image by that of the original image [2].

BPP = number of bits in compressed image/total

× number of pixels inthe image. (10)

If the BPP is large, then a large memory is required to store

the stego-image and vice versa.

6) MEAN SQUARED ERROR (MSE)

This is the difference between the compressed image data

and the original one as in Eq. (11). It is used mainly to

analyze the quality of our image. It should be as less as

possible where if it is 0, it means that the compressed and

the original image are similar and is called the lossless image

compression technique [2].

MSE =
1

MxN

M∑

X=1

N∑

Y=1

(f (X,Y ) − f ′(X,Y ))2 (11)

where f (x, y) is the original input image, f′(x, y) is com-

pressed image, and M, N are the dimensions of the images.

7) PEAK SIGNAL TO NOISE RATIO (PSNR)

This is the ratio between the signal strength and the noise that

appears in the signals. It all depends on the quality of the

image. The higher the PSNR, the higher the image quality.

It depends on the MSE of the selected image. When there is

less difference between the two images, the PSNR is high,

and so is the image quality and is mathematically expressed

in Eq. (12)

PSNR = 10log10(MAX2/MSE) (12)

where MAX2 is 2552 is the maximum intensity of pixels in

the ideal image. The quality of steganography will be tested

using PSNR [2], [8], [10]. The higher PSNR’s result and that

achieved more than 40 dB indicated that the Stego-Image has

good cognition as will be shown in experiments results.

8) STRUCTURAL SIMILARITY (SSIM) INDEX

SSIM actually measures the perceptual difference between

two identical images. It is not possible to judge which is

better: this must be inferred from knowing which one is

‘‘original’’ and which has undergone additional treatment

such as data compression [30]. The SSIM index defined as

in Eq. (13):

SSIM(x, y) =
(2µxµy + C1)(2σxσy + C2)

(µ2
x + µ2

y + C1)(σ 2
x + σ 2

y + C2)
(13)

where µx and µy are defined by illuminating each image in

the x and y directions, σx and σy are the standard deviations

and the contrast estimation of the signal, and C1 and C2 are

very small constants involved in controlling instability when

either (µ2
x + µ2

y) or (σ
2
x + σ 2

y ) is very close to zero. However,

while respecting the standards of the global quality index,

these constants are ignored and equal to zero. Therefore,

the closer the SSIM is to the unity, the better the image

performance it can reach [31].

V. EXPERIMENTAL RESULTS

This proposed methodology is stimulated with the help of

MATLAB 2012b software used on the Windows 7 platform

as it offers efficient performance in much numerical com-

putation, data analysis, visualization capabilities, and also

acts as a tool for developing applications. MATLAB provides

efficiency in using the functions as its interface helps the user

through the processes of encryption and decryption, from and

into cover [32]–[37].
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TABLE 3. Huffman coding algorithm results.

TABLE 4. DWT algorithm results.

TABLE 5. Comparison between the proposed method with the other existing methods.

FIGURE 5. Input/output of images.

Based on Tables 2, 3, and 4 also Fig. 5 and Fig. 6, show

the subjective analysis of the images and represent the output

of the images using lossy/lossless compression techniques.

In the implementation part, the color image of any format

(like jpeg, png, and bmp) is taken into consideration. While

using the Huffman coding, the stego-image produced gives
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FIGURE 6. Proposed paper with Huffman and DWT results.

FIGURE 7. Comparison between the proposed method with other similar methods.

the effect in a decreasing pixel other than when not using

the coding, so that in human visualization, the image still

looks original to the cover image. In the proposed research,

we concealed a 128 × 128 pixel image to 512 × 512 pixel

producing a high-quality stego-image.

In this paper, we calculate several image quality proper-

ties, i.e. CR, PSNR, MSE, BPP, Saving Percentage, SSIM,

and Compression Time. These properties are calculated for

six images and the results projected into the corresponding

tables 2, 3, and 4, also, we compared the proposed algorithm

results with other results obtained in the relevant work sector

especially from papers [3], [7], and [31], as shown in table 5

and Fig.7.

VI. CONCLUSION

Image compression is a useful technology that helps save

memory space and time while transferring images over a

network. This helps to increase storage capacity as well as
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transfer speed. In this paper, a combination of RSA, Huffman

coding, and DWT has been carefully proposed as a method

of securing and compressing messages, and even masking

messages in the cover image, with the aim of producing

a high-quality image with a small size. In our paper, we

evaluated and discussed the RSA algorithm for encrypting

and decoding the secret file with two different algorithms that

can be used for image compression. We have also reviewed

and discussed the two algorithms that can be used to compress

images for both lossy and lossless techniques. In this paper,

the distinct types of image compression techniques are evalu-

ated on the basis of certain criteria such as compression ratio,

compression time, compression speed, Saving Percentage,

MSE, PSNR, Structural Similarity Index, and saving ratio.

A combination of RSA - Huffman Coding - DWT to secure

amessage and hide it in the cover image, produced compacted

size with good image quality. Provide higher capacity by

reducing the total message bits by up to 25% of the original

message bits. Good stego-image quality is demonstrated by

achieving an average PSNR score of over 40db and, also an

average SSIM closest to the unit.

The results were compared with other results obtained

in the relevant work sector. The experimental results indi-

cate that the proposed mechanism has the more effective

visual quality and storage capacity, and it has high security

and acceptable durability against attacks than the existing

techniques.
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