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ABSTRACT

Click-through rate (CTR) prediction plays an important role in
online advertising and recommendation systems, which aims at
estimating the probability of a user clicking on a specific item.
Feature interaction modeling and user interest modeling meth-
ods are two popular domains in CTR prediction, and they have
been studied extensively in recent years. However, these methods
still suffer from two limitations. First, traditional methods regard
item attributes as ID features, while neglecting structure informa-
tion and relation dependencies among attributes. Second, when
mining user interests from user-item interactions, current models
ignore user intents and item intents for different attributes, which
lacks interpretability. Based on this observation, in this paper, we
propose a novel approach Hierarchical Intention Embedding Net-
work (HIEN), which considers dependencies of attributes based
on bottom-up tree aggregation in the constructed attribute graph.
HIEN also captures user intents for different item attributes as
well as item intents based on our proposed hierarchical attention
mechanism. Extensive experiments on both public and production
datasets show that the proposed model significantly outperforms
the state-of-the-art methods. In addition, HIEN can be applied as
an input module to state-of-the-art CTR prediction methods, bring-
ing further performance lift for these existing models that might
already be intensively used in real systems.
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1 INTRODUCTION

Click-through rate (CTR) prediction is one of the most fundamental
tasks for online advertising systems, and it has attracted much at-
tention from both industrial and academical communities [2, 20, 28].
Most of the existing works in this field can be classified into two
domains: feature interaction modeling and user interest modeling.
In general, these methods follow a common paradigm, i.e., Embed-
ding & Multi-Layer Perceptron (MLP) learning. Raw sparse input
features are first projected into dense embedding vectors, and then
simply concatenated together to feed into deep neural networks
(DNN) or other carefully designed neural networks to learn high-
order feature interactions or user interests. In feature interaction
modeling, Factorization Machines (FM) based methods are very
popular, such as FM [27], Field-weighted factorization machine
(FWFM) [22], and DeepFM [9]. The methods in user interest model-
ing focus on mining user interests from user historical behaviors
including click, like, comment, etc., such as Deep Interest Network
(DIN) [39], Deep Interest Evolution Network (DIEN) [38], and Deep
Session Interest Network (DSIN) [7].

However, these models still suffer from the following challenges,
which limit the performance improvement.

e First, in online advertising systems, an item usually contains
multiple attributes, e.g., item_id, category_id, advertiser_id,
etc. Traditional methods converted these ID attributes to
one-hot encoding vectors, and then embedded to dense real-
value vectors for the following feature interactions. However,
there are relations and dependencies between attributes of
an item, which are ignored in existing methods. As shown in
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Figure 1: Illustration of relations between item attributes.
Blue circles represent items, while the grey and purple cir-
cles representing attributes of item. The red arrow indicates
the relations among attributes and items.

Fig. 1(a), an item belongs to an advertiser, an advertiser be-
longs to an industry. For example, a mobile-game (industry)
company (advertiser) launched a new game (item), which
contains the above relations. That is to say, using a single ID
feature to represent an attribute is inadequate, the structural
information among which should also be considered.

e Second, current user interest models focus on mining inter-
ests through interactions between user and item, while ne-
glecting user intents and item intents for different attributes.
E.g., a user may click a new game ad due to its category and
release time. In contrast, an item may be clicked by a user
due to his or her age and occupation. Existing user interest
models fail to reveal these intents for different attributes,
which lacks interpretability.

Currently, graph neural network (GNN) achieves significant
success in recommendation system, which can model structure in-
formation and relations among nodes in constructed graph, such as
LightGCN [12], Neural Graph Collaborative Filtering (NGCF) [35],
and Knowledge Graph Attention Network (KGAT) [34]. It is intu-
itive to introduce GNN to consider attribute dependencies of item.
However, most of existing GNN based works perform graph con-
volution to aggregate information from neighbor nodes, ignoring
different characteristics of different attributes.

In this paper, we propose a novel approach Hierarchical Intention
Embedding Network (HIEN), which is designed with two consider-
ations to address the above two challenges in existing methods. On
the one hand, we construct two types of graphs, i.e., item-attribute
graph and user-attribute graph. Some of the attributes and items
form a tree structure, as shown in Fig. 1. In this type of graph, we
perform attribute tree convolution and aggregate child nodes from
the bottom-up, which is able to capture structure information of
item attributes. In this way, we can refine attribute representations.
On the other hand, when learning user and item representations,
we consider user intents for different item attributes, as well as
item intents for user attributes. Specifically, we propose hierar-
chical attention mechanism to consider attribute hierarchy. The
information of refined attribute embedding are propagated to user
and item embedding with hierarchical attentive weights. Further-
more, HIEN serves as an embedding learning framework, which
works compatibly with the existing deep CTR models.

The main contributions of this paper are summarized as follows:

e We propose a novel approach Hierarchical Intention Embed-
ding Network named HIEN for click-through rate prediction,
enhancing the feature embeddings with structural informa-
tion between attributes. To the best of our knowledge, this
is the first deep CTR model that considers attribute relations
and dependencies.

e We propose dual intentions including user and item intents
to learn user and item representations explicitly. Specifically,
a hierarchical attention mechanism is carefully designed
to capture inherent importance and dynamic effects from
different attributes.

e We conduct extensive experiments on both public and pro-
duction datasets in real-world online advertising system with
the state-of-the-art methods. Evaluation results verify the
effectiveness of the proposed method in Embedding & MLP
models for CTR prediction.

The rest of the paper is organized as follows. Section 2 provides
the preliminaries of existing deep CTR models. In Section 3, we
introduce the proposed HIEN. Experimental settings and evaluation
results are presented in Section 4. Finally, Section 5 and Section 6
discusses the related works and concludes the paper, respectively.

2 PRELIMINARIES

In this section, we revisit the preliminaries of CTR prediction task,
including problem formulation and a general Embedding & MLP
paradigm named Base Model.

2.1 Problem Formulation

A CTR prediction model aims at predicting the probability that a
user u clicks an item v, which mostly takes three-tuple as input
features:

pCTR = f(user, item, context)

where user fields group contains user profiles and user behaviors,
item and context group contains features from the item and context
side, respectively. We denote user set U = {uj, uy, ..., upr} and item
set V = {v1,02,...,0N }, where M and N are the number of users
and items, respectively. For each sample, there are a set of J fields
of user attributes A, = {a,ll, a,%, aﬂ} a set of K fields of item
attributes A, = {a%,, a%, alzf}, and a set of P fields of context
features C = {cl, 2 .., cF } including click time, location, system
information, etc. User-item interactions can be denoted as a matrix
Y € RMXN  where Yuo = 1 denotes user u clicks item v, otherwise
Yuo = 0. In addition, each user u has a historical click behavior
sequence By, = {by1, b, ..., by}, where b; € V and L, denotes the
behavior length of user u. Then one sample can be represented as

x ={u,0,Ay, Ay, By, C} (1)

where u and v denote user_id and item_id in this paper, respectively.

2.2 Base Model

Existing CTR prediction models follow a general Embedding &
MLP paradigm.

2.2.1 Feature Embedding. We first transform it into high-dimensional
sparse binary features via encoding. For example, the encoding vec-
tor of item id is formulated as v € RP. D is the dimension of v,
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Figure 2: Architecture of the proposed framework, HIEN. Attribute tree aggregation considers structural information and
relation dependencies between attributes, the embedding vectors of which are refined through bottom-up attribute tree aggre-
gation. In order to model user and item intents for different attributes, the intention modeling module is designed based on
hierarchical attention and graph neural networks. The refined user embeddings, item embeddings, and attribute embeddings

are fed into deep CTR network to produce final score.

i.e., there are D unique possible values in v. v[i] € {0,1} is the
i-th value of v. Zi’il v[i] = 1, which is a one-hot encoding, i.e,
[0,0,1,...,0]. Then we use embedding technique to transform high
dimensional binary vectors into low dimensional dense represen-
tations. Let W € RP*K be the embedding dictionaries of v. For
one-hot encoding vector v, the embedding representation of v is
e, € RX. For multi-hot encoding vector like user behaviors By, the
embedding representation is a set of vectors. The representation
of other features are similar, which is omitted for simplicity. The
whole input feature embeddings can be represented as

E ={ey. ey, ea,.ea,.ep,.€c} (2

2.2.2  Feature Interaction. Existing CTR models commonly design
complicated network structures to learn high-order feature inter-
actions. DeepFM [9] is a widely used deep CTR models, which
combines the power of factorization machines for recommendation
and deep learning for feature learning in a new neural network
architecture. We take DeepFM as our Base Model in this paper.

i = sigmoid(yrm + YDNN) 3)

where g is the predicted CTR score, yry is the output of FM com-
ponent, and ypyn is the output of DNN.

Ny Ny Ny
YFM = inwi +Z Z xixj{ei, ej) 4
-1 i1 j=ir1

where Ny is the number of unique features. yry is able to learn
1-order features and 2-order feature interactions with dot product
of two feature embeddings. Denote the output of feature embedding
layer as

a9 =E=[e1, ez, ...em], (5)

where e; is the embedding of i-th field and m is the number of all
fields. Then we feed a(®) into DNN, and the forward process is

aV = g(wBa® 4 pD)y, (6)

where [ is the depth of MLP layer and o is the activation function,
WO and bO is the weight and bias of I-th layer respectively.

ypnn = (WP gD 4 pL)) (7)

where L is the number of hidden layers of DNN.

2.2.3 Model Training. We minimize the following cross-entropy
loss in model training:

1 N .
— > (ylogg+(1-y)log(1-) +AlOl, (3)
DI
(xy)eD

where D is the training dataset, ® includes all trainable parameters,
x is the input of the model, y € {0, 1} is the label that indicates
whether the user clicked the item, g is the predicted probability that
the user clicks the item. Ly regularization weighted by A is adopted
to © to prevent overfitting.

L(®) = -

3 HIERARCHICAL INTENTION EMBEDDING
NETWORK

Most of the existing works focus on feature interaction layers to
learn high-order and more expressive feature interactions, while
neglecting optimization of feature embedding layers. We aim to
learn structural information of attributes and user/item intentions,
which refines the original feature embeddings. In this section, we
propose Hierarchical Intention Embedding Network (HIEN), which
contains three modules: graph construction, attribute tree aggre-
gation, and hierarchical intention modeling. We elaborate on each
of these three modules in detail. Fig. 2 gives an illustration of the
proposed HIEN framework.

3.1 Graph Construction

3.1.1 Attribute Graph. Since multiple users or items may have
same attributes, we can connect them and construct a graph. We
first construct item-attribute graph G, = (V U Ay, E;), where &,
is the set of edges. An edge e, = (v, ay) indicates that item v has



attribute a,. As shown in Fig. 1, there are relations and depen-
dencies between attributes of item. Correspondingly, we separate
attributes and items into multiple tree-like feature structures (i.e.,
item-attribute tree T,) where each tree contains all connected at-
tributes and items. Then item-attribute graph G, can be regarded
as a set of item-attribute tree, i.e., Gzt, = {Tz,l, TUZ, ., TJ'}. An edge
er = (t, tj) in T denotes there is a relation, where t; € V U A, and
tj € Ay are nodes in tree T,. In each item-attribute tree, items are
leaf nodes and attributes are parent nodes. Similarly, we can con-
struct user-attribute graph G, = {U U A, &,} and user-attribute
tree Gf.. Note that there is no obvious hierarchy in user attributes.
However, the proposed general method can also be applied in the
user-attribute graph.

3.1.2  User-Item Bipartite Graph. In online advertising system sce-
nario, we typically have user-item interactions Y (e.g., clicks and
likes), which can be utilized to capture user interests. Here we de-
fine user-item bipartite graph Gy, = (U UV, Eyy) from user-item
interaction matrix Y, of which an edge e, = (u,0) if yy, = 1.

3.1.3 Task Description. We now formulate the prediction task to
be addressed in this paper:

o Input: attribute tree that includes the item-attribute tree set
G! and the uesr-attribute tree set G, user-item bipartite
graph Gyy.

e Output: a prediction function that predicts the probability
Juo that user u would click item .

3.2 Attribute Tree Aggregation

When constructing attribute graph G, and G,, an intuitive way to
capture structure information and enrich nodes representation is to
perform graph convolution. It should be noted that the characteris-
tics of different attributes vary greatly. For example, advertiser_id
and item_price from item attributes set have different semantics
and distributions, and aggregating them in graph learning may
introduce noise. However, most of the existing GNN based methods
perform graph convolution to aggregate information from neighbor
nodes, while neglecting different characteristics between different
attributes [12, 35]. In this section, we propose a bottom-up aggrega-
tion strategy to consider structure feature information, which main-
tains inherent characteristics of different attributes. Specifically, we
perform aggregation on attribute tree G and G, individually.

For each attribute tree T in G}, and GJ,, we need to learn rep-
resentation of node ej,. We propose to learn e, through aggre-
gating its child nodes ec, from the bottom-up manner. Formally,
ey = g(ep, ec,, ). We implement g(-) based on several state-of-the-
art GCN models for the attribute tree aggregation.

o GCN Aggregator. GCN [14] sums up the representation of
the central node and its directly connected nodes and then
applies a non-linear transformation, which can be formulated
as follows:

gcen (ep.ec,) = a(W(ep, +ecy,)) 9

where ¢ is a non-linear activation function and W is the
trainable weight matrix to distill useful information.

o NGCF Aggregator. NGCF [35] considers feature interaction
between the central node and its neighbor nodes. It first does
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Figure 3: Toy example of hierarchical intention modeling.
The nodes denote different attributes. The red arrows repre-
sent relations and dependencies between attributes, where
a; and f; measure the inherent importance of attributes. The
black/grey arrows represent user intent and item intent for
the corresponding attributes, where a; and b; are dynamic
scores of different attributes when modeling intention.

element-wise product to calculate the interaction of central
node and neighbors and then adds neighbors representation
to central node representation.

gNGer(enec,) = o(Wiep + ) (Wiei + Wa(ep 0ei))  (10)
ieCy
where W; and W, are the trainable weight matrix and ©
denotes the element-wise product.

o LightGCN Aggregator. LightGCN [12] argues that feature
transformation and non-linear activation contribute little to
the model performance, which adds to the difficulty of train-
ing and even degrades the recommendation performance.

9LightGen (ens ec,) = Z ei (11)
ieCp
e Concat & Product Aggregator (CP-Agg). We carefully design
the new aggregator that considers two types of interactions
between the central node and its child nodes.

9Concat&Product (€hs eC;,) =f(ep© ec,.ep ©® eCh)

=o(Wiep+ ). (Wiei +Wa(ep © e;) + Wa(e @ep)))  (12)
ieCp
where @ denotes concatenation and Wy, Wy, W3 are all train-
able weight matrices that transform the interaction result
into a uniformed vector of the same K dimension.

We empirically compare these aggregators in Sec. 4.5. Through
attribute tree aggregation, the representations of item attributes
and user attributes are refined, which contains structure relations
and dependencies between attribute. The input feature embeddings
in data can be refined as:

E’ = {ey, eo, 3:4“, e;‘vs ep,.ec} (13)

3.3 Hierarchical Intention Modeling

After we refine attribute representation, we aim at learning user
and item embedding representations and capturing user interests.
Existing user interests methods can be divided into two categories:
user behavior modeling and GNN based methods. The former one
like DIN [39] and DIEN [38] focuses on modeling user historical
behaviors through sequential modeling, e.g., RNN and Transformer,



which considers the relations between the target item and user
behaviors. The latter one exploits the user-item bipartite graph by
propagating embeddings on it, which leads to the expressive mod-
eling of high-order connectivity in the user-item graph. However,
most of these methods neglect user intents and item intents for dif-
ferent attributes. For example, a user may click a new game ad due
to its category and release time. In contrast, an item may be clicked
by a user due to his or her age and occupation. Existing user interest
models fail to reveal these intents, and they lack interpretability.
In this section, we propose to consider dual intents from user
and item sides respectively based on user-item graph learning,
which can enrich user and item representations during the learning
process. Given user-item bipartite graph G5, we use user-item edge
Euyp to learn their embeddings. In order to consider user intents
for different item attributes, we assign an attentive weight for each
item attribute. In addition, we also consider the inherent effects of

(1)

hierarchical attributes. As shown in Fig. 3, the item embedding e,

ez(, ) = aoaoeg + alale,lc + ag(age,zc + a4a4efc) + a3a3e,3c, (14)

where a; is the attention score to differentiate the intent of user u
for item attribute eX. a; denotes the inherent importance of item
attribute and is a learnable parameter during the training process.
Please note that when assigning weights for e2 and e%, we have
considered their hierarchical structure since ef. (industry_id) is the
parent node of e,zc (advertiser_id). In Eqn. (14) we introduce a concise
and elegant formula ag(age,zc + a4a4efc) to inject the hierarchical
relations between attributes into the attention mechanism.
a; is implemented based on inner product as

exp(e“’)ei)

2 €A, eXP(eu ex’ )

(15)

ai(u, x;) =

where e( ) is the original ID embedding of user u to make the
importance score personalized. a(u, x) gives us an intuitive way
to explain which item attributes are more important for user u to
decide whether to click item .

Similarly, we have initial user representation integrated with
item intents for user attributes ey.

e = bifiel, (16)
i=0

where b; reflects attention score of item v for attribute e; of user

u. f;i denotes inherent importance of user attribute e’;/ and is a
trainable parameter. b; is calculated as:

(0) el
exp(el”el)
bi(v,y;) = , (17)
Zy’eA,, exp(ev ey')
where e( ) is the original ID embedding of item v. Then we can

model user-item interactions and generate user and item represen-
tations by

( g(e(l 1), J(\i;l)) (18)
( g(e(l 1), J(\Zl)) (19)

where N, and N, denotes neighbor nodes of user u and item v in
user-item bipartite graph Gy, respectively. g(-) is the aggregation
function mentioned in Sec. 3.2. It is worth noting that, here we use

the user-item bipartite graph Gy, rather than the tree structure to
conduct the graph aggregation.

3.4 Model Prediction

After L convolution layers, we can obtain the embedding represen-
tations of user u and item v at different layers and then sum them
up as the final representations.

e, = eI(JO) D+ el(l”
e, = ez(,o) ( )y +e(L) 0

The whole input features can be refined as
E' ={e,.eye) .e, .ep .ec} (21)

where intent-aware relations are encoded in the user and item rep-
resentation, structural information between attributes are encoded
in the attribute representation. Finally, E’ is fed into Base Model in
Sec. 2.2 for training and output the predicted CTR score.

4 EXPERIMENT

In this section, we evaluate our proposed model on three real-world
datasets: the public Alibaba Display Ad CTR dataset, the public
Tmall dataset, and our Tencent CTR dataset in real advertising
system. We aim to answer the following research questions:

¢ RQ1: How does our method HIEN perform, comparing to
the state-of-the-art CTR models?

e RQ2: What is the impact of the designs (e.g., the graph ag-
gregators, different components, layer numbers) on the per-
formance of HIEN?

e RQ3: The proposed HIEN can be used as an input module in
other CTR models. Dose the refined input embedding vectors
by HIEN bring performance lift?

e RQ4: Can HIEN provide insights on intent modeling and
give an intuitive impression of explainability?

4.1 Datasets Description

We use both public and production datasets to evaluate the effec-
tiveness of the proposed model. The statistics of the datasets is
shown in Tab. 1.

e Alibaba Dataset!. Alibaba advertising dataset [7] is a pub-
lic dataset released by Alibaba, which is one of the largest
online commercial advertising platforms in the world. It ran-
domly sampled 1,140,000 users from the website of Taobao
for 8 days of ad display and click logs (26 million records)
to form the original dataset. We used 7 days’s samples as
the training dataset (2017-05-06 to 2017-05-12), and the next
day’s samples as the test dataset (2017-05-13).

e Tmall Dataset?. Tmall dataset [10] is a public dataset pro-
vided by Tmall.com in IJCAI-15 contest, which contains
anonymized users’ shopping logs in the past 6 months before
and on the "Double 11" day. The user profile is described by
user ID, age range and gender. The item attributes include
item ID, category, brand, and merchant ID. The context fea-
tures are timestamp and action type.

!https://tianchi.aliyun.com/dataset/dataDetail?datald=56
Zhttps://tianchi.aliyun.com/dataset/dataDetail?datald=42
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Table 1: Statistics of the datasets.

Datasets ‘ #Train Samples #Test Samples #Fields #Features #ltems Positive Ratio

Alibaba 5,544,213 660,694 16 1,657,981 512,431 5.147%
Tmall 4,382,613 505,228 9 1,480,725 565,888 10.230%

Tencent 5,240,498 873,604 17 1,248,065 347,206 12.998%

o Tencent Dataset. This dataset is extracted from the click
log of Tencent online advertising platforms. It was collected
through sampling user click logs during one week in 2021,
which contains 6 millions samples. Logs of the first six days
are used for training and logs of the last day are used for
testing.

It should be noted that most of public datasets lack enough details
to test our model. We need feature semantics to capture structure
relations between attributes, as well as user information to explore
user/item intents. Most of existing public datasets are not applicable
due to anonymous features (e.g., Criteo and Avazu), missing user
information (e.g., Avazu), insufficient attributes (e.g., Amazon and
MovieLens), and missing deep hierarchy of item attributes (e.g.,
Alipay). However, hierarchy and intention of attributes are very
common but neglected information in commercial systems, which
plays important roles in online advertising. We will verify that in
the following experiments.

4.2 Baseline Methods

To verify the effectiveness of the proposed HIEN model, we compare
it with four categories of CTR models: shallow models (LR [2],
FM [27], FwFM [22]), deep models (DeepFM [9], AutoInt+ [31],
PNN [25]), user interest models (DIN [39], DIEN [38], DSIN [7]),
and GNN-based models (GIN [15], Fi-GNN [16], DG-ENN [10]).

4.3 Experimental Settings

All methods are implemented in Tensorflow 1.4 with Python 3.5,
which are trained from scratch without any pre-training on NVIDIA
TESLA M40 GPU with 24G memory. For baseline methods, we refer
to the hyper-parameter settings in their original papers but also
finetune them on our datasets. The embedding dimension K is 128
for all features. The last three MLP layers in our BaseModel (i.e.
DeepFM) have dimensions of 200, 800, and 1, employing the acti-
vation functions of PReLU, PReLU, and Sigmoid respectively. We
use Adagrad [6] as the optimizer, with a learning rate of 0.001. The
batch size is 4,096 and 16,384 for training and test dataset, respec-
tively. We run each experiments 5 times and report the average
results.

We use Area Under ROC Curve (AUC) as the evaluation metric,
which is a widely used metric in CTR prediction tasks. It is defined
as follows:

1 N _
AUC = e ZD x-;;-(f(f(x )>fG)) (@2)

where D* (resp. D7) is the collection of all positive (resp. negative)
samples. f(x) is the predicted value with the input sample x and
7 (+) is the indicator function.

4.4 Performance Comparison (RQ1)

The experiment results of comparison between existing CTR pre-
diction models and our proposed HIEN are shown in Tab. 2 and 3
on three datasets, respectively. We have the following observations:

o HIEN consistently achieves the best performance, and it out-
performs the best baseline (DG-ENN) by 0.86%, 0.76% and
0.49% in terms of AUC (4.81%, 2.08% and 0.41% in terms of
LogLoss) on Alibaba, Tmall and Tencent datasets, respec-
tively. Possible reasons for the great improvement of HIEN
over state-of-the-art methods may be the attribute tree aggre-
gation for considering structure information and relations
among attributes as well as the intent modeling. We will
further validate its effectiveness in later experiments.

LR is the worst method among all baselines since it only mod-
els a shallow linear combination of features. FM and FwFM
perform better than LR, which proves that the second-order
feature interactions are effective in CTR prediction. DeepFM,
Autolnt+, and PNN perform better than shallow models due
to high-order feature interaction modeling through DNN.
User interest modeling is another practical way to improve
performance, such as DIN, DIEN, and DSIN.

GIN and Fi-GNN apply graph convolution to model feature
interactions, while DG-ENN considers the complex relations
between users and items. However, these models neglect
structure information of attributes and user/item intents for
different attributes. Some of these latest graph models are
more computationally complex than our HIEN, yet HIEN
still delivers better CTR prediction performance.

It is worth noting that, when considering a large user base, an
improvement of AUC at 0.1% level is generally considered as practi-
cally significant for industrial CTR prediction task [3]. This fact has
been recognized by several existing studies from Google [3] and
Huawei [9]. As reported in [3], compared with LR, Wide & Deep
improves AUC by 0.275% (offline) and the improvement of online
CTR is 3.9%. Even several percents lift in CTR brings extra millions
of dollars each year.

Moreover, we conduct a t-test between our proposed HIEN and
the baselines. The p-value of HIEN against all baselines under
LogLoss or AUC is less than 1le-6 on three datasets, which indi-
cates that our improvement over existing models is significant.

4.5 Study of HIEN (RQ2)

4.5.1 Impact of Aggregators. In order to explore the impact of
different aggregators in HIEN, as formulated in Eqn. (9)-(12), we
compare the performance of our proposed model with different ag-
gregators. The experiment results are shown in Tab. 4. We can find
that CP-Agg achieves the best performance due to modeling two



Table 2: Experiment results of our model and competitors on the public Alibaba and Tmall datasets. The bold value marks the
best one in each column, while the underlined value corresponds to the best one among all the baselines.

Model Alibaba Tmall
Loss (meanzstd) ‘ AUC (mean=std) ‘ AUC Impv. | Loss (meanzstd) ‘ AUC (meanzstd) ‘ AUC Impv.

LR 0.2638+0.00016 0.6157+0.00005 - 0.1985+0.00034 0.8724+0.00028 -
M 0.2571+0.00009 0.6283+0.00018 2.046% 0.1826+0.00004 0.8943+0.00011 2.510%
FwFM 0.2526+0.00023 0.6427+0.00032 4.385% 0.1791+0.00057 0.9075+0.00030 4.023%
DeepFM 0.2447+0.00010 0.6594+0.00035 7.098% 0.1772+0.00008 0.9184+0.00052 5.273%
Autolnt+ 0.2506+0.00008 0.6508+0.00005 5.701% 0.1789+0.00026 0.9126+0.00044 4.608%
PNN 0.2471+0.00037 0.6584+0.00076 6.935% 0.1783+0.00009 0.9160+0.00017 4.998%
DIN 0.2364+0.00034 0.6523+0.00042 5.944% 0.1785+0.00046 0.9155+0.00019 4.940%
DIEN 0.2321+0.00019 0.6610+0.00013 7.357% 0.1746+0.00006 0.9248+0.00039 6.006%
DSIN 0.2308+0.00070 0.6708+0.00047 8.949% 0.1684+0.00021 0.9313+0.00063 6.751%
GIN 0.2382+0.00007 0.6511+0.00068 5.750% 0.1779+0.00050 0.9150+0.00062 4.883%
Fi-GNN 0.2414+0.00062 0.6502+0.00046 5.603% 0.1780+0.00032 0.9134+0.00009 4.700%
DG-ENN 0.2265+0.00083 0.6740+0.00022 9.469% 0.1635+0.00017 0.9396+0.00044 7.703%
HIEN (ours) ‘ 0.2156+0.00042 0.6798+0.00027 10.411% ‘ 0.1601+0.00018 ‘ 0.9467+0.00035 ‘ 8.517%

Table 3: Experiment results of our model and competitors
on the production dataset.

Table 4: Effect of different aggregators in HIEN on three
datasets.

Model ‘ Loss (meanzstd) ‘ AUC (meanzstd) ‘ AUC Impv.
LR 0.3668+0.00068 | 0.721220.00057 -
FM 0.3654+0.00071 | 0.7287+0.00052 1.040%

FwFM 0.3617+0.00026 | 0.7335+0.00071 1.705%

DeepFM | 0.3532+0.00050 | 0.7370+0.00042 2.191%

Autolnt+ | 0.3604+0.00045 | 0.7313x0.00076 1.400%

PNN 0.3523+0.00028 | 0.736420.00025 2.108%
DIN 0.3510+0.00014 | 0.7394+0.00063 2.524%

DIEN 0.3485+0.00032 | 0.741120.00058 2.759%

DSIN 0.3477+0.00011 | 0.7442+0.00017 3.189%
GIN 0.3508+0.00046 | 0.732820.00072 1.608%

Fi-GNN 0.3516+0.00037 | 0.7339+0.00025 1.761%

DG-ENN | 0.3416+0.00053 | 0.7489+0.00064 3.841%
HIEN (ours) | 0.3402:£0.00027 | 0.7526+0.00013 | 4.354%

kind of feature interactions. Besides, NGCF performs better than
GCN aggregator, since it considers feature interactions between
central node and neighbor nodes. Moreover, the effect of Light GCN
is not as good as expected. A possible reason is that Light GCN
removes central node representation. However, the graph structure
is relatively simple in online advertising scenario compared to tra-
ditional recommendation system, which leads to the fact that only
using neighbor nodes to represent central nodes is inadequate.

4.5.2  Ablation study of HIEN. We conduct experiments on three
datasets to validate the effectiveness of different components and
how these components contribute to the overall results, including
attribute tree aggregation and intent modeling. Correspondingly,
we design a series of ablation studies for HIEN. Four variants are

Aggregator Alibaba Tmall Tencent
Loss AUC Loss AUC Loss AUC
GCN 0.2175 0.6781 | 0.1623 0.9452 | 0.3415 0.7506
NGCF 0.2167 0.6789 | 0.1612 0.9461 | 0.3408 0.7520
LightGCN | 0.2172 0.6784 | 0.1620 0.9457 | 0.3412 0.7514
CP-Agg 0.2156 0.6798 | 0.1601 0.9467 | 0.3402 0.7526

considered to simplify HIEN in different ways: 1) removing user
attribute tree aggregation, 2) removing item attribute tree aggre-
gation, 3) removing user intent modeling, 4) removing item intent
modeling. Tab. 5, Tab. 6, and Tab. 7 show the results of LogLoss
and AUC for these variants, and their relative performance drop
compared with the baseline, i.e., the original HIEN.

We observe that the second variant (w/o item_agg) performs
worst among all variants, which indicates that the item attribute tree
involves rich structure information compared to the user attribute
tree for improving performance. Besides, the third variant (w/o
user_intent) is also greatly affected, which suggests that modeling
user intents for different item attributes is effective in our prediction
tasks. Other variants are also affected to varying degrees.

4.5.3  Effect of layer number. We vary the depth of HIEN (layer
number) to investigate the efficiency of usage of multiple embed-
ding propagation layers when learning user and item representa-
tions. In particular, the layer number is searched in the range of
{1, 2,3, 4}; we use HIEN-1 to indicate the model with one layer, and
similar notations for others. We summarize the results in Fig. 4,
and have the following observations: a) we can observe that in-
creasing the layer number is capable of boosting the performance
substantially. HIEN-2 and HIEN-3 achieve consistent improvement
over HIEN-1 across all the board, since the effective modeling of



Table 5: Effect of different components in HIEN on public

Alibaba dataset.

Variants ‘

Loss

AUC

w/0 user_agg
w/o item_agg
w/o user_intent
w/o item_intent

0.2175 (+0.0019)
0.2248 (+0.0092)
0.2236 (+0.0080)
0.2204 (+0.0048)

0.6796 (-0.0002)
0.6783 (-0.0015)
0.6786 (-0.0012)
0.6791 (-0.0007)

HIEN (original) |

0.2156

0.6798

Table 6: Effect of different components in HIEN on public

Tmall dataset.

Variants ‘

Loss

AUC

w/o user_agg
w/o item_agg
w/o0 user_intent
w/o item_intent

0.1607 (+0.0006)
0.1630 (+0.0029)
0.1625 (+0.0024)
0.1614 (+0.0013)

0.9459 (-0.0008)
0.9428 (-0.0039)
0.9432 (-0.0035)
0.9450 (-0.0017)

HIEN (original) |

0.1601

0.9467

Table 7: Effect of different components in HIEN on produc-

tion dataset.

Variants ‘

Loss

AUC

w/o user_agg
w/o item_agg
w/o user_intent
w/o item_intent

0.3410 (+0.0008)
0.3419 (+0.0017)
0.3418 (+0.0016)
0.3412 (+0.0010)

0.7521 (-0.0005)
0.7496 (-0.0030)
0.7511 (-0.0015)
0.7517 (-0.0009)

HIEN (original) |

0.3402

0.7526

high-order relations between users and items; b) When stacking one
more layer over HIEN-3, we find that the improvement of HIEN-4 is
marginal. It indicates that considering third-order relations among
graph nodes could be sufficient to learn user and item embeddings.

4.6 HIEN as an Input Module (RQ3)

Through our proposed HIEN, the attribute embedding and user/item
embedding are refined, which can be used as a general input module
in other CTR models. In order to explore the compatibility of our
proposed HIEN, we integrate FwFM, DeepFM, DSIN, and DG-ENN
with the refined embedding of HIEN as input. The experiment
results are shown in Tab. 8. We can observe that the performance
of these methods can be further boosted with our proposed HIEN.
For example, DSIN outperforms its original method by 1.10%, 0.72%,
and 1.89% in terms of AUC (7.11%, 4.81%, and 3.30% in terms of
LogLoss) on three datasets. It validates the compatibility of our
refined embedding by demonstrating its effectiveness in working
with various popular CTR models. The refined embedding involves
more information with structures and relations between attributes
and users/items.

Table 8: Compatibility of refined embedding by HIEN on
three datasets. + denotes the new model integrated with
HIEN as input module.

Model Alibaba Tmall Tencent
Loss AUC Loss AUC Loss AUC

FwFM 0.2526  0.6427 | 0.1791 0.9075 | 0.3617 0.7335
FwFM+ 0.2497 0.6482 | 0.1765 0.9114 | 0.3584 0.7347
DeepFM 0.2447 0.6594 | 0.1772 0.9184 | 0.3532 0.7370
DeepFM+ | 0.2184 0.6771 | 0.1752 0.9285 | 0.3402 0.7526
DSIN 0.2308 0.6708 | 0.1684 0.9313 | 0.3477 0.7442
DSIN+ 0.2144 0.6782 | 0.1603 0.9380 | 0.3362 0.7583
DG-ENN 0.2265 0.6740 | 0.1635 0.9396 | 0.3416 0.7489
DG-ENN+ | 0.2107 0.6816 | 0.1590 0.9485 | 0.3328 0.7596

4.7 Visualization of Intent Modeling (RQ4)

In this section, we present a real case of intent modeling on the
public Alibaba dataset. As shown in Fig. 5, we observe that some
item attributes indeed play important roles in user intents when
a user (628137) clicks an item (9), including category_id, brand_id,
and price. Besides, it can be found that some user attributes get high
weights in item intents, such as gender, age_level, occupation, and
shopping_level. These observations indicate that such attributes are
common factors pertinent to user behaviors.

5 RELATED WORKS

5.1 Feature Interaction Modeling

Click-through Rate (CTR) Prediction is one of the fundamental
tasks in the online advertising and recommendation system, which
aims at predicting the probability that a user clicks an item or ad.
Pioneer works are proposed mainly based on Logistic Regression
(LR) 2, 20, 28], polynomial [1], collaborative filtering [30], Bayesian
models [8], etc. In order to explicitly model the feature interac-
tions, many factorization machine based methods are proposed for
high-dimensional data, such as Factorization Machine (FM) [27],
Field-aware Factorization Machine (FFM) [13], Field-weighted Fac-
torization Machine (FwFM) [21, 22], and Field-matrixed Factor-
ization Machine (FmFM) [32]. Besides, there are some works that
aim at learning weight for different feature interactions, including
Attentional Factorization Machines (AFM) [37], Dual-attentional
Factorization Machines (DFM) [18], Dual Input-aware Factorization
Machines (DIFM) [19].

Since the number of samples and the dimension of features have
become increasingly larger, many deep learning based models have
been proposed to learn high-order feature interactions, such as
Wide&Deep [3], Deep Crossing [29], YouTube Recommendation [4],
PNN [25], Deep&Cross [33], AutoInt+ [31]. Some studies combine
FM with DNN, such as DeepFM [9], xDeepFM [17], NEM [11], and
DeepLight [5]. Overall, these models follows Embedding&Multi-
Layer Perceptron (MLP) paradigm. However, they regard item at-
tributes as ID features, while neglecting the relations and depen-
dencies between attributes of an item.
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Figure 5: Explanations of intent modeling and real case on
the public Alibaba dataset.

5.2 User Interest Modeling

Traditional user interest methods take a straightforward way to
represent each behavior with an embedding vector, and then do a
sum or mean pooling over all these embedding vectors to generate
one embedding [4]. Deep Interest Network (DIN) [39] first consid-
ers the effect of different target items, and assigns attentive weights
for user behaviors. It could captures the user interests on the dif-
ferent target items. Deep Interest Evolution Network (DIEN) [38]
uses GRU encoder to capture the dependencies of user behaviors,
followed by another GRU with an attentional update gate to de-
pict interest evolution. Deep Session Interest Network (DSIN) [7]
leverages users’ multiple historical sessions in their behavior se-
quences, which is based on Transformer and Bi-LSTM. There are
also some works that further consider long-term historical behavior
sequences, such as Multi-channel user Interest Memory Network
(MIMN) [23], Hierarchical Periodic Memory Network (HPMN) [26],
and Search-based Interest Model (SIM) [24].

However, these user behavior models focus on mining interests
through user-item interactions, while ignoring user intents and
item intents for different attributes.

5.3 Graph Neural Network for
Recommendation

Graph Neural Network is widely used in recommender systems
in recent years and achieves significant success. Graph Intention
Network (GIN) [15] adopts multi-layered graph diffusion to enrich
user behaviors, which can solve the behavior sparsity problem.
By introducing the co-occurrence relationship of commodities to
explore the potential preferences, the weak generalization prob-
lem is also alleviated. Feature Interaction Graph Neural Networks

(Fi-GNN) [16] represents the multi-field features in a graph struc-
ture, where each node corresponds to a feature field and different
fields can interact through edges. The task of modeling feature
interactions can be thus converted to modeling node interactions
on the corresponding graph. Dual Graph enhanced Embedding
Neural Network (DG-ENN) [10] exploits the strengths of graph rep-
resentation with two carefully designed learning strategies (divide-
and-conquer, curriculum-learning-inspired organized learning) to
refine the embeddings. There are also some GNN based models in
recommendation systems, such as LightGCN [12], Neural Graph
Collaborative Filtering (NGCF) [35]. Besides, to utilize knowledge
graph (KG) and make full use of other information beyond user-item
interactions, Knowledge Graph Attention Network (KGAT) [34] is
proposed, which explicitly models the high-order connectivities in
KG in an end-to-end fashion. Knowledge Graph-based Intent Net-
work (KGIN) [36] explores intents behind a user-item interaction,
which are modeled as an attentive combination of KG relations.

6 CONCLUSION

In this paper, we focus on the structural feature embedding learn-
ing and intent modeling in the CTR prediction scenario of online
advertising systems. In the CTR prediction model, feature interac-
tion modeling and user interest modeling methods are two popular
domains. Currently, these CTR prediction models still suffer from
two limitations. First, traditional methods regard item attributes
as ID features, while neglecting structure information and relation
dependencies among attributes. Second, when mining user inter-
ests from user-item interactions, current models fail to reveal user
intents and item intents for different attributes, which lacks inter-
pretability. To improve the expressive ability and effectiveness of
the CTR model, we propose a novel Hierarchical Intention Embed-
ding Network (HIEN), considering dependencies of attributes based
on bottom-up tree aggregation. In addition, HIEN can capture user
intents for different item attributes as well as item intents based on
the hierarchical attention mechanism proposed in this paper. Ex-
tensive experiments are conducted on both public and production
production datasets, and the results show that the proposed model
significantly outperforms the state-of-the-art models. Moreover,
our structure embedding learning technique can serve as an input
module for existing state-of-the-art CTR prediction methods to
boost their performance.
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