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Abstract—This paper aims at finding fundamental design prin-  hierarchical structure of the Internet [9], i.e., bottom, institu-
ciples for hierarchical web caching. An analytical modeling tech- tional, regional, and backbone. Hence, it is of fundamental im-
archical caching system where the least recently used (LRU) algo- algorithms for hierarchical caching. In this paper, we explore

rithm is locally run at each cache. With this modeling technique, the fund tal desi inciol iated with th h
we are able to identify a characteristic time for each cache, which € lundamental design principles associated wi e cache re-

plays a fundamental role in understanding the caching processes. Placement algorithm design when caches are arranged in a hi-
In particular, a cache can be viewed roughly as a low-pass filter erarchical structure.

ith its cutoff frequency equal to the inverse of the characteristic Most of the research papers on cache replacement algorithm
i ocuments with access frequencies lower than this cutoff fre- design, to date, have focused on a single cache, e.g., [3], [6], [8],
cache hits r';'?l\lls \?icé(\?vdpcc)nlatmecr?:btlcéspi?tz)hf[gighat:; I;:(aacnhcehv(\gftr;ﬁ:t [10], [13]. However, when caches are arranged in a hierarchical
cache tree as a tandem of low-pass filters at different cutoff fre- S:trgcture, runljlng a cache replacement algorithm which is op-
quencies, which further results in the finding of two fundamental timized for an isolated cache may not lead to overall good per-
design principles. Finally, to demonstrate how to use the princi- formance. Although results on the Optlmal hierarchical CaChlng
ples to guide the caching algorithm design, we propose a cooper-€exists, e.g., [11], they are obtained based on the assumption that
ative hierarchical web caching architecture based on these prin- global caching information is known to every cache in the cache
ciples. Both model-based and real trace simulation studies show hierarchy, which is generally unavailable in practice. Moreover,
that the proposed cooperative architecture results in more than most of the research papers heavily rely on the empirical perfor-

50% memory saving and substantial central processing unit (CPU) : . -
power saving for the management and update of cache entries com- mance comparisons for various cache replacement algorithms,

pared with the traditional uncooperative hierarchical caching ar- SUCh as the least recently used (LRU) algorithm, the least fre-
chitecture. quently used (LFU) algorithm, and the Size based algorithms.

Very little research effort has been made on the study of fun-
damental design principles. For example, the LFU algorithm
based on a measurement time window for collecting the doc-
ument access frequencies was proposed to reduce the table size
|. INTRODUCTION for keeping document access frequencies. However, to the best

NE OF THE important means to improve the perforgf our knowledge, no design principles have ever been given as

mance of web service is to employ caching mechanisn{g.how to propgrly sele_ct t.he Ui window size. o .
By caching web documents at proxy servers or servers clo e‘,l'h|s paper aims . f|.nd|ng fuqdamenta}l deS|gn.pr|nC|pIes n
to end users, user requests can be fulfilled by fetching tHE Context of hierarchical caching algorithm design. Some of
2 results of this study are also applicable to other caching ar-

requested document from a nearby web cache, instead of h as distributed and hvbrid cachi hi
original server, reducing the request response time, netw: t(:["fg]”es’ G 2° distToMEd and hybrid caching architectures

bandwidth consumption, as well as server load. However, ) L . )
ere are three major contributions of this paper. First,

cache miss causes long response time and extra processi

overhead. Hence, a careful design of cache replacement‘al* 3the Pfe."i‘.’“s ar|1alytic worklon3weglcaching which is
gorithms which achieve high cache hit ratio is crucial for thgase on statistic analysis, e.g., [1]. (3], this Paper proposes a
success of caching mechanisms. stochastic model, which allows us to characterize the caching

Web caches need to be arranged intrinsically in a hierarchi®4Pcesses for individual documents in a two-level hierarchical
ching system. In this model, the LRU algorithm runs at indi-

structure due to the hierarchical nature of the Internet. An €&

ample is the four-level cache hierarchy which matches with tNéjua! caches In an uncooperative manner. An approximation
technique is employed to solve the problem and the results are

found to accurately match with the exact results within 2%

error. The modeling technique enables us to study the caching

performance for individual document requests under arbitrary
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architecture provides more than 50% memory saving a
substantial central processing unit (CPU) power saving for tl
management and update of cache entries compared with
traditional uncooperative hierarchical caching architecture.
The remainder of this paper is organized as follows. |
Section I, the model is described and analytical results derive
In Section lll, the performance results are presented and 1
design principles proposed. Based on the principles propos Go Level 2
in Section Ill, Section IV introduces a cooperative hierarchici
caching architecture and the performance of the propos
architecture is compared with the traditional uncooperative o
by both model based and real trace based simulations. Fina
conclusions and future work are given in Section V.

Il. A HIERARCHICAL WEB CACHING MODEL l

. Cy RN
The traditional hierarchical web caching is to build wel Mg/ Ny U
. . sers
caches into a tree structure with the leaf nodes correspond
to the lowest caches closest to the end users and the root n o o

the highest caches. User requests travel from a given leaf nc==
toward the root node, until the requested document is fourEIj. 1
If the requested document cannot be found even at the root ™
level, the request is redirected to the web server containing the o~y 4 ] .
reversed path, leaving a copy of the requested documentdigtributions collected from the real traces, e.g., [3], [7], [10], as
each intermediate cache it traverses. The hierarchical cachina{iﬂ' as our own tests in Section IV, we modg); by Zipf-like
called uncooperative hierarchical caching if caching decisiofltstributions

are made locally at each cache throughout the cache hierarchy. 1 )

In the following sections, we propose a modeling technique ¢ = Kka fork=1,....M, and i=1,....N
characterize the caching processes for a traditional uncoopera- )

tive hierarchical caching architecture.

Two-level hierarchical web caching structure.

where K, is the normalization factorz(¢) is the popularity
A. Model Description and Notations rank of document at cachek, and z;, is a parameter taking
. . ) . values in [0.6, 1].
Consider a two-level web cache hierarchy with asingle cach€c, e miss ratios are widely used as performance measures

of size Cy at the root level and caches of size€’, (k = 4t cache replacement algorithms. Let the average arrival rate of
1,2,..., M) at the leaf level. The network architecture of OUf, .\ menti from leaf cache: (k= 1,2 M) to the root

model is presented in Fig. 1. Since LRU is a Widely adopt che be\?. and the average miss rate of documeént the
cache replacement algorithm, we study uncooperative cachpa ke

i ; ; ) 3t cache be\;, as shown in Fig. 1. Note that). is simply
with the LRU algorithm locally running for any caches in thqhe average caoche miss rate of docummtcacﬁgé. Then the

cache hierarchy. The following three assumptions are made'following cache miss ratios can be defined in terms,af, A2,
1) The aggregate request arrival process at leaf dache= and )\, as:
1,2,..., M) is Poisson with mean arrival rate,.

2) The arrivals of the request for individual documétit = s = Abi
1,2,...,N) at cachek is independently sampled from i
the aggregate arrival process based on the probability set Y
{pri}, Wwherep,; is the access probability for document = T)\
at cachek andY"" | pi; = 1. Here,N is the document b=t 0’”
sample space size. 0 = Eifl Aki
3) All the documents have the same size. E?:l Aki
Assumptions 1 and 2 imply that the request arrival process for Z?\il Ao
document (i = 1,2,...,N) is Poisson with mean arrival rate N= G N )
Ar; [15], where 2=t 2oimy A
wheren; is the cache miss ratio of documenat cachek, n;
Ak = PriNk- (1) isthe cache miss ratio of documerfor the whole hierarchical

caching systemy? is the total cache miss ratio at cacheand
Assumption 3 is a pretty strong one but it will not affect the is the total cache miss ratio for the whole hierarchical caching
correctness of the qualitative results, as we shall explain lateystem. As we shall sed. and \o; themselves are, in fact,
With this assumption, cache siz€% (i = 0,1,2,...,M) are more insightful performance measures than the cache miss ra-
measured in the unit of document size. tios defined above.
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? " cache miss ¢ deterministic and approaches a constant. As long as the cache
cache hit size is reasonably large, Approximation 1 can be expected to
be a good one. Moreover, as long as the request rate of each
document constitutes a small percentage of the aggregated re-
quest rate, Approximation 2 can be expected to be a good one
; o too. Since the request rate for the most popular document con-
head of cache stitutes less than 10% of the aggregated request rate according
4ty \«—t tnl —— Ty — to the Zipf-like distribution (for real web traffic, this percentage
is even smaller due to the domination of one-time document re-
Fig. 2. Arrival processes of a given document at both level caches. quests), this approximation should be a good one. Our model
based simulation studies showed that the varianeg,;a$ very
small even for smallv, say N = 10 000, andr; is very in-
o ) _ sensitive tai. These approximations are made not only for the
Now, the focal point is to derivay, andXo;, or equivalently,  tractability of mathematical developmentin this section but also
the average miss interval,; = A},” andZo; = Ayt for  for the identification ofry; as an important characteristic time
document (i = 1,2,..., N) atleaf caché and the root cache, for a given cache, as we shall explain in the following sections.
respectively. For this reason, the accuracy of these two approximations are
1) Calculation of7};: To find 13, for documenti, one further verified in Section IV, based on a large number of real
notes that the inter-arrival time between two successive caghgce simulations.
misses for documeritat cachek is composed of a sequence of With this approximation technique, the problem is greatly
independent and identically distributed (i.i.d.) random variablegmplified because the interaction between the caching process
{t1,t2,...,t,—1} plus an independent random varialfle.  of document and all other processes is mediatedy only
Each epocht; (i = 1,2,...,n — 1) corresponds to a periodthrough the conditionst; < 7; (j = 1,2,...,n — 1) and
between two successive cache hit of documenThe last ¢, > 7,. In fact, Approximation 2 is unnecessary for the math-
epocht,, is the time interval between the last cache hit and thgnatical formulation. It is used only when explicit analytical
next cache miss. The process is shown in Fig. 2. Let us takeegults are sought, as we shall see shorflycan be easily cal-
look at the first epoclt;. The cache miss at the beginning otulated by solving the following equation:
the epoch results in the caching of the requested document to N
the head of the LRU list. Here, we neglect the delay between
cache miss and document caching. As time goes, the cached ' Z ‘P’“j(t < ki)
document moves toward the tail of the list until there is a hit J=Lis
of the document at the end of the epoch, when the documertere P;(t < ) is the cumulative distribution of the request
is moved back to the head of the list. The movement of theterarrival time for document at leaf cachét. This equation
document toward the tail is due to the caching or hits of otheimply states that withim; time units since the last cache hit
documents, which according to the LRU algorithm, will causef document:, there are exactly’;, distinct documents being
the caching or moving of those documents to the head of thi or cached, given that there is no more request for document
list. ¢ during this period of time. Since the cache hit time for docu-
Let us first calculate the distribution density functigf}(¢) ment: can occur at anytime, (5) does not hold in general except
for the cache miss intervaht leaf caché or the requestinterval for the current case where the individual processes are Poisson
of document from cachek to the root cache. We have processes. A general expression is given in (16).
Now, f7.(¢) can be formally expressed as follows:

tail of cache / [

i

B. Model Analysis

= Cy (5)

n—1
t=> tittn (4) o
i=1 ) =3 fra(t | n)Prilt < 7)1 = Pt < 7))
The exact distribution of an epo¢hcan be formally written in =1
terms of the distributions of the constituent Poisson processes (6)

for individual document requests. However, the computatiQfere
complexity is extremely high even whety, and N are mod-
erately small. In what follows, we propose an approximation Pii(t <7pi) =1— e MiThE (7)
technique to make the problem tractable.

Define 7; as the maximum inter-arrival time between two Next, take the Laplace transform ¢f.(¢). We have (see
adjacent requests for documeéntithout a cache miss at cacheAppendix A)

k (k = 0,2,...,M) as shown in Fig. 2. In essence,; is a Apsel—o= Ak )7

random variable. However, in o4 roximation technique, two dri(s) = (8)
. . A (—5—pi)Ths .
approximations are madgf Aki€ )T 4§
1) , islassumed 1o pe a consStant for any givesnd:. Then,Ty; is readily obtained as
2) 74; is a constant with respect to(i = 1,2,...,N) for dibrs(s)
any givenk. Thi = — 2% i = At et 9)
The rationale behind these two approximations is based on the 5 ls=o0

following intuition: As the aggregated arrival rate of all the othe®nd
document requests increases, this rate becomes more and more A= T,j = Apge” MR (10)
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2) Calculation of7p;: With the proposed approximationadjacent requests for documenat the root cache without a
technique, one takes away the complex correlation amoocgche miss. The averagg can be solved from (again, applying
the request arrival processes for different documents to 6, Th. 10.4.5])
root cache. This makes the calculation &i; possible. The N
calculation ofTy; involves three key steps: 1) construct the ‘ N
distribution function £2.(¢) or the corresponding cumulative Z Fi(t < 705) = Co (16)
distribution functionP.(t < 7); 2) construct the aggregate
cumulative distribution functiods; (¢t < 7) for the interarrival where
time of document to the root cache; and 3) again, apply the v Y
same approximation to obtaif,. : N1 0 07 o

To constructfy.(t), one needs to find the inverse transform of Fi(t <o) =1 Z A o (1= Poi(t <)) dr.
¢wi(s) in (8). However, there is no compact solution §ik (). k=1
In Appendix B, we derived an exact solution with infinitely
many terms as follows: Finally, with reference to Fig. 2, one can calculdig as

oo n—1
0 (4 _ _1yntl 1t —n7)
sz(t) - Z( 1) )‘ki (7’L _ 1)!
whereuw(t) is a step function with:(¢) = 0 whent < 0 and
u(t) = 1 otherwise. Note thafy,(t) = 0 whent < 7, @
consequence of the approximation. With alternate sign chan§és
between any two successive terms and with factorial decaying
factors, this series converges very fast. One also note tha > 10
the step function in each term, for any fintef . (¢) is exactl
en ex-

described by finitely many terms. Despite all these ni
W—&mb%;:pression, we still find it cumbersome
plicit expresstms fo; is to be sought. Hence, instead of usin

(11), we use the following approximate expression for furth
development:

i=1i#j

17)

oo

Toi = Y _[(n = Dfoile<r, + toilt>ro]

n=0

X Poi(t < Toi)n_l(l — Poi(t < TOi)) (18)

w(t —nm)  (11)

n=1

— Po‘ t< T0:
Toi = Toi|t<ry,; 1 il o)

————  + F0i|t >0 - 19
_POi(t < TOi) + 0/|t> 0i ( )

Coilt<rs: (foilt>r,; ) IS the average epoch duration provided that
l‘ﬁ% duration is smaller (larger) thay;.

The analytical expression fa; in (19) can be derived based
n (15). Note that up to this point, Approximation 2 made at the
%reginning of this section has not been used. However, due to the
peculiar dependency @ (t < ) with respect tory; in (14),

.08 ~ O—gic—vﬁi(t—m), T <t < 00 (12) the general expression is lengthy and cumbersome. To get the
ki 0, t < Thie explicit analytical results, in the following development, we use
This is a truncated exponential distribution with Approximation 2, namelyr; = 7, i.e., 7x; is independent of

1. We further consider a special case: assumeXhat, and
=— (13) 2 arethe sameforakt (k =1,2,...,M). Thenn, = nr for

ki = Thi k=2,3,...,M. This is true simply because is completely
Hereoy, is chosen in such a way tha}; derived from (12) gives determined by\x, Ci, andz;. Substituting (14) into (15), we
the exact resultin (9). Numerical studies showed (not presentbén have (20) shown at the bottom of the page. With a straight-
in this paper) that the expression in (12) closely matches wilbrward but tedious calculation based on (20), we arrived at the

1
Oki

the exact solution in (11). From (12), we have following expressions:
— o (T—The) . —1
Poz(t<7')%{1 ¢ Tk T T OO (14) B M
* 0, T < Thi toilt<re: = 71 = Poi(t < 10i) ™" | Toi + Z)‘gi
From [16, Th. 10.4.5], it is easy to show that, in general k=1
L ¥ Mo em M
POi(t<T):1_Z)\27‘, Z)‘gv‘,(l_Pl?i(t<T)) XZ/ Aki H (T_Tl_al:il)dT
i1 Pt k=10 E =1,k %k
M 0o M M -1
k=Lk#k’ V7" k=1 k=1
In parallel to the approximation technique used at the leaf At
caches, the approximation technique is also employed at the root X <e_ 2oy ohilmoi=m) _ 1) (21)
cache. Definey,; as the maximum inter-arrival time of the two
1- EQil,k’:l Uki)‘gfil
. iw:l )\kiO":ile_”ki(T—"'l): forr > mn

POi(t < 7') = i 1y -1
— 2uk=1,k=1 )‘2'1‘ (Tl — T+ 0y )

M —1
k=1)‘2i (Tl—T—i-Oki), for 7 < 711,

(20)
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Fig. 3. Cache miss rates for individual documents—homogeneous case.

(@)= = 1.(b)z) = 0.6. Curve 1: cache miss rate at leaf level cache. Curves@ig 4. Cache miss rates for individual documents—inhomogeneous case.
3,4, and 5: cache miss rates at the root caché€'fo= 800, 1200, 1600, 2000. (g)-, = 1.(b)z, = 0.6. Curve 1: cache miss rate at leaf level cache. Curves 2,

3, 4, and 5: cache miss rates at the root cach€’fo= 800, 1200, 1600, 2000.
and
Foiltsry. = T0i — (1 — Poi(t < 70:)) ™" 4, and 5 correspond tay; for Cy = 800, 1200, 1600, 2000, re-
M M —1 spectively. As expected, the cache miss rates at both level caches
0o -1 0 -3 api(m0:—m)  iNFig. 3(b) are higher than that in Fig. 3(a). Both parts of Fig. 3
. kI:[l ki€ ki <; A’”) xe” L show that increasing root cache siZghelps to reduce the miss
B B 22) rates for the first 1000 popular documents but it helps very little
to reduce the cache miss rates for the rest of the documents. Also
To: is obtained by substituting (21), (22), and (20) into (19)10te that after certain size, say, 1200, further increaSindoes
This solution is tested against simulation results, which ¢'=Tst significantly improve cache miss performance, especially
that the solution is highly accurate with a maximum errol_g2er the case jqFig. 3(b) where unpopular documents constitute

M

than 2%. a large portion of the overall misses.
Interesting enough, both subplots show that the curves are
I1l. NUMERICAL ANALYSIS AND DESIGN PRINCIPLES peaked at documents of certain ranks and then the curves drop
. . exponentially. Besides, curves in Fig. 3(b) drop more sharply
A. Numerical Analysis than that in Fig. 3(a). To explain this phenomena, we note that

In this section, we present the numerical results for the twthe analytical expression for the aggregate miss rate at the leaf
level hierarchical caching model proposed in the previous sexaches is available. From (10), we have
tion. Unlike most of the existing papers on web cache replace- .
ment which focus on the analysis of aggregate cache hit/miss 30— PI] 23
performance, our study focuses on the analysis of cache hit/miss £ Z ki = FALIC ' (23)
performance foindividualdocuments. The focal pointis on the =1
derivation of design principles. Here, we have taken,; = 71. Equation (23) explains the ex-

For all the numerical case studies in this paper, wéfet 4, ponential behaviors for the cache miss rates at the leaf caches.
N = 20000, = 2, andC;, = 200 fork = 1, 2, 3,4. We Sincer, for z; = 1 is larger than that fog; = 0.6, it explains
study two extreme cases of Zipf-like distributions, iz¢.= 0.6 why z; = 0.6 has a faster exponential dropping rafeis max-
and 1 fork = 1, 2, 3, 4. We also consider bottomogeneous imized when\;; = 71! and it is equal tote~*r, ~1. Since
andinhomogeneousases. Here homogeneous refergiip= 7 = 151 and 102.6 at; = 1 and 0.6, respectively, it is easy to
pwi forvV k, k' = 1, 2, 3, 4 and inhomogeneous, otherwise. Faerify that the peaks of? in Fig. 3(a) and (b) do occur at these
the inhomogeneous case, the document popularity k) values. Temptated by this observation, we furthercusJe(;1
is shifted by 300 documents from one-leaf cache to another.tthestimate the peak miss rates at the root cache for curves 2, 3,
other words. R (¢) = [N 4+ ¢ — 300% (k — 1)]%N + 1, for 4, and 5. Amazingly, it turns out that the calculated peak rates
k = 1,2, 3,4. Now, we present the numerical results for thmatch with the actual peak rates almost perfectly.
miss rates\? = Zi:l A= Zi:l Tt and)y; = Ty, atthe Next, we further examine the above phenomena for the in-
two-level caches. Four cases kf; are studied correspondinghomogeneous case. Fig. 4 depicts the results for the inhomoge-
to Cy = 800, 1200, 1600, 2000, respectively. Given that=neous case with the settings and the other parameters the same
20 000,Cy = 2000 should be considered sufficiently large. asthe homogeneous one. In the inhomogeneous case, four miss

We first focus on the homogeneous case. Fig. 3 presents thge peaks are identified due to the shifted document popularities
miss rates at both level caches versus document number or rilokn one-leaf cache to another. Again, the miss rate at the root
(up to 1600). Fig. 3(a) and (b) correspondsto= 1 and0.6, cache is almost leveled &% = 2000 for both cases, indicating
respectively. In each part , curve 1 represexjtsCurves 2, 3, that there will be little performance gain by further increasing
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Cy. Again, we US@_IT&I to estimate the peak miss rates at thevithout a hit. They are effectively one-time access documents
root cache and find they are within 15% differences from theith access frequencies smaller tHaf01.
actual peak values in Fig. 4. Here a comment is in order. Although the above principles
The above studies indicate that there is a cutoff frequencyaat drawn from the analytical results under the assumption that
e~1771 ~ 0.368 !, wherer is defined as the average max-document sizes are the same, the principles generally hold when
imum document access interval without a cache miss. Here, d@cument sizes are different. This is because the principles are
identify 7 as acharacteristic timefor a given cache and it is derived from the concept of a characteristic time which exists
a function of the request processes, the cache size, as welteggrdless of whether documents have the same size or not.
the request pattern. Note thats a well-defined parameter pro-
vided that the two approximations made in the previous sectipp A CoOPERATIVE HIERARCHICAL CACHING ARCHITECTURE
hold. The simulation based on a large number of real traces i
the following section verifies that is really a well-defined pa-
rameter. The miss rate or miss frequengyf any given docu-
ment: with respect to this cache will be very likely to be sm
than this cutoff frequency. More conservatively, one can
cutoff frequency at-—!, which guarantees that no docunT
miss frequency can exceed this cutoff frequency. In fact, joniThe proposed cooperative hierarchical caching architecture
document requests with constant interarrival time slightly Je¥gean be described as follows. Like the traditional uncooperative
than+ will have a miss rate close to—L. To see w#Can hierarchical caching architecture, such as Harvest [4], the LRU
be viewed as a cutoff frequency more cleae§” We calculate tatgorithm is used locally at individual caches throughout the
miss ration; in (3). From (10), we have cache hierarchy and a request is searched upward starting from

"o demonstrate the power of the design principles obtained in
the previous section, we propose in this section a cooperative hi-
rarchical caching architecture based on these design principles.

e

Architecture Overview

. 3 the lowest level cache.
i = e “HTR. (24) However, the proposed architecture involves two major

changes to the traditional architecture. First, in this architec-
ture, a cache hit of documehnatlevell (I = 2,3,...,L,L+1;
here L + 1 refers to the original server) does not result in
document caching in all the lower level caches along the
request path. Instead, the document will be cached only in level
The numerical analyses in the previous subsection immegi-cache ifm < 7, wherer -t < A; < 71 . Here),, is the
ately lead to the following conclusions. A cache can be viewegcess frequency for documentt the leaf caché. This is
conceptually as a low-pass filter with a cutoff frequency UppP@ased on the observation that documéhas a good chance
bounded by, wherer is the characteristic time for the cachejg pass through all the caches at levels lower tharCaching
Requests of a document with access frequency lowerthan gocument in those caches is largely a waste of cache and CPU
will have good chances to pass through the cache, causing cagli@urces. This change to the traditional architecture ensures
misses. With respect to this cache, all the documents with accgsst when the access frequency of documéntreases, it will
frequencies much lower tharm*, say, smaller tham='7~*, have better chance to be found in a cache closer to the user
areeffectivelyone-time access documents and will surely Pagse., m instead ofl). However, it does not take care of the
through the cache without a hit. situation when the access frequency of documelecreases.
The above conceptual view is particularly helpful when it i$he second change takes care of this situation.
used to identify design principles for a hierarchical cache struc-The second change to the traditional architecture is the fol-
ture. Consider a branch of airlevel hierarchical cache treejowing. A replaced document from leveb cache is further
from a given leaf cache at level 1 to the root cache at levghched in its upper level cache (i.e., level 1 cache) if the
L. Denote the characteristic time for thi level cache as; document is not in that cache. Otherwise, the document is con-
(i=1,2,...,L). Then, if we view these caches as a tandem gfdered to be the most recently used and is moved to the head of
low-pass filters with cutoff frequencies™ (i = 1,2,..., L), the list in levelm + 1th cache. In this way, a document cached
we can immediately identify two design principles. at levelm cache will have an effective minimum lifetime equal
1) For higher level caché to be effective with respect to E£=m 7. This ensures that subsequent accesses of the doc-
to a lower level cachd’, we must haver; > 7 for umentwhich incur misses at level will still have good chance
I>10,1,I' =1,2,...,L. Sincer, is directly related to to have cache hits at higher level caches, although with possibly
the cache size [see (5) and (16)], these conditions can|bager response time.
readily used for cache dimensioning. Note that the proposed architecture requires that leaf dache
2) Given the conditions in Principle 1 hold, a documendstimate\; (¢ = 1,2,...,N) and each level cache estimate
with access frequency lower tham'r, ' is effectively its own characteristic time. Also, note that the proposed archi-
an one-time access document with respect to the entiegture is cooperative in the sense that the estimation.ofe-
cache hierarchy. This document should not be cachedqpires the knowledge of the characteristic time of the root level
any caches throughout the cache hierarchy. cache, as we shall see shortly. A final note is that caching de-
The assertion in Principle 2 can be readily verified from Figs.dsion based on the measured(! = 1,2,...,L) lends us a
and 4. Note that for all the case studies,' > 0.001. One natural adaptive caching mechanism which takes into account
observes that the tail portions of the cache miss curves at boftihe cache size, request arrival rate, as well as request pattern.
cache levels converge together, meaning that the requests tothe following section, a measurement scheme is proposed to
responding to the tail portions pass through the cache hierar@mable the estimate af and A;.

One observes that the cache miss ratio for documanhtache
k quickly approaches 1 as,; falls beIOWT,jl.

B. Design Principles
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B. Measurement Schemes is a cache hit, the document is sent back to the requesting
host and the algorithm is exited. Otherwise, go to step 2.

1) Characteristic Time:In the proposed architecture, the 2) Search the access frequency table. If a match is found,
characteristic timer; at any cachd in the cache hierarchy calculate the access frequengy, otherwise sedy; = 0,
needs to be measured periodically. This can be easily done create an entry for this request and put the current time-
by inserting a timestamp in each document upon caching and  stamp in the entry.
the timestamp is updated to the current time whenever the3) Send\; together with the request to the next level cache
document receives a hit. The instantaneausalue can then for further search.
be obtained whenever a document is being replaced, simply by4) Atlevelm cacheg(l < m < L), ifnoentry is found which
taking the difference between the time of replacement and the ~matches the requested documentplet m + 1, and go
timestamp of the document. back to the beginning of Step 4. Otherwise, the document

Note that the computation complexity for updating a time- ~ and; are sent via the reverse path to the requesting host.
stamp is much lower than the computation complexity for the At each intermediate level cache’, if 7 < A, @
matching of the request with the cached document and for the  copy of the document is cached before it is sent to the
shuffling of the document who gets a hit to the head of the list ~ next lower level cache.

(this involves the exchange of six pointers). When the requestNote that since the document found at leveh
process is quite stationary, computation complexity can be fee = 2,...,L,L + 1) will not cause the document
duced by updating; at relatively large time intervals, say, everycaching in all the lower level caches, especially for one-time
5 min. For our simulation study based on time invariant Poiss@@cuments, the cache efficiencies are improved in all level
arrival processes as well as real traces, the fluctuations arogaghes. Preventing those documents which will for sure not
the mean value for; is found to be very small. incur any hits from being cached not only saves cache memory

2) Access Frequencytn our architecture, the access frebut also CPU power. As we shall see in the following section,
quency of each document needs to be estimated at leaf cadde&time document requests constitute a large portion of
for the purpose of making caching decisions at any cacHi total document requests and consequently the proposed
in the cache hierarchy. In this sense, our approach is likealgorithm results in great reduction of cache memory size and
combination of the LRU algorithm and the LFU algorithmCPU power consumption.
except that here the LFU algorithm, which runs in only the leaf A major added complexity of our algorithm is the need for the
caches, serves the filtering purpose for all the caches in ti@nagement of an access frequency table at each leaf cache.
cache hierarchy, not just for a single cache. This added complexity is, however, minimum compared with

A fundamental difficulty in using LFU algorithm is the needne _complexities_ for reg_ular cache searches and LRU updates.
to keep track of the access frequencies for all the documeRgSides, by setting the timeout valuesr’, both frequent and
that have been requested. A practical solution is to keep track/df€duent requests are quickly timeout from this table, resulting
the access frequencies for documents which have been sedf f Small table size to be managed.
the pastA7 time window. However, an open issue is how to set ;

AT value. On the basis of our design principles, we can readffy Performance Evaluation

solve this problem. According to Principle 1, a document with A performance analysis is performed for the proposed hier-
access frequency lower than'r; ' is effectively an one-time archical caching architecture compared with the uncooperative
access document and it makes no sense to keep track of thecaghing architecture described at the beginning of Section II.
cess frequencies of any documents with access interval m@&Rce the focal point of this study is to demonstrate the effective-
larger thanrz. On the other hand, documents with access ifress of the design principles, the parameters used in this study
terval smaller than;, are worth caching and, hence, should bgre not fine tuned to achieve optimal performance, which is sub-
tracked. Therefore\7’ should be setahT" ~ 7. Thisrequires ject to future study.

that the root cache periodically broadcast its measdredlue 1) Model Based Simulation Studygain, consider a two-

to all the leaf caches. This can be done by piggybacking level hierarchical caching system wifd = four leaf caches
the requested documents sending back from the root cachey@ one root cache. We safl” = 1.27,, wherer, is the char-

the leaf cache. acteristic time for the root cache. With all the other parameter

In our implementation, a leaf cache keeps an access fgettings the same as the ones used in the previous section and
quency table for individual document URLs. A documeny, — 1, the cache miss rates at the root level cache are calcu-
URL is deleted from the table if the elapsed time since thated for the proposed architectureat = 1200 based on sim-
last document access of the access frequency table excaggfion and the uncooperative architectureCgt= 1200 and
AT. To further reduce the computation complexity, in oup400 based on numerical analysis.
implementation, only a timestamp of the last document accessig. 5 presents the results. Parts (a) and (b) of the figure give
time is kept and updated for each document. The request ace@gsresults for the homogeneous and inhomogeneous cases, re-
frequency is estimated by taking the inverse of the time intervgpectively. For both cases, the overall cache miss rate as defined
between the time of the current document access and the time3), for the proposed architecture@§ = 1200 are found to
of the last document access. be very close to the cache miss rate for the uncooperative ar-

3) Cache Search AlgorithmThe cache search algorithmchitecture atC, = 2400. This means the proposed architecture
works as follows.

. 1Since only those requests which receive cache misses will cause caching in
1) Upon the arrival of a request at leaf cache e access frequency table, frequent requests will not appear in this table simply
(k = 1,2,...,M), the cache is searched. If therebecause they are in the leaf cache without being replaced.
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Fig. 5. Cache miss rates for individual documents at the root cache fo
cooperative (curve 3) and uncooperative (curves 1 and 2) architectures. (.
Homogeneous case. (b) Inhomogeneous case. Curves 1 and 3: cache miss r. - oo Koo oo oo ¥
atCy = 1200, and curve 2: cache miss rat&gt= 2400. l_‘_“

can offer comparable performance as the uncooperative arct Fooo Hoooo Koo S Koo
tecture with about 50% saving of the root cache resource. Mor .
importantly, from Fig. 5, we see that the proposed architectur 10
successfully reduces the miss rates for the popular documen 10 10
Comparing the two curves &k, = 1200 for both subplots and Document Ranking
focusing on the first 1300 popular documents, one observes that _ . .

. . . . Fig. 7. 7; versus document ranking for different cache size.
an improvement by a factor of two or more is achieved by usmgg
our proposed architecture. The proposed architecture leads to a
small loss of performance for unpopular documents at the tail ¢ rtp: Research Triangle Park, NC;
portions of the curves due to the exclusion of these documentse sd: San Diego, CA,;
from being cached. However, this loss of performance is well ¢ st: STARTAP, the international connection point in
compensated by the performance gain for the popular docu- Chicago, IL;
ments, which, in general, improves customer satisfactions usinge sv: Silicon Valley, CA (FIX-West);
the web service. * uc: Urbana-Champaign, IL.

In essence, with the removal of the unpopular documentgese traces were collected during the period from December,
from being cached, we, in effect, increase the characterispigoo through April, 2001. Each trace contains a one day log.
times at both level caches, resulting in tremendous overgihe traces were preprocessed to extract the information con-
performance gain. For instance, @ = 1200,79 = 332.4 taining timestamp and URL from each entry.
for uncooperative case ang = 1875 for cooperative case, First, we test whether these traces follow the Zipf-like distri-
increasing by about six times. bution well. The distribution of all the traces are calculated and

2) Real Trace Simulation StudyOur real trace simulation the results show that the distribution for any of these traces fol-
study focuses on the following two issues. First, we want 1gws the Zipf-like distribution reasonably well, expect for the
verify the assumption and the approximations made in the pkgil portion. The value of;, varies from one proxy to another,
vious sections, i.e., the assumption of the Zipf-like distributiopganging from 0.64 to 0.75. As an example, Fig. 6 shows the dis-
and the two approximations which lead to the concept of chafibution for trace sv (dated 4/12/01) together with the Zipf-like
acteristic time. Second, we further test the effectiveness of thigtribution atz;, = 0.68. One can see that the curve fits the
proposed architecture compared with the traditional one.  Zipf-like distribution reasonably well, especially for the middle

The National Laboratory for Applied Network Researclyortion. There appears to be some flattening at the most popular
(NLANR) manages a hierarchical Internet cache system budlhd and least popular end (i.e., the tail portion), mainly unfit
upon Squid caches. NLANR is one of the few organizationg the least popular end where one-time documents account for
which provide the real web traces for public access. The traggsre than 70% of the total document references.
used for this StUdy are downloaded from the NLANR web site Second, we test whether Approximation 1 made in Section Il
[17]. Following the naming convention by the trace owneholds well.7; in a wide range of values (1 to 100 000) are
the names of the traces studied and the corresponding pr@gynpled at various cache sizes. The results show that without

locations are listed as follows: exception, the; samples take value within 15% around its mean
 bo: Boulder, CO; values for all the traces tested. For instance, for trace sd (dated
» pa: Palo Alto, CA; 2/19/01) at cache size of 1000, the 1000th document has an av-

 pb: Pittsburgh, PA; erager of 82.3 with variation from 77.6 to 93.7.
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TABLE |
SIMULATION RESULTS FOR ALEAF CACHE
Trace Index | Reference | Distinct | One-time | Cache Miss | Cache Size Cache Size
(4/26/01) | Number | Doc. No. | Doc. No. Ratio | (LRU) | (New Approach)
bo 130164 96052 90564 0.88 1000 277
pa 275351 163363 135639 0.85 1500 355
pb 355758 225461 174892 0.90 1500 371
rtp 789246 469007 | 424970 0.82 4000 1450
sd 1160607 | 601315 479411 0.85 5000 1874
st 135385 93009 86728 0.87 1000 357
sv 1065379 | 814762 779023 0.89 4000 1887
uc 747867 419818 | 345852 0.63 4000 1555

Next, we test whether Approximation 2 made in Section ttace bo. Moreover, since only frequently referenced documents
is a good one. The simulation studies for all the traces shase cached, most of the time the CPU is performing pointer ex-
that this approximation is very accurate. As an example, Figchanges for documents which receive cache hits, rather than fre-
gives the average; for ¢ = 1, 10, 100, 1000, 10000, 100 000guently adding new documents to and removing old documents
at cache size§’ = 10, 100, 1000, 10000 for trace pa (dateffom the cache due to cache misses. Hence, the proposed al-
1/26/01). One can see that averagis pretty close to a constantgorithm substantially reduces the search complexity due to its
for differenti’s at any given cache size. These two tests validateuch reduced cache size.

the use of the characteristic time as a well-defined parameter to ;
characterize the cache bahavior. E y/
V. CONCLUSIONYAND FUTURE WORK

Finally, we study the performance of the proposed architec- ) . . :
ture compared with the traditional uncooperative architecture.!n this paper, amodeling technique is proposed to analyze the
Due to the fact that the available traces are filtered traces by fi¢hing performance of a two-level uncooperative hierarchical
lower level caches and they are collected from widely differef€P caching architecture. On the basis of this analysis, an im-
locations all over the country, it would be rather artificial to usFortant characteristic time is identified for'a cache, which is a

these traces as leaf cache input to simulate a complete hie p_ction of request arrival processes, the qache si_ze, as w_eII as
request pattern. Two hierarchical caching design principles

chical system. Instead, we focus on the performance study identified based on th t of filterina defined by th
single leaf cache using these traces as input. The focal poingf% rlagtr;::i!s?ic ti?nS: Tﬁg de?siczncﬁrﬁ)ciole!s ?sntr;]gen ilsne% toy uidee
placed on getting a rough estimate of the potential performaq??e ; { esign p P X 09

. i . 3 € design of a cooperative hierarchical caching architecture.
gain for the proposed architecture over the traditional one.

The performance of this architecture is found to be superior to
AssumeAT = 1.2r wherer is the average characteristicthe traditional uncooperative hierarchical caching architecture.
time of the leaf cache. Table | lists the trace name, the numbeme believe that the characteristic time and the associated fil-
of document references, the total number of distinct documertisiing concept can be easily generalized to apply to a cache
the total number of one-time document references, the caafigich runs some other cache replacement algorithms, such as
miss ratio, the cache sizes for both the traditional approach, drRlUJ variants or GD-Size. Also, on the basis of the character-
the proposed approach. istic time and the filtering concept, design principles can be de-

First, one observes that one-time document requests re&g}pped to guide the design of high performance hybrid or dis-

sent a large portion of the total document requests for all t% uted caching architectures. We shall look into these issues in

traces. This makes the average number of per document ref ?_future.

ences very small. For instance, for trace bo, the one-time ref-

erences represent 70% (90564/130 164) of the total references APPENDIX A

which makes the average number of per document references

as low as 1.36 (130 164/96 052). This translates into rather high'Ve have

cache miss ratio of 0.88. o
Since the traditional approach does not make an attempt to Pril(s) = Z Pki(n)/C_Stfki(t |'n) dt

prevent the one-time documents from being cached in the cache ot

table, the cache efficient is extremely low. A large portion of the

proxy resources including cache memory and CPU power are

used for caching and replacing one-time documents without a

cache hit. In contrast, the proposed algorithm results in tremen- Qi Mo (s)

dous cache memory savings, e.g., 72.3% [(1000-277)/1000] for — 1= (1 — qri) M1 (s) (25)

[(1 — qui) My ()]  qriMa(s)

M

3
Il
-
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where [10] L. Breslau, P. Cao, L. Fan, G. Phillips, and S. Shenker, “Web caching
and Zipf-like distributions: Evidence and implication®foc. IEEE IN-
T Apse—Awit FOCOM’'99 vol. 1, pp. 126-134VIONTH 1999.
M (s) = / et ke [11] M. R. Korupolu and M. Dahlin, “Coordinated placement and replace-
0 1 — =i ment for large-scale distributed caches,THEE Workshop Internet Ap-
A (6(_5_)\,”.)”7. _ 1) plications “MONTH 1999, pp. 62—_71. _
_ v (26) [12] J. Wang, “A survey of web caching schemes for the interna€M
(_3 — )\ki)(l — G—Amfu) Comp. Commun. Rewol. 29, no. 5, ppXXX -XXX, Oct. 1999.
and [13] M. Abrams, C. R. Standridge, G. Abdulla, S. Williams, and E. A.
o st Fox, “Caching proxies: Limitations and potentials,” Rroc. 4th Int.
M . st Apie” World-Wide Web ConBoston, MA, Dec. 1995.
2(3) - € e—Mei Thi [14] F. P. Kelly, “The clifford Paterson lecture, 1995: Modeling communica-
Thi tion networks, present and future,” Proc. Royal Society, London, A
Apg (T3 i) Thi vol. 444, 1995, pp. 1-20.
= ()\ T S)G—Ammi . (27) [15] D. Bertsekas and R. Gallag&ata Networks Englewood Cliffs, NJ:
ki Prentice-Hall, 1987.
[16] G. R. Grimmett and D. R. StirzakeRrobability and Random Pro-
Substituting (26) and (27) into (25), we get (8) cesses LOCATION : Oxford Science Publications, 1992.
[17] Anonymized Access Log, XQXQXQ XQXQXQ. [Online]. Available:
ftp:/fircache.nlanr.net/Traces/
APPENDIX B
From (8) and (10), we have
1 Hao Che received the B.S. degree from Nanjing
</)kz(3) = — University, Nanjing, China, the M.S. degree in
1+ ()\gis) e 8Tki physics from the University of Texas at Arlington,
oo TX, in 1994, and the Ph.D. degree in electrical
ndl (A0 N\~ " —n —nsm; engineering from the University of Texas at Austin,
=D (=DMAR) s (28) T in 168, /
n=1 He was an Assistant Professor of Electrical Engi-
neering at the Pennsylvania State University, Univer-
Making use of the inverse Laplace transform sity Park, PA, from 1998 to 2001. Since July 2000,
he has been a System Architect with Santera Systems,
Inc., Plano, TX . He has also served as an Adjunct As-
eke (t— k=t sistant Professor at the Pennsylvania State University and a Visiting Professor in
— 7“@ - k)v >0 (29) the school of Information Science and Engineering, Yunnan University, China,

77(“) since 2001. His current research interests include network architecture and de-
sign, network resource management, multiservice switching architecture, and

the inverse Laplace transform ¢f;(s) gives fi:(¢) in (11). network processor design.

REFERENCES
[1] K. Ross, “Hash routing for collections of shared web cach&sEE Ye Tung (S'95—-M’'01) received the B.S. degree from
Network Mag, pp. 37-XXXX, Nov. 1997. _ _ _ Xian Jiaotong University, Xian, P. R. China, in 1990,
[2] H.Che, Z.Wang, and Y. Tung, “Analysis and design of hierarchical we and the Ph.D. degree from the Pennsylvania State
caching systems,Proc. IEEE INFOCOM’0] vol. 3, pp. 1416-1424, University, University Park, PA, in 2001.
MONTH 2001. o ) _ Since January 2002, he has been an Assistant Pro-
[3] J. Zhang, R. Izmailov, D. Reininger, and M. Ott, “Web caching frame fessor at the Department of Electrical and Computer
work: Analytical models and beyond,” iEEE Workshop Internet Ap- Engineering, University of South Alabama, Mobile,
plications 1999MONTH 1999, pp. 132-141. Alabama. His current research interests include
[4] Proxy Caching that Estimates Page Load Delays, R. P. Woosi communication systems, computer networking, and
and M. Abrams. [Online]. Available: http://vtopus.cs.vt. server technology.
edu/~chitra/docs/96trNEW/
[5] S.G. Dykes, C. L. Jeffery, and S. Das, “Taxonomy and design analysis
for distributed web caching,” iRroc. HICSS-321999, pp. 10XXX.
6] P. and S. Irani, “Cost-Aware WWW Proxy Caching Algorithms,” in
;r) 19:’3:)?270%SENIX Symp. Internet Technology and Sysfeets 1997, Zhijun Wang received the M.S. degree in physics
[7] C. R. Cunha, A. Bestavros, and M. E. Crovella, “Characteristics from Huazhong University of Science and Tech-

WWW Client-Based Traces,” Boston University, CS Dept., Bostor
MA 02215, Tech. Rep.BUCS-TR-1995-010, Apr. 1995.

[8] A.Belloum and L. O. Hertzberger, “Dealing with one-timer-document:

[9] A Hierarchical Internet Object Cache, A. Chankhunthod, P. B. Danzi

in web caching,” inProc. 24th Euromicro Conf.vol. 2, 1998, pp.
544-550.

C. Neerdaels, M. F. Schwartz, and K. J. Worrell. [Online]. Available
http://netweb.usc.edu/danzig/cache/cache.html

nology, Wuhan, China, in 1992, and the M.S. degree
in electrical engineering from the Pennsylvania State
University, University Park, PA, in 2001.

He is working toward the Ph.D. degree in computer
science and engineering at the University of Texas at
Arlington, TX. His current research interests include
wireless web cache management, mobile computing,
and wireless networks.


Santera

For your reference, here are Zhijun's input on the references:

[1], pp37-44
[2], Arpil
[3], August
[5], it seems no page number for the conference,
[10], March
[11], August
[12] pp36-46



