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Abstract 
In this paper, we propose some strategies to im- 

prove the recognition performance of feature match- 
ing method for handwritten Chinese character recog- 
nition (HCCR). Favorable modifications are given to 
all stages lhroughoul the recognition. In preprocess- 
ing, we devised a modified nonlinear normalization al- 
gorithm and a connectivity-preserving smoothing algo- 
rithm. For feature extraction, an efficient directional 
decomposition algorithm and a systematic approach t o  
design blurring mask are presented. Finally, a modified 
LVQS algorithm is applied to optimize the reference 
vectors f o r  classification. The integrated eflect of these 
strategies significantly improves the recognition perfor- 
mance. Recognition results on databases ETL8B2 and 
ETLSB are promising. 

1. Introduction 
Handwritten Chinese character recognition 

(HCCR) has long been regarded extremely difficult in 
pattern recognition community. The major difficulties 
of HCCR are: large vocabulary, complicated structure, 
wide writing variation, and mutual shape similarity 
between different categories. To solve this problem, 
various approaches have been proposed. To cope with 
the large vocabulary, hierarchical classification strat- 
egy is adopted. The shape variation is absorbed by 
efficient feature extraction or description techniques. 
To discriminate similar characters, specific modules 
incorporating relevant knowledge maybe built. The 
complicated structure makes the description difficult. 
However, it provides rich discriminative information 
favorable for recognition. 

Efficient feature extraction/description and clas- 
sification are essential to achieve high performance 
for HCCR. Now that the classification strategy is 
closely dependent on description scheme, the variety 
of recognition methods can be categorized in terms 

of description. So far, two approaches have attracted 
much attention, which are feature matching and struc- 
tural matching [1][2]. The feature matching approach 
improves recognition performance by extracting local 
structural feature. It can absorb shape variation in 
certain degree. Feature matching is easy to be im- 
plemented and as the matter of fact, has given rise 
to promising recognition results. Structural matching, 
on the other hand, is somehow sophisticated yet poten- 
tially more flexible to tolerate large variation. Among 
structural matching methods, relaxation [3] maybe the 
most attractive one. Structural matching is regarded 
more consistent to human writing generation and un- 
derstanding and has indeed produced desirable results. 
However, the technique is far from maturity and has 
lots of problems to solve. 

The purpose of this paper is to propose a com- 
prehensively improved feature matching method for 
HCCR. Improvements are given to all stages through- 
out the recognition, including preprocessing, feature 
extraction and classification. It is proved by exper- 
iments that feature makhing can produce very high 
accuracy under elaborately devised algorithms. Be- 
fore the detailed description of our method, the devel- 
opment and main ideas of feature matching are briefly 
outlined. 

The success of feature matching is owing to some 
emergent techniques: feature blurring, directional fea- 
ture extraction and non-linear normalization [4], each 
of which produced significant performance gain in 
HCCR. Blurring technique is efficient to absorb dis- 
placement. Directional feature [5][6], as well as other 
effective features [l], take into account the local struc- 
ture of neighboring points, thereby improve the dis- 
crimination and deformation tolerance. The emer- 
gence of non-linear normalization (NLN) is another 
milestone. This technique is useful to restore shape 
deformation of handwritten characters. The main idea 
of NLN is to reallocate the position of strokes in or- 
der that they are distributed uniformly. Two NLN 
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methods, presented by Yamada [7] and Tsukumo [8], 
respectively, are the representatives of this idea. 

Recent advances in feature matching are mainly in 
improvement of classification, including sophisticated 
classifier design, prototype optimization for minimum 
distance classifier [9][10], etc. For the moment, it is 
hard to propose any new innovative idea to feature 
matching. However, we may refine each stage of recog- 
nition to further improve the performance. 

In our recognition system, we adopt the flow of 
non-linear normalization followed by directional fea- 
ture extraction and minimum distance classification. 
To improve the performance, we modify Yamada's 
NLN method to  mitigate excessive peripheral shape 
distortion and computational complexity. The normal- 
ized image is smoothed by a connectivity-preserving 
smoothing algorithm. In feature extraction stage, 
we present an efficient directional decomposition al- 
gorithm and a systematic approach to deign blurring 
mask. For classification, we build two hierarchies by 
using lower resolution feature for coarse classification 
and higher resolution feature for fine classification. 
Furthermore, the reference vectors of fine classification 
are optimized by a modified LVQ3 algorithm. The de- 
tails of the techniques will be given through section 
2 to section 4. Experimental results are given in sec- 
tion 5. The paper is closed by concluding remarks in 
section 6. 

2. Preprocessing 

2.1. Nonlinear normalization (NLN) 
Lee and Park [ll] experimentally compared aome 

NLN methods and revealed that all of them perform 
fairly well while Yamada's method [7) is a little bet- 
ter in sense of recognition accuracy but more compu- 
tationally intensive. We adopt this method and give 
some modifications. Firstly, this method can be im- 
plemented more efficiently with moderate computing 
effort. The computation of line density histogram is 
accelerated by run-length coding of image. With all 
black and white runs in horizontal and vertical di- 
rections recorded, the line density histogram can be 
computed from the runs without scanning the image 
repeatedly. 

In NLN algorithms, Tsukumo [SI defined the line 
density directly to be the reciprocal of line interval (a 
run in background) in horizontal or vertical direction. 
When the pixel is in stroke area, the density is set to 
be a small value. This method is straightforward in 
implementation but its handling of stroke and periph- 
eral area is rough. In contrast, Yamada [7] computed 

the line density more carefully where the line interval is 
defined according to the configuration of nearby stroke 
edges and the normalized shape is more desirable. 

In experiments, we found that in NLN by Ya- 
mada's method, peripheral shape in four boundaries 
are distorted unduly. This is due to the definition of 
line density in peripheral area. In Yamada's method, 
the line interval is defined as L, = 2W (in horizontal 
direction, W is the character width) in peripheral area. 
As the reciprocal of L,, the line density will be very 
small, thereby the peripheral shape shrink excessively. 
This effect may degrade some useful features and so 
that confuse similar characters. 

In order to mitigate the excessive peripheral shape 
distortion, we modify the definition of line interval for 
peripheral area. Our definition is L, = W + D, in- 
stead of L, = 2W, where 0, is the distance of the 
peripheral stroke edge to  the boundary of enclosing 
rectangle. The fact that W + D, < 2W makes the 
shape shrinkage milder. Moreover, the effect of D, 
will compress shorter protrusion less than longer one. 
It is noteworthy that the modified definition is hybrid 
of Tsukumo's and Yamada's method. 

Fig. 1. Non-linear normalization and smoothing 

Fig. 1 shows some examples of NLN. In each row, 
the leftmost image is the original image, the 2nd one 
is normalized by Yamada's method, and the 3rd one 
is normalized by the modified NLN method. It is re- 
vealed that the modified algorithm do mitigate the pe- 
ripheral shape distortion and meanwhile preserve the 
power of shape restoration. 

2.2. Connectivity-preserving smoothing 

Since normalization may produce staircases, the 
smoothing after normalization is necessary for recog- 
nition based on contour feature. In some normalized 
characters, there are thin strokes which may be broken 
or eliminated by smoothing. To preserve thin strokes, 
one of the authors proposed a connectivity-preserving 
smoothing algorithm 1121, which has been successfully 
used in handwritten numeral recognition. The basic 
idea is as follows. For each pixel p ,  the black number 
b(p)  and 8-connectivity number N,(p )  in 3 x 3 neigh- 
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borhood are computed. Nc(p)  is related to the con- 
nectivity of the pixel, if Nc(p)  is more than or equal 
to 2, changing the value of p will destroy the connec- 
tivity. The rules to decide whether to retain or change 
a pixel are designed so as to preserve the connectivity. 
The procedure is similar to an iteration in pixel-based 
thinning algorithm. In Fig. 1, the rightmost image is 
the result of connectivity-preserving smoothing. 

3. Feature extraction 

3.1. Directional decomposition 
The feature extracted for HCCR is the local stroke 

direction distribution. Generally, each contour pixel is 
assigned a direction code and direction histogram in 
local area is counted. The assignment of direction is ef- 
fectively a directional decomposition of image. The di- 
rection of a pixel can be determined by various means, 
like template matching, gradient, and contour trac- 
ing. Contour tracing is straightforward to get direction 
code but unnecessarily troublesome. However, it is ad- 
vantageous in sense that multiply connected pixels can 
be exploited multiple times. To exploit both two sides 
of contour while avoid tracing, reference [12] presented 
a directional decomposition technique, which produces 
same effect as contour tracing but be accomplished by 
only one raster scanning. The algorithm is outlined in 
the following. 

The contour points of normalized character im- 
age are assigned into four subimages corresponding to 
four directions (horizontal, vertical and two diagonal 
directions). Initially, the four directional subimages 
fd(z, y), d=0,1,2,3 are all empty, i.e., fd(x, y> = 0. 
Then for each black pixel in character image f(x, y), 
denote its 8-neighbours by xi, i = 0 , l  , . . . , 7 in clock- 
wise order with the east neighbor as xo. If f(x, y) = 1, 
then for i=0,1,2,3, 
if z2i = 0 

then if z z i + ~  = 1 

then d = (22 + 1)mod 8 ,  fd(z, y) = fd(2, y) + 1 

then d = ( 2 i +  2 ) m o d 8 ,  fd(z, y) = fd(z, y) + 1 

else if zZi+2 = 1 

end if 

end if 
By this procedure, the resulted subimages fd(x,  y), 
d=0,1,2,3 are the directional decomposition of f(t, y). 

3.2. Feature extraction 
Features are extracted from four directional 

subimages and constitute a feature vector. Features 

from a subimage are extracted by counting pixel val- 
ues in local fields. To do this, the image frame can be 
partitioned into rectangular grids regularly or dynam- 
ically. The dynamic partitioning [5J was said to be 
robust against displacement. But in our experience, 
blurring was proved to be more efficient, hence it is 
adopted in this paper. 

The feature for coarse classification is extracted 
by partitioning image frame into 4 x 4 grids in each 
directional subimage without blurring. The feature 
vector extracted has low dimension (4 x 4 features in 4 
directions, totally 4 x 4 x 4 = 64D), which is beneficial 
to fast search of candidates in large vocabulary. 

To extract feature for fine classification, firstly 
16 x 16 values are counted in 16 x 16 grids in each 
Subirhage. The 16 x 16 values are viewed as another 
Coarde image and blurred into 8 x 8 values by Gaus- 
sian blurring mask. For Gaussian mask, to determine 
the parameter of standard deviation U is not trivial. 
Ihstead of trial and error, we apply signal processing 
prindiple to do it systematically. In [12], it was shown 
that the parameter is related to the sampling rate and 
is determined by sampling theorem when the blurring 
i$ viewed as low-pass filtering. The blurring mask is 
a Gaussian filter, whose impulse response function is 
give& by 

By analyzing the power spectrum of this filter and pre- 
derving majority of energy in filtering when truncat- 
ing the band-widthl the optimal value of parameter is 
given by 

(2) 
f i t ,  

U, = - 
ir 

where t ,  is the sampling interval. When we extract 
8 x 8 blurred features from 16 x 16 values, the sam- 
pling interval is t ,  = 2. We approximate the filter into 
a 4 x 4 blurring mask. Substituting equation (2) into 
equation (1) and set 2, y E {-1.5,-0.5,0.5,1.5), we 
obtain the mask as in Fig. 2. From each directional 
subimage, the 8 x 8 features are extracted by convo- 
luting the 16 x 16. values with 8 x 8 shifted masks. The 
resulted feature vector has dimension 8 x 8 x 4 = 256D. 
This is used in fine classification. 

4, Classifier design 
For recognition of large character set, the simplest 

classifier, minimum distance classifier (MDC) is fre- 
quently used to reduce both dictionary storage and 
training effort. To improve the recognition accuracy 
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Fig. 2. Blurring mask for feature extraction 

of MDS, learning vector quantization (LVQ) is used 
to optimize the reference vectors. Different versions of 
LVQ are reviewed by Kohonen [13]. LVQ3, the most 
efficient one, is outlined in the following. 

Given learning vectors with class label, initial code 
vectors for each class are selected from learning vec- 
tors or built by clustering. Then, the code vectors are 
adjusted by iterative comparing learning vectors with 
code vectors and adjusting code vectors. At time t ,  
input learning vector x(t), match it with all code vec- 
tors, search the two closest code vectors, and adjust 
according to the rules: 

mi(t + 1) = mi(t) - a(t>[x(t) -mi@)] (3) 

mj(t + 1) = mj(t) + a(t)[x(t) - mj(t)] (4) 
where mi and mj are the two closest code vectors to x 
with matching distance di and dj respectively, x and 
mj belong to the same class, while x and mi belong 
to different classes; furthermore, x must fall into the 
window : 

And if x, mi and mj belong to the same class, 

for IC E i , j ,  E E [0.1,0.5], being smaller for narrower 
windows. 

LVQ3 is insufficient that it does not treat the case 
that both mi and mj are in different classes as x. 
Lee & Song [SI improved LVQ3 by drawing code vec- 
tors apart when both mi and mi belong to different 
classes as x. In out system of HCCR, we built only one 
reference for each class. The reference is initialized by 
averaging all training vectors of same class. Because 
the reference is initially the center of a class, it is not 
adjusted when both the two closest code vectors be- 
long to  the same class as the input. The modified 
LVQ3 algorithm is summarized as follows: 

1) if the closest code vector m; belongs to dif- 
ferent class as x, draw m; apart from x as equa- 
tion (3) regardless of the second nearest neigh- 
bor. 

2) Under the first condition, if the second near- 
est neighbor m3 belongs to the same class as x, 
draw m3 nearer to x as equation (4); otherwise, 
draw m3 apart from x. 
3) if the closest code vector mi belongs to same 
class as x, yet the second closest code vector m3 
belongs to different class, and they fall into the 
window, then draw m; nearer and m3 apart. 

The modified algorithm is a little different from 
that of [9]. By the modified LVQ3 with references 
initialized by averaging, we built one reference vec- 
tor of 256D for each class for fine classification. The 
references for coarse classification are built simply by 
aveiaging. 

5. Experimental results 
The proposed recognition method was experi- 

mented on large vocabulary databases ETL8B2 and 
ETL9B. In ETL8B2 there has 881 classes of Chi- 
nese characters, each with 160 variations, whereas in 
ETL9B there has 2965 classes of Chinese characters, 
each with 200 variations. In either of the databases, 
a group of characters with one sample from each class 
is referred to as a dataset or simply, a set. In ac- 
cordance with previous works, from ETL8B2, 80 sets 
of odd number order are used in training and that of 
even number order are used in recognition test. From 
ETLSB, 100 sets of odd number order are used in train- 
ing and 100 sets with even number order are used in 
test. 

The classifier has two hierarchies, the accuracy of 
coarse classification is 93.20% on ETL8B2 and 89.07% 
on ETL9B. The accumulative accuracy of 20 candi- 
dates in ETL8B2 is 99.63% and that of 50 candidates 
in ETLSB is 99.26%. The overall recognition rates on 
test data of ETL8B2 and ETLSB are given in Table 1 
and Table 2 respectively, where both the classification 
with and without LVQ are given, also included some 
previous results for comparison. 

Table 1. Recognition rates on test data of ETL8B2 (%) 
I Method 11 80 sets I set no.2 I set no.34 I 

Averaging 11 96.68 I 99.21 I 92.28 
MLVQ.3 11 97.84 I 99.66 1 93.53 

Yamadago I[ I 99.1 1 91.6 
Yamamotoga It I 99.0 I 93.4 

When the references for fine classification are de- 
signed simply by averaging, the recognition rate is 
96.68%for ETL8B2 and 93.87%for ETL9B. The appli- 
cation of modified LVQ3 does significantly improve the 
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Table 2. Recognition rates on test data of E l L 9 B  (%) 

I Method I Averaging I MLVQ3 1 Tsukumo92 1 Kazuki96 1 
I 100 sets I 93.87 I 95.73 I 95.05 I 95.84 1 

recognition rate, from 96.68% to 97.84% for ETL8B2 
and from 93.87% to 95.73% for ETL9B. 

Even though we didn’t recognize Japanese char- 
acters (hiragana and katagana) in the databases, 
our result is comparable to previous results, because 
Japanese characters are very few and their shape is 
much different from Chinese characters. We cite the 
results of Yamada [7] and Yamamoto [14]. They only 
gave recognition rates on datasets No.2 and No.34 of 
ETL8B2, which are typical of high and low quality 
data. Their results is comparable to our result of av- 
eraging, but when we optimize the references by LVQ, 
our result is much better. Considering that the feature 
dimension of Yamada is 16 x 16 x 4 = 1024D and Ya- 
mamoto applied relaxation in recognition, our method 
is much more efficient in computation. 

Our result on ETL9B is compared to Tsukumo [15] 
and Kazuki [16]. Tsukumo [15] achieved high recog- 
nition rate of 95.05% on 100 test sets of ETL9B by 
nonlinear normalization and flexible pattern matching, 
which is comparable to our result but the recognition 
method is more complicated. Recently, Kazuki et a1 
[16] achieved accuracy of 95.84% by combined neural 
network on directional feature. Their result is a little 
better than ours, but they store the template of each 
class in a multi-layer neural network, which consumes 
much more storage space. In our method, each class 
has only one template and the distance measure is un- 
weighted. This scheme is much more economical in 
storage and classification than that of Kazuki [16] as 
well as [lo]. 

6 .  Conclusion 

In this paper, we give favorable modifications to all 
stages throughout the recognition of feature matching 
for HCCR, and the integrated effect of these modifi- 
cations significantly improves the overall recognition 
performance. We tested the recognition method on 
large vocabulary databases and compared our result 
with that of previous works. Our result is much bet- 
ter or comparable to the previous results. Because our 
method is implemented under much smaller complex- 
ity in computation and storage, it is safe to say that 
our method is valuable. 
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