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ABSTRACT Network Function Virtualization (NFV) stands out quickly as a promising innovation in

telecommunication networks. It leverages the concept of cloud technology and virtualization techniques.

However, the continuity of cloud network services has become an essential availability requirement for

NFV. Failure of Virtual Network Functions (VNFs) may cause critical quality assurance problems for such

network services. VNF chaining and placement can be considered as the VNF Forwarding Graph (VNF-FG)

mapped on a cloud provider infrastructure, also called NFV Infrastructure (NFVI). This mapping is

addressed while neglecting the massive link utilization and bandwidth consumption that can be encountered

during VNF recovery phase. In this paper, an Integer Linear Programming (ILP) approach is developed

to model VNF-FG deployment problem while guaranteeing high availability against node/VM failures.

Then, the Redundant VNF-FG Deployment (RVNF-FGD) heuristic algorithm is proposed that takes VNF

migration into consideration. RVNF-FGD algorithm attempts to find a near-optimal solution that achieves

a trade-off between availability and scalability with a reasonable convergence time. Thus, facilitating the

practical deployment of the proposed approach. Simulation results confirm that RVNF-FGD algorithm is

capable of simultaneously reducing link utilization and bandwidth consumption across the core layer of the

cloud network. In addition, it reduces VNF-FG communication cost and overall energy consumption. The

convergence time of RVNF-FGD algorithm is assessed by applying it to broader cloud network architectures.

This assessment indicates the viability of the proposed approach in responding quickly to failures.

INDEX TERMS Network function virtualization (NFV), network function virtualization infrastructure

(NFVI), software-defined networking (SDN), virtual network function (VNF), virtual network function

forwarding graph (VNF-FG).

I. INTRODUCTION

Network Function Virtualization (NFV) [1]–[3] is an innova-

tive network architecture paradigm. It leverages virtualization

technology to separate software instances from hardware

appliances. In other words, it decouples network functions

from the underlying hardware to form Virtualized Network

Functions (VNFs). VNF can be hosted on Virtual Machines

(VMs), which, in turn, can be deployed on a general-purpose

hardware. NFV can bring a variety of advantages to net-

work operators along with other new technologies such as

Software-Defined Networking (SDN) [4] and cloud comput-

ing. Adopting NFVs leads to several benefits. First, it sim-

plifies the programming of networks on a need-based basis.

The associate editor coordinating the review of this manuscript and

approving it for publication was Md. Abdur Razzaque .

Second, it expands networking capabilities. Third, it improves

cost-efficiency. Fourth, it allows different network services

to share the same physical infrastructure. On the other hand,

SDN decouples the control plane from the underlying data

plane. Therefore, it provides the possibility to control the

routing of packets in a logically centralized manner. Hence,

SDN can clearly lead to efficient utilization of network

and computing resources [5]. Furthermore, SDN enables the

inter-operability among multiple VNFs running on multiple

VMs located across the datacenters. Consequently, it provides

automation management and rapid deployment of dynamic

network services in the cloud [6].

NFV adds a new dimension to the design, deployment,

and management of heterogeneous network services using

service function chaining concept [7]. Service function chain,

also known as VNF Forwarding Graph (VNF-FG) [8], [9],
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is defined as a virtualized network infrastructure consisting

of multiple VNFs. These VNFs are interconnected through a

predefined order to provide a specific network service to the

end-user.

VNF-FG is required to handle real-time traffic of the

streaming applications that makes up a large portion of cur-

rent network traffic. Thus, the availability of cloud network

services has become an essential requirement for NFV. Fail-

ure to provide the required level of availability for VNF-FGs

may lead to critical quality assurance problems for these net-

work services. Consequently, fines are incurred on network

and service providers due to service interruption. Meanwhile,

VNF placement problem has attracted the attention of many

researchers due to its significant impact on the performance

of NFV [10]–[12].

Efficient deployment of NFV placement approaches

requires addressing several key challenges. In particular,

the deployment of heterogeneous network functions for

VNF-FGs over the cloud infrastructure. Hence, service

providers face a range of trade-offs among different goals

such as achieving service availability while minimizing link

utilization and bandwidth consumption. Additionally, ser-

vice providers need to reduce the energy consumption of

active computing infrastructures. These goals are contradic-

tory where achievement of service availability can lead to

massive link utilization and bandwidth consumption that can

be clearly encountered during VNF recovery phase. Mean-

while, optimizing link utilization and bandwidth consump-

tion increase energy consumption due to spending more

active computing resources to deploy VNF-FGs. A signifi-

cant portion of energy consumption in computing nodes is

converted into electrical utility cost for service providers [13].

Consequently, considering the amount of consumed energy

as a goal for VNF-FG placement algorithms allows service

providers to minimize their electrical utility cost.

This paper focuses on how to optimize VNF placement

for VNF-FGs on the cloud provider infrastructure with a

predefined level of availability. An Integer Linear Program-

ming (ILP) approach is developed to model VNF-FG deploy-

ment problem while guaranteeing high availability against

node/VM failures. Additionally, a variety of parameters are

considered such as link utilization, bandwidth consumption,

and overall energy consumption to achieve high availabil-

ity while complying with convergence time requirements.

In order to tune these parameters, the Redundant VNF-FG

Deployment (RVNF-FGD) heuristic algorithm is introduced

in this paper that takes into consideration these parameters

in addition to VNF migration. Moreover, it could reduce the

communication cost of VNF-FG. Indeed, there are several

key objectives of RVNF-FGD algorithm such as achieving

high availability, reducing link utilization, minimizing band-

width consumption across the core layer of cloud network,

reducing VNF-FG communication cost, and reducing the

overall energy consumption.

The rest of this paper is organized as follows: Section II

presents the related work followed by Section III that

introduces the systemmodel and problem formulation, where

the details of the Integer Linear Programming model of the

problem are presented. Meanwhile, Section IV presents the

heuristic solution of the problem followed by its complexity

analysis in Section V. Then, the results of the experimental

study of the proposed solution are detailed in Section VI.

Finally, Section VII concludes the paper.

II. RELATED WORK

European Telecommunications Standards Institute (ETSI)

has introduced the definition of NFV and specifies its essen-

tial architecture and requirements [14]. ETSI operates on

MANO framework [15] that allows VNFs to be deployed,

managed, and run over NFV Infrastructure (NFVI), where

VNFs aremapped to VMs located above the NFVI hypervisor

layer. Another related work based on the ETSI architectural

requirements is Cloud4NFV [16], [17], which provides a

comprehensive management platform. Other MANO archi-

tectures and frameworks are proposed in [18]–[21].

Some of the earlier works [23]–[25] consider VNF place-

ment for VNF-FGs as an extension of Virtual Network

Embedding (VNE) problem [26], [27]. VNE problem is

NP-hard [28], hence, VNF Forwarding Graph Embedding

(VNF-FGE) problem is NP-hard too. Consequently, the opti-

mal solution of the problem can only be applied to small

instance sizes. However, there are different objectives and

constraints for VNF placement for VNF-FGs and VNE [29].

VNE allocates only the requested virtual resources on the

physical resources. In contrast, the requested resources and

infrastructure may be virtual or physical in VNF-FGs.

VNF placement problem has recently attracted the atten-

tion of several research studies. For instance, early work

in [30] studies the optimal placement of VNFs in hybrid sce-

narios. It assumes that some network functions are supported

by dedicated physical hardware and others are virtualized

on demand. Additionally, it introduces an ILP model with

the goal of reducing the number of physical nodes. This

leads to network size limitation due to the complexity of the

ILP model. Meanwhile, the authors in [31] present a survey

of recent research efforts on VNF placement, chaining, and

migration, in addition to providing future directions and chal-

lenges. Moreover, an approach for offline batch embedding

of multiple service chains is proposed in [32]. It tries to

increase the profits or minimize the cost when all requests

are included. Meanwhile, the study in [32] proposes a static

VNF placement approach. The study in [33] tries to relocate

the VNFs while reducing the control overhead in the man-

agement of service paths. It provides flexibility, adaptabil-

ity, and ease of configuration. Moreover, the study in [34]

proposes a framework for allocating VNF in 5G datacenters.

It models the VNF placement problem in the context of

user mobility as a multi-objective integer linear programming

problem. It tries to reach a trade-off between the number of

VNF relocations and the overall response time. Consequently,

it contributes to improving the QoS for users. Additionally,

the study in [35] addresses resource allocation with VNF-FG
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embedding. The problem of VNF placement and admission

control in the network infrastructure is modeled as a Mixed

Integer Linear Programming (MILP) problem. Meanwhile,

the study in [36] proposes a VNF placement and routing

algorithm for multicast service chain requests by merging

multiple service paths. It mainly tries to optimize network

resource utilization and reduce overall cost. Another facet

of the problem is to address the inadequate VNF placement

that leads to waste of resources and degradation in the per-

formance of physical equipment. In this context, the study

in [37] tackles this problem by proposing a framework for

dynamic service function chaining and placement in the opti-

mum physical node. Different from some of the previous

algorithms, RVNF-FGD, proposed in this paper, dynamically

allocates VNF-FG. It takes into consideration both server

node resources and network resources. Consequently, it leads

to the most effective use of physical devices.

Many of the recent research efforts on NFV architec-

ture consider VNF placement problem with multiple objec-

tives. These objectives include VNF placement cost, network

resources cost, and license cost. For example, the study

in [38] proposes a solution for the deployment and resource

allocation of VNF-FG. It provides a cost model that addresses

the trade-off between service efficiency and network cost.

Meanwhile, the study in [39] proposes a strategy to place

VNF-FGs with the goals of enhancing service performance,

reducing VNF deployment cost, and meeting constraints such

as CPU, memory, and disk capabilities. The study in [40]

proposes a service chain placement model that reduces the

cost of VNF placement and link utilization. Additionally,

the study in [41] focuses on cost-effective VNF placement

and traffic steering. Its main goal is reducing node running

cost, VNF placement cost, and network infrastructure cost.

Nevertheless, most of these research efforts do not pro-

vide effective methods for addressing these joint objectives

[23], [42]. Despite that all the above mentioned solutions can

deploy VNF-FGs, none of them provides a comprehensive

analysis of the problem of deploying VNF-FGs with respect

to communication cost. Meanwhile, RVNF-FGD cost func-

tion includes the cost of allocating bandwidth for virtual links,

the energy cost of network devices, and the cost of migrating

failed VNFs.

The studies in [42], [43] focus on the deployment of service

function chain from a resource allocation perspective. The

authors in [42] introduce a dynamic programming approach

to solve VNF-FG deployment problem aiming to minimize

operational expenditure and maximize network utilization.

Meanwhile, the authors in [43] develop a virtual resource

prediction strategy that can predict potential resource require-

ments of VNFs and control resource variability over already

allocated VNFs. However, none of these studies considers

the dynamic user’s requirements of VNF and the deployment

of VNF-FG. As a result, the problem of deploying VNF-FG

has become much more complicated. Additionally, the trade-

off between resource consumption and operational overhead

should be balanced. To specifically address this problem,

RVNF-FGD allocates VNF-FGs with the dynamic heterog-

amous demand of VNFs in terms of server node resources

and network bandwidth.

Several research efforts target VNF-FG design and place-

ment. For instance, the study in [44] considers VNF-FG

design and placement with the aim of reducing resource

consumption. However, it does not take into account the

latency requirements of VNF-FGs. Additionally, the study

in [25] proposes a heuristic algorithm to design VNF-FG.

Then, an exact algorithm for VNF-FG embedding is provided

that considers parameters such as latency, data rate capacity,

and computational resources. Nevertheless, there is a lack of

cooperation between VNF-FG design and placement. In fact,

it is not practical for medium to large-scale scenarios because

exact algorithms may result in excessive computational time

for large networks. Consequently, a meta-heuristic approach

for allocating NFV resources is provided in [45]. It provides

online VNF-FG mapping and scheduling to reduce the flow

execution time.

The deployment of VNF-FGs becomes a crucial and even

more difficult problem for cloud providers when the user

outsources his network functions to the cloud [46]. This issue

has attracted more attention from academic and industrial

communities. The studies in [47], [48] consider the VNF to be

placed with the intention of decreasing the number of com-

mon active physical devices for VM placement. Moreover,

the studies in [23], [49] ignore the relationship among VNFs

in the VNF-FG. Meanwhile, the study in [50] discusses the

VNF-FG placement problem taking into consideration the

latencies across geographically scattered clouds in addition

to the VNF response time. However, it does not discuss the

overlapping among the VNF-FGs. Additionally, it does not

make decisions on the allocation of CPUs and disregards the

diverse demands of the different VNF-FGs. The study in [16]

presents an approach to orchestrate and manage VNF-FG

over distributed cloud infrastructures. Moreover, the study

in [51] proposes a programmable management framework

that considers the latencies of the VNF-FGs. It uses SDN to

track the Service Level Agreement (SLA) and enhances the

QoS of the VNF-FG in terms of availability and performance

of service chains for each request. The studies in [52], [53]

propose the VNF-FG embedding and routing algorithm in

geographically distributed cloud environments. They model

network topology as a multi-layer graph based on VNF-FG

constraints. Meanwhile, the study in [54] provides an online

strategy for VNF-FG placement in cloud datacenters. It cre-

ates active-active replicas for VNF-FGs. Additionally, it stud-

ies the effect of choosing the topology on the acceptance ratio.

Other than the study in [25], this paper provides a heuristic

approach that can be applied in broader cloud network

architectures. In contrast to the studies in [50], [23], [49],

RVNF-FGD takes into account the ordered sequence among

the VNFs in the VNF-FGs and the overlapping among them.

In contrast to the study in [54], RVNF-FGD deploys the

backup VNF on standby mode and activates it when a failure

occurs. As a result, further reduction in the overall energy

VOLUME 9, 2021 53863



M. A. Abdelaal et al.: High Availability Deployment of VNF Forwarding Graph in Cloud Computing Environments

consumption is accomplished since the energy consumption

of the standby server node is negligible. In other words,

the server node that hosts active VNFs is on the active state

while the server node that hosts standby VNFs is on the

standby state.

Another significant paradigm of VNF placement is

network traffic-aware placement. Several research efforts

[24], [42] focus on optimizing network traffic cost while

ignoring the consolidation policy. The study in [55] applies

an exact strategy for VNF-FGE and routing over a network-

enabled cloud to reduce physical network bandwidth con-

sumption. Meanwhile, the study in [56] analyzes the problem

of VNF-FG routing andmigration to reduce energy consump-

tion and reconfiguration costs. However, it does not consider

the bandwidth consumption of VNF-FGs. The study in [29]

discusses how to design VNF graphs to adapt to network

topology. Additionally, some research efforts have proposed

solutions to the efficient resource orchestration for VNF-FG

requests in single-domain networks [57]. Meanwhile, a few

research efforts have recently discussed the embedding of

VNF-FG into multiple domains such as the study in [58].

It models VNF-FG allocation as a factor graph and each

domain manages a portion of this graph that includes its

networks. The study in [59] addresses VNF-FG placement

that considers the constraints of cloud computing and phys-

ical network resources. It focuses on host demands and

tries to reduce communication cost without considering the

bandwidth requirements of VNF-FGs. Moreover, the study

in [60] provides a heuristic approach to solve VNF-FG place-

ment problem in WLANs. It tries to balance the total net-

work load by using shortest path algorithms. In contrast,

the approach adopted in this paper, RVNF-FGD, tries to

solve VNF-FG placement problem. It addresses the huge

bandwidth consumption detected during VNF recovery phase

that has been neglected in previous studies [56], [59]. Addi-

tionally, it focuses on utilizing other physical cloud resources

such as CPU, RAM, and storage to provide an integrated

approach to deploy VNF-FGs.

VNF-FG failures can be caused by node/VM failures.

A node can fail due to hardware errors (CPU, RAM, stor-

age, power supply, NICs . . . etc.) Additionally, there are VM

failures that can be classified as software failures. The study

in [61] evaluates network failure events in datacenters. It con-

siders node failure as a common type of failure due to the

maintenance process. Meanwhile, the study in [62] discusses

the characteristics of node failure and proves that they can

often be related to hard disk events. Additionally, main node

failures and VM failures are discussed in [63]. The continuity

of a network service relies directly on the high availability of

the hardware and software. As a result, the VNF-FG recom-

position and reallocation should have no effect on the physi-

cal infrastructure to ensure a stable and reliable service. This

is achieved by RVNF-FGD that guarantees high availability

against node/VM failures in cloud computing environments.

There are few research efforts that investigate VNF place-

ment from the point of view of availability in the NFV.

The studies in [64], [65] focus on achieving certain level

of availability for virtual datacenters. A virtual datacenter is

a virtual network extension that provides on-demand com-

puting, storage, and networking as applications. The study

in [66] proposes an automated resilient VNF placement in

the cloud usingOpenStack. It is used to implement the service

orchestrator technology. The study in [67] deploys VNG-FGs

with sufficient availability in the NFVI. It focuses only on

hardware failures. Current VNF redundancy methods are

widely adopted to enhance the performance of VNF-FGs in

cloud environments. However, several techniques [68]–[70]

ignore the enormous problem of network resource utiliza-

tion that could be faced when VNF service chain fails

to recover. On the other hand, RVNF-FGD outperforms

these techniques by considering the utilization of network

resources when VNF-FGs fail and recover.

Network energy bills account for more than 10% of the

running cost at Telecommunication Service Providers (TSPs)

in some countries and 40-50% in other countries [71]. The

reduced energy consumption is one of the NFV strong points

of sale [72]. NFV tries not only to manage energy consump-

tion but also to satisfy environmental standards. The introduc-

tion of NFV in cloud environments dramatically decreases

energy consumption [73]. Cloud-based NFV provides energy

efficiency, therefore it continues to attract research inter-

ests [74], [75]. Moreover, most energy-efficient VNF-FG

deployment solutions ignore the effect of network topology

on reducing energy consumption. The study in [76] pro-

poses a heuristic solution for VNF-FG placement to reduce

energy consumption. However, it does not guarantee the

ordering of the VNFs in the VNF-FG. Meanwhile, the study

in [56] proposes a consolidation algorithm for VNF place-

ment, migration, and VNF-FG routing under changing work-

loads to reduce energy consumption. However, all physical

routes must be included in the algorithm that may limit its

scalability. The study in [77] proposes a resource allocation

algorithm for VNF-FGs in SDN-based networks to reduce

energy consumption and network reconfiguration. Addition-

ally, the study in [78] proposes a VNF-FG deployment

algorithm with the aim of minimizing energy consumption.

It adopts a decomposition approach to decompose the prob-

lem into two smaller problems to achieve a quick and scal-

able algorithm. Different from these studies, RVNF-FGD not

only optimizes the energy consumption of network resources,

but also reduces the number of active server nodes. This is

achieved by optimizing the activation times for the backup

VNFs, which leads to a reduction in the overall energy

consumption.

NFV goals can be met without the need for SDN

mechanisms [3] as the common techniques used in many

cloud datacenters. Nonetheless, the separation between the

control plane and the data forwarding plane carried out

in SDN contributes to simple, quick, and dynamic net-

work management. It provides an efficient and flexible

approach of inter-networking and chaining of VNFs. Hence,

it enhances performance, configures network connectivity
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and bandwidth, and provides security and policy control [4],

[6], [79]. When applied to NFV, SDN can help resolving

the problem of complex resource management and providing

intelligent service orchestration [80]. There are currently sev-

eral research efforts that integrate SDN and NFV to comple-

ment each other. For instance, the study in [81] presents VNF

placement framework to exploit SDN and cloud computing

capabilities. NFV orchestrator controls both SDN controller

and cloud controller to select the optimal location for the

allocation of VNFs. The study in [82] proposes a VNF place-

ment approach for VNF-FGs. It achieves load balancing over

the core links while minimizing the energy consumption and

the VNF-FG placement cost in software-defined cloud com-

puting environments. Meanwhile, the study in [83] provides

a solution for VNF placement and routing to tackle NFV

resource allocation problem in SDN networks. Additionally,

the study in [84] analyzes the impact of traffic steering

mechanisms on the deployment efficiency of VNG-FGs using

SDN-NFV cloud-based approach. Meanwhile, this paper

mainly relies on SDN for redirecting traffic to backup VNFs

when a failure occurs.

It has been observed that most of these mentioned research

efforts are subject to certain limitations. Therefore, unlike

these approaches, RVNF-FGD tries to achieve high avail-

ability in addition to addressing the massive bandwidth con-

sumption that occurs during VNF recovery phase, which is

ignored in previous studies. Hence, it can reduce link utiliza-

tion and bandwidth consumption, particularly across cloud

core layer. RVNF-FGD optimizes the energy consumption of

both network and computing resources. This is achieved by

adopting timers in the backup VNFs. Moreover, RVNF-FGD

can reduce communication cost of VNF-FG. It considers the

resilience of the VNF-FG instead of the resilience of a single

VNF. Additionally, it takes into account both hardware and

software failures. Moreover, the factors related to energy-

efficient hardware are considered such as partially turning

off specific hardware via VNF-FGs placement algorithm.

Finally, RVNF-FGD is able to satisfy the latency restrictions

imposed by network services. This is achieved by allocating

and reallocating VNF-FGs in a reasonable amount of time.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the problem of VNF-FG deployment to

achieve high availability and scalability is modeled andmath-

ematically formulated. In NFV, the performance of network

services depends directly on the availability and reliability

of both hardware and software. Moreover, the requirements

of network services should guarantee service continuity and

resilience to failure. Resilience to failure can be imposed by

implementing an on-demand mechanism to reconfigure the

VNF-FGs after failure. Therefore, improving the availability

of NFV can ensure the stability of network services.

Network service requests consist of ordered sets of net-

work functions connected together, which are modeled as

VNF-FGs. SDN controller can periodically monitor network

status, updates its details, and configures network devices.

Moreover, it provides the ability to route the traffic through

VNFs in a predefined order to satisfy VNF-FG requirements.

When a failure occurs, the traffic is reconfigured to be routed

to the backup VNFs that are also in a predefined order

based on the decision made by the SDN controller. In NFV,

VNF-FG may fail due to software or hardware failure. As a

result, the entire VNF-FG is broken and, hence, the operation

of the entire network service request may be delayed or inter-

rupted. Node failures may lead to hardware failures, while

VM instances can cause software failures.

The proposed approach in this paper focuses on both hard-

ware and software failures. Furthermore, the most significant

element of this work is to ensure the continuity of service

in the event of failure. Hence, the availability should be

considered when designing the deployment approach. This

implies deploying backup VNFs that are retained on standby

mode and activated when a node or VM failure occurs. The

primary and backup VNFs are allocated on separate server

nodes within the same subnet. Hence, they are connected

using the lower network layer (the edge layer). This con-

figuration avoids the hardware problems that lead to VNF

failures. Otherwise, the network service will no longer be

usable when a server node fails. If a primary VNF fails

and there is no redundancy, then it will be migrated to a

new VNF and the data will be migrated to the new VNF.

This process is time-consuming and requires massive net-

work resources. On the other hand, when using RVNF-FGD,

failure of one of the primary VNFs leads to activation of

the backup VNF and the traffic will be reassigned to the

backup VNF. This is the optimal VNF-FG deployment con-

figuration that would save the network bandwidth and reduce

convergence time. Thus, it leads to speeding up the recovery

phase. However, it may not be possible to accomplish this

task because the subnet may not have adequate computing

resources on the server nodes, or the required number of

server nodes does not exist. Accordingly, it may become

necessary to place the primary and backup VNFs on separate

server nodes using different network layers (i.e., different

subnets). The problem now becomes more complicated since

the placement of VNF-FG may result in a varying consump-

tion of link utilization and network bandwidth. Consequently,

the performance of the network functions may be negatively

affected. In order to address this problem, RVNF-FGD seeks

to identify a near-optimal VNF-FG deployment while guaran-

teeing high availability. It considers different network archi-

tectures for cloud environments. Additionally, the objectives

of RVNF-FGD are to reduce link utilization and minimize

bandwidth consumption across cloud core layer. Hence, it can

reduce VNF-FG communication cost and save significant

delay during VNF recovery phase.

A. SYSTEM MODEL

The physical cloud network is modeled as a graph consist-

ing of vertices and edges. Vertices represent physical nodes

(switches and server nodes) while edges depict physical

links among server nodes and switches or among switches.
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FIGURE 1. Fat-tree architecture.

FIGURE 2. 3-Tier tree architecture.

Each link has a bandwidth capacity while each server node

can host VMs that, in turn, can host VNFs. Each server

node has specific capabilities of CPU, RAM, and storage.

The proposed approach is responsible for determining the

correct location of VNFs on the physical server nodes in

the physical cloud network and chaining them via a physical

route. Moreover, it assumes that each VNF-FG handles the

traffic for the tenant who requests a particular service. The

various cloud network architectures examined in this paper

are as follows:

1) Fat-Tree, shown in Fig. 1, it is the most suitable architec-

ture for cloud datacenter network. The upper network layers

(core and aggregation layers) in this architecture transmit data

more than the lower network layers (edge and aggregation

layers). Hence, it might generate core bottlenecks [85].

2) 3-Tier Tree, shown in Fig. 2, it consists of three tiers of

switches, where core tier is the root of the tree, aggregation

tier is in the middle, and edge tier represents the switches

connecting the server nodes that act as the tree leaves [86].

3) 2-Tier Tree, shown in Fig. 3, it is similar to 3-Tier Tree,

but there is no aggregation tier. Therefore, there are no direct

connections among switches at the same tier or between

non-adjacent tiers [86].

4) BCube, shown in Fig. 4, it is a recursively defined

architecture, where server nodes with multiple network ports

are connected to multiple tier switches [87].
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FIGURE 3. 2-Tier tree architecture.

FIGURE 4. BCube architecture.

B. PROBLEM FORMULATION

It is assumed in this paper that the network service requests

are submitted to the cloud as VNF-FGs. RVNF-FGD tries

to find a near-optimal placement of VNF-FGs while guar-

anteeing high availability against node/VM failures on the

physical cloud infrastructure. It tries to reduce link utiliza-

tion and bandwidth consumption across cloud core layer.

The optimal placement of VNF-FGs can be achieved by

allocating the primary and backup VNFs within the same

subnet, which means connecting them using the lower net-

work layers. The optimal deployment of VNF-FGs can be

formulated as a multi-objective optimization problem with a

set of constraints described mathematically in the following

subsections.

1) RESOURCE CONSTRAINTS

The problem of VNF placement can be defined as the alloca-

tion of virtual resources on the candidate physical resources.

The entire network is embedded, and the physical resources

are spent only if all virtual resources can be allocated. The

allocations of the virtual node and the virtual link are the two

phases of VNF placement. Furthermore, each VNF is charac-

terized by the amount of computing, storage, and bandwidth

resources. Therefore, it must be assigned to a physical node

that satisfies its requirements. Allocating virtual networks to

the physical network should assume several goals such as

reducing link utilization and bandwidth consumption across

cloud core layer. Resource constraints in cloud environments

can be mathematically described by (1).

∀ Lp :

f
∑

i=1

Ba ≤ Bt (1)

where Lp, f ,Ba, and Bt represent the physical link, the num-

ber of VNF-FGs, the bandwidth of the virtual link required

to be allocated on the physical link, and the total available

bandwidth on the physical link, respectively.

Multiple virtual links can be allocated on the same physical

link. Equation (1) ensures that the bandwidth of the virtual

link required to be allocated on a physical link must not

exceed the total available bandwidth on the physical link.

This implies that the bandwidth of each physical link should

not be over-used. Meanwhile, equation (2) ensures that the

total amount of physical resources allocated to the VNFs in

VNF-FGs should not exceed the total amount of physical

resources that can be provided by the physical node.

∑

F∈f
(vnfNpF

× R
vnf
F ) ≤ RNp , ∀ Np ∈ CN (2)

where F is the VNF, vnfNpF
is the number of the VNFs

created on the physical node Np to provide the virtual net-

work function F . R
vnf
F represents the required amount of

physical resources for each VNF in the VNF-FG. RNp rep-

resents the total amount of physical resources that can be

provided by the physical node. CN is the cloud network that

provides connectivity among cloud-based services.
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Equation (3) ensures that each virtual link can be allocated

to only one physical route.

∀ Lv ∈ Ev :
∑

Rp∈Ep

Y
Lv
Rp
= 1 (3)

where Lv denotes the virtual link, Ev is the set of virtual

links in the VNF-FGs. Rp is the physical route. Ep denotes

the set of all possible physical routes where the virtual link

can be allocated. Y
Lv
Rp

is a binary variable, where Y
Lv
Rp
= 1

if the virtual link is mapped to physical route Rp, otherwise,

Y
Lv
Rp
= 0. Meanwhile, equation (4) ensures that each VNF can

be allocated to only one physical node.
∑

Np∈CN
Y
Nv
Np
= 1 ∀ Nv ∈ vi, i = 1, 2, 3, 4, . . . , f (4)

where Nv is the virtual node that refers to the VNF in the

VNF-FG vi. Y
Nv
Np

is a binary variable, where Y
Nv
Np
= 1 if the

VNF Nv is allocated to physical node Np, otherwise Y
Nv
Np
= 0.

2) AVAILABILITY

Deploying VNF-FGs while guaranteeing high availability

against node/VM failures can be formulated as an optimiza-

tion problem as follows:

mimimize w1.N vi + w2.T vi + w3.Evi ,

i = 1, 2, 3, 4, . . . , f (5)

where w1 + w2 + w3 = 1 (6)

Nvi =
∑

lp

Lp · Bc (7)

Tvi =
∑

lp

Lp · t (8)

where w1, w2, and w3 are weighting parameters representing

the relative importance of each objective.Nvi denotes the total

link utilization (bandwidth consumption) for VNF-FG vi.

Bc is the link utilization in each network layer to deploy the

VNF-FG requested by a certain tenant. Tvi is the convergence

time required for allocating and/or reallocating the VNFs of

the VNF-FG. t denotes the convergence time for allocating

and/or reallocating the VNFs of the VNF-FG at each network

layer. Evi denotes the overall energy consumption to deploy

the VNF-FG.

When a failure occurs, the convergence time for allocating

and/or reallocating the VNFs of the VNF-FG is increased

due to the delay occurred until the RVNF-FGD takes place.

Equation (9) ensures that there are x VNFs of VNF-FG vi.

Meanwhile, equation (10) ensures that there are m backup

VNFs of VNF-FG vi allocated on different server nodes to

avoid hardware failures. Additionally, equation (11) ensures

that there are n backup VNFs of VNF-FG vi allocated on the

same server node to avoid software failures.

x =
∑

Nvip, i = 1, 2, 3, 4, . . . , f (9)

m =
∑

Nvib, i = 1, 2, 3, 4, . . . , f (10)

n =
∑

Nvib, i = 1, 2, 3, 4, . . . , f (11)

Each x primary VNFs for each VNF-FG should be mapped

to m backup VNFs on different server nodes when node

failure occurs. The backup VNFs guarantee that the network

service will not be down when a failure occurs. If the VMs

fail, the x primary VNFs should be mapped to n backup

VNFs on the same node. However, if this is not feasible,

x primary VNFs of VNF-FG will be partially mapped to n

backup VNFs on the same server node. The rest of VNFs

on the same VNF-FG will be mapped to m backup VNFs on

separate server nodes.

Meanwhile, VNF-FGs should be deployed in a way that

reduces the overall energy consumption. It should meet both

VNF-FG requirements and maintains a high-level of avail-

ability. Thus, in normal circumstances, the primary VNFs

are on active state while the backup VNFs are on standby

state. As a result, the server node hosting active VNFs is on

active state while the server node hosting standby VNFs is

on standby state. However, the server node might host both

active and standby VNFs, therefore it will be partially on

standby state. The energy consumption of the server node is

negligible if all VNFs on the server node are on the standby

state. However, if any VNF is on the active state, then the

energy consumption is a fraction of the server node energy

consumption. This energy consumption is determined by the

actual measurements. On the other hand, when the server

node operates on the active state with its full capabilities,

the energy consumption is at its maximum rate.

To achieve more reduction in the overall energy consump-

tion when a failure occurs, a timer is added to the backup

VNF. It will be triggered only during predefined time inter-

vals. SDN controller is responsible for initializing backup

VNFswhen it detects a need to handle the traffic. It adjusts the

timers of the backup VNFs to run during these time periods

and then returns them back to the standby state. Consequently,

this process reduces the energy consumed, especially by the

server nodes that contribute a significant portion of overall

consumed energy. Equation (12) represents the overall energy

consumption to deploy the VNF-FG.

Evi =
∑

(

Qt−1j + Qtj

)

.δ.E j,

j = 1, 2, 3, 4, . . . ,Npt (12)

where Ej denotes the energy consumption of server node j.

Qt−1j specifies the number of server nodes operating under

normal circumstances for all VNFs in the VNF-FG. Qtj spec-

ifies the number of server nodes operating after a failure

occurs for all VNFs in the VNF-FG. δ is a parameter that

defines the portion of the energy consumption of the server

node when it is partially on standby state. δ = 1 if the server

node is on active state and δ = 0 if the server node is on

standby state. Meanwhile, Npt represents the total number of

server nodes.

If at least one server node or VM fails, then the correspond-

ing backup VNFwill be activated instead of its failed primary

VNF. Hence, the server node hosting active VNFs will also

be in active state. The server node might host both active and
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standby VNFs, therefore it will be partially in standby state.

The backupVNFs are activated when there is a need to handle

traffic and then returned back to the standby state. Only the

server node hosting backup VNFs is activated during these

periods.

Primary and backup VNFs for the same VNF-FG are

allocated to separate server nodes. Mainly to achieve high

availability against hardware failures that eventually lead to

VNF failures. Equation (13) ensures that the primary and

backup VNFs of the same VNF-FG are not allocated to the

same physical node.

Y
Nvip
Np
+ Y

Nvib

Np
≤ 1,Nvip,Nvib ∈ vi,

i = 1, 2, 3, 4, . . . , f (13)

where Y
Nvip
Np

and Y
Nvib
Np

are binary variables, Y
Nvip
Np
= 1 if

primary VNF Nvip of VNF-FG vi is allocated to physical

node Np, otherwise Y
Nvip
Np
= 0. Similarly, Y

Nvib
Np
= 1 if backup

VNF Nvib of VNF-FG vi is allocated to physical node Np,

otherwise Y
Nvib
Np
= 0.

3) VNF-FG COMMUNICATION COST

VNF-FG deployment problem is formulated to reduce the

communication cost of VNF-FG. The reduction is mainly

attributed to the reduction in link utilization and bandwidth

consumption across cloud core layer. This is achieved during

VNF recovery phase. This objective can be mathematically

formulated by (14) and (15).

minimize
(

α · CN
VNF + β · CM + (1− α − β) · CB

)

(14)

where α ≪ 1, β ≪ 1 (15)

where CN
VNF is the cost incurred due to the energy con-

sumed by network devices used to inter-communicate VNFs

in each VNF-FG. CM is the cost of migrating failed VNFs,

and CB represents the total cost of allocating the bandwidth

for the virtual links embedded in the physical links. The

cost of the allocated bandwidth is the dominant cost com-

ponent in communication cost. Therefore, the parameters α

and β are introduced to weigh the relative importance of

bandwidth cost versus network devices and migration costs.

Equation (16) represents the cost of network devices used to

inter-communicate VNFs in each VNF-FG.

CN
VNF =

∑

F∈f

ρ · EFR ·
∑

Lv∈Ev

Y
Lv
Rp

, i = 1, 2, 3, 4, . . . , f (16)

where EFR denotes the network energy consumed for inter-

communicating VNFs in each VNF-FG. ρ denotes the cost

per unit power of network energy.

Migration cost CM , which is represented by (17), is the

difference between the total cost of bandwidth in the orig-

inal location CBO and the total cost of bandwidth in the

migrated location CBF after the failure occurred. Meanwhile,

CBO and CBF for the original and migrated location are

computed by (18).

CM = CBO − CBF (17)

CB =
∑

Rp

δ · |Rp|·

(

Ba ·
∑

r

Y
Ep
r

)

(18)

where δ denotes the cost per unit bandwidth on the link,

|Rp| represents the number of physical routes, and r is the

number of virtual links in the VNF-FG. Y
Ep
r is a binary

variable, where Y
Ep
r = 1 if the r th virtual link in the VNF-FG

is allocated to physical route Rp ∈ Ep and Y
Ep
r = 0 otherwise.

Meanwhile, Equation (19) represents the profit gained by

cloud service provider after deploying the VNF-FGs.

O =
∑

f

of · Yf (19)

where O is the profit gained by the cloud service provider,

of denotes the profit that the cloud service provider earns after

deploying f th VNF-FG. Yf is a binary variable, where Yf = 1

if the VNF-FG of the tenant is served and Yf = 0 otherwise.

The final optimization goal can be described as follows:

maximize
(

O−
(

CN
VNF + CB + CM

))

(20)

Assume that the number of subnets with available server

nodes is S. Hence, the number of candidate server nodes in

each subnet can be expressed using the vector Z described

in (21).

Z = [z1, z2, z3, . . . , zS ] (21)

The solution to this problem is determined using following

vectors

X = [x1, x2, x3, . . . , xS ] (22)

M = [m1,m2,m3, . . . ,mS ] (23)

N = [n1, n2, n3, . . . , nS ] (24)

Equation (22) represents the number of primary VNFs in

each subnet. Meanwhile, equation (23) represents the number

of backup VNFs when hardware failure occurs. Similarly,

equation (24) represents the number of backup VNFs when

software failure occurs. The solution to this ILP problem can

be found by solving the following equations:

x1 + x2 + x3 + . . .+ xS = x (25)

m1 + m2 + m3 + . . .+ mS = m (26)

n1 + n2 + n3 + . . .+ nS = n (27)

xk + mk ≤ Zk , k = 1, 2, 3, . . . , S (28)

xk + nk ≤ Zk , k = 1, 2, 3, . . . , S (29)

xk ≥ 0, k = 1, 2, 3, . . . , S (30)

mk ≥ 0, k = 1, 2, 3, . . . , S (31)

nk ≥ 0, k = 1, 2, 3, . . . , S (32)

Equations (26), (28), and (31) are used when hardware

failure occurs, while equations (27), (29), and (32) are used

VOLUME 9, 2021 53869



M. A. Abdelaal et al.: High Availability Deployment of VNF Forwarding Graph in Cloud Computing Environments

when software failure occurs. Solving these equations repeat-

edly for each subnet would be extremely time-consuming.

This is attributed to the large number of subnets and server

nodes in the cloud network in addition to the constraints that

should be considered. Therefore, the problem is tackled using

a heuristic algorithm as will be presented in the next section.

IV. HEURISTIC SOLUTION

The deployment of VNF-FG is known to be NP-hard [9].

Therefore, computing the optimal solution is going to be

computationally intensive. The problem gets even worse due

to the huge number of VNFs and subnets in addition to

the limitations of computing resources in the cloud network

environments. Hence, a heuristic approach is proposed in

this section to tackle this problem. The proposed heuristic

approach attempts to find a near-optimal solution, as well

as, achieving a trade-off between availability, scalability, and

acceleration as the problem grows. Hence, it achieves effi-

cient allocation of VNF-FGs that form the tenant’s demands

on cloud infrastructure. Therefore, VNF-FG deployment

problem is solved by adopting a near-optimal time-efficient

solution named Redundant VNF-FG Deployment (RVNF-

FGD). RVNF-FGD can be described by the following steps:

1. Calculate and choose the candidate server nodes that

have adequate computing resources. Server nodes with

high residual resources have a higher priority to meet

the demand of primary VNFs in the VNF-FG.

2. Define all feasible physical routes that meet the band-

width demand of primary virtual links in VNF-FG.

These physical routes are used to transfer the traffic

among the candidate server nodes selected in the previ-

ous step. SDN has a major role in this step. SDN con-

troller periodically monitors network status, updates

link bandwidth, and configures the network devices.

3. Sort all candidate server nodes based on their routes.

The routes that use the links of the lowest network layer

have higher priority (classified as the best routes) to

transfer traffic.

4. Build the backup graphs where the corresponding pri-

mary VNF-FG is located if applicable. The backup

graph consists of backup VNFs in the same subnet and

on the same server nodes. This is achieved by using the

same procedure in steps 1 to 3 for software failure with

different values of m and n according to equations (10)

and (11). Otherwise, backup graphs should be allocated

in the same subnet on a separate server node where

the corresponding primary VNF-FG is located. This is

achieved by using the same procedure in steps 1 to 3 for

hardware failures with different values of m according

to equation (10).

5. Allocate the primary x VNFs of the VNF-FG at the top

of candidate server nodes that are found in the set of

server nodes computed in step 3. Additionally, allocate

the primary virtual links of the VNF-FG on the best

physical route defined in step 3 that connects these

server nodes.

6. Allocate the backup m and/or n VNFs on candidate

server nodes that are found in the backup graph created

in step 4. This allocation depends on the type of failure

against which the tenant’s needs to ensure service avail-

ability. Additionally, allocate the backup virtual links of

VNF-FG on the best physical routes defined in step 4

that connect these server nodes.

7. Check if the VNF-FG deployment with the availability

criterion is met. If met, stop the algorithm and report

its success. Otherwise, calculate new backup graphs in

a different cloud network within the same cloud service

provider (i.e., repeat steps 1 to 6).

8. After a cn number of investigations in cloud network

within the same cloud service provider, if VNF-FG

deployment with the availability criterion is not met,

then stop the algorithm and report its failure.

If at least one server node or VM fails, then the correspond-

ing backup VNF is activated instead of its failed primary

VNF. Consequently, the traffic of the failed primary VNF is

going to be reassigned to its backup VNF and the data will be

processed using the new VNF-FG. On the other hand, if the

primary VNF fails due to a hardware failure, then all VNFs

belonging to the primary VNF-FG and their corresponding

backups will not be allowed to be on the same server. How-

ever, they can be allocated in the same subnet. Otherwise, they

can be allocated in other subnets that are as close as possible

to the subnet that hosts a portion of the backup VNF-FG.

As a result, RVNF-FGD algorithm can reduce link utilization

and bandwidth consumption across cloud core layer in the

cloud network. Furthermore, the minimum number of core

and aggregation hops can be used to connect the VNFs of the

VNF-FG.

RVNF-FGD algorithm focuses on dynamic VNF-FG

deployment and steering the traffic using SDN where avail-

ability, network architecture, and resource requirements are

considered together. Algorithm 1 represents the details of

RVNF-FGD algorithm.

V. COMPLEXITY ANALYSIS

In this section, the computational complexity of RVNF-

FGD algorithm is analyzed. As shown in the previous

section, RVNF-FGD algorithm searches for the candidate

server nodes that have adequate computing resources. Then,

it defines all feasible physical routes that meet the band-

width demand of the primary virtual links in the VNF-FG.

Next, it retrieves and sorts the candidate server nodes using

the routes with the lowest network layer links in each sub-

net. Hence, the worst-case computational complexity due to

searching for the candidate server nodes using the routes with

the lowest network layer links in each subnet can be computed

as follows:

Cworst = O
(

Np + Lp ·
(

V + Nvnf · Np
)

+ S + zS
)

(33)

where Nvnf is the total number of VNFs in all VNF-FGs,

V is the total number of switches, S is the number of subnets,

and zS is the number of candidate server nodes per subnet.
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Algorithm 1 RVNF-FGD Algorithm

1 Input: x number of Nvip ∈ vi, m/n number of Nvib ∈ vi,

R
vnf
F , Ba, failure type;

2 for each Np in target CN do

3 if RNp ≥ R
vnf
F then

4 calculate the candidate server nodes;

5 else

6 go to Final_Step;

7 end if

8 end for

9 for each Lp in CN do

10 if Bt ≥ Ba then

11 compute the admissible routes;

12 else

13 go to Final_Step;

14 end if

15 end for

16 for each subnet in CN do

17 add candidate server nodes to the subnet;

18 end for

19 retrieve and sort candidate server nodes connected using

the routes with the lowest network layer links in

each subnet;

20 for i = 1 to f do

21 for j = 1 to x in vi do

22 if R
vnf
F ≤ RNp in server node then

23 allocate Nvip on the candidate server node;

24 else if R
vnf
F ≤ RNp in subnet then

25 allocate Nvip on a different candidate server node

within the same subnet;

26 else

27 allocate Nvip on a different subnet;

28 end if

29 go to Allocation_Step;

30 end for

31 if failure type = software failure then

32 for i = 1 to n in vi do

33 if R
vnf
F ≤ RNp in server node⊇ Nvip then

34 allocate Nvib on the same server node where Nvip
is already allocated;

35 else

36 go to step 41;

37 end if

38 end for

39 else

40 for i = 1 to m in vi do

41 if R
vnf
F ≤ RNp in server node 6⊇ Nvip then

42 allocate Nvib on a different server node where Nvip
is not allocated within the same subnet;

43 else

44 allocate Nvib on a different subnet;

45 end if

46 end for

47 end if

Algorithm 1 (Continued.) RVNF-FGD Algorithm

48 Allocation_Step:

49 allocate all Lv ∈ vi over Rp ∈ Ep;

50 end for

51 go to Output;

52 Final_Step:

53 while CN ≤ cn do

54 go to cloud network within the same cloud

service provider;

55 repeat steps from 2 to 53;

56 CN ← CN + 1;

57 end while

58 Output: The solution of VNF-FG deployment problem

that guarantees high availability against node/VM

failures;

If each VNF is assigned to a separate server, then the

computational complexity can be computed as follows:

Cworst = O
(

Np + Lp · V + Lp · Nvnf · Np + S · x
)

(34)

Cworst = O
(

Np.
(

1+ Lp.Nvnf
)

+ Lp.V + S.x
)

(35)

Cworst = O
(

Np.Lp.Nvnf + Lp.V + S.x
)

(36)

Cworst = O
(

Lp.
(

Np.Nvnf + V
)

+ S.x
)

(37)

Cworst = O
(

Lp
(

Np.Nvnf + V
))

(38)

The number of VNFs in all VNF-FGs is the dominant fac-

tor compared to the number of VNFs of the VNF-FG. Addi-

tionally, the number of subnets is relatively small. Hence,

their contributions to the computational complexity are gen-

erally assumed negligible compared to that of VNFs.

RVNF-FGD algorithm allocates the primary x VNFs of

the VNF-FG to candidate server nodes. Then, it allocates

the primary virtual links of the VNF-FG to the admissible

physical routes that connect these server nodes. After that,

it allocates the backup m and/or n VNFs to candidate server

nodes. Additionally, it allocates the backup virtual links of

the VNF-FG to the admissible physical routes that connect

these server nodes. Hence, the computational complexity of

allocating primary VNFs of the VNF-FG can be computed as

follows:

Cprimary = O (zt + f · x · zt) (39)

where zt is the number of candidate server nodes.

If each VNF is assigned to a separate server node, then this

computational complexity can be computed as follows:

Cprimary = O (x + f · x · x) (40)

Cprimary = O
(

x + f · x2
)

(41)

Cprimary =
(

f · x2
)

(42)

The computational complexity of allocating backup VNFs

of VNF-FG can be computed as follows:

Cbackup = O (S · zS) (43)
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Meanwhile, the computational complexity is computed for

a single cloud network. Consequently, RVNF-FGD computa-

tional complexity when the cloud service provider consists of

cn cloud networks can be computed as follows:

C = O
((

Lp.
(

Np.Nvnf + V
)

+Cprimary

+ Cbackup
)

.cn
)

(44)

Cprimary and Cbackup are very small compared to the first

term in (44). Hence, they can be neglected, and the overall

computational complexity of RVNF-FGD algorithm can be

described as follows:

C = O
(

Lp.
(

Np.Nvnf + V
)

.cn
)

(45)

Therefore, the computational complexity of RVNF-FGD

algorithm is linear, which has a direct influence on its

scalability.

VI. EXPERIMENTAL RESULTS

In this section, the conducted simulation study is detailed.

First, the simulation setup is described, then performance

evaluation results of RVNF-FGD algorithm are presented.

A benchmark algorithm is designed to compare the pro-

posed algorithm against it. The benchmark algorithm deploys

VNF-FGs without redundancy based on the strategy outlined

in [88].

A. SIMULATION SETUP

The experimental framework is implemented on CloudSim-

SDN-NFV simulator [89]. The performance of RVNF-FGD

algorithm is evaluated on different cloud network architec-

tures as shown in Figs. 1, 2, 3, and 4. Tomake the experiments

comparable for all cloud network architectures, each physical

cloud network architecture consists of 64 server nodes, with

8 server nodes in each subnet. Each server node hosts at most

five VNFs. The bandwidth capacity of each physical link in

core and aggregation layer (upper layers) is set to 10 Gbps.

Meanwhile, the bandwidth capacity of each physical link in

the edge layer (lower layer) is set to 1 Gbps. Network requests

are randomly generated with heterogeneous requirements to

form VNF-FGs. Each VNF-FG consists of two end points

(source and destination VNFs) with an intermediate VNF.

Hence, the traffic enters the source VNF, then passes the

intermediate VNFs and leaves the VNF-FG at the destination

VNF.

B. PERFORMANCE EVALUATION RESULTS

In order to evaluate the performance of RVNF-FGD algo-

rithm, a VNF placement benchmark algorithm is updated on

the basis of the strategy in [88]. This benchmark algorithm

provides network-aware allocation to resolve the conges-

tion problem at the core links in the datacenter network.

It considers the cost of using the links inside the data-

center and the cost of inter-datacenter links. Hence, the

benchmark algorithm is able to reduce link utilization of

the upper-layer links. Consequently, it has a direct posi-

tive impact on reducing the potential congestion that might

occur. This benchmark algorithm handles VNF deployment

and migration without redundancy. The experiments include

37 network service requests that consist of 111 primary

and their 111 backup VNFs. They are implemented on sev-

eral cloud network architectures. Additionally, 3496 work-

loads are created to reflect traffic that passes through the

VNF-FGs. Two different failure events are triggered, node

failure and VM failure. Node failure can lead to hardware

failures while VM failure can cause software failures. The

percentage of failure is increased at each iteration that rep-

resents the number of failed nodes/VMs. In each iteration,

the network service requests are generated corresponding to

the first iteration. In this scenario, SDN controller is respon-

sible for routing the traffic through the VNFs in a predefined

order. When a failure occurs, the SDN controller reconfig-

ures the traffic to be routed to the backup VNFs that are

predefined too.

The key performance metrics used to evaluate RVNF-FGD

algorithm against the benchmark algorithm are link utiliza-

tion and bandwidth consumption, VNF-FG communication

cost, overall energy consumption, and convergence time.

1) LINK UTILIZATION AND BANDWIDTH CONSUMPTION

RVNF-FGD algorithm attempts to find a near-optimal solu-

tion, as well as to achieve a trade-off between availability

and scalability. Meanwhile, it should maintain link utiliza-

tion and, hence, bandwidth consumption as low as possi-

ble. RVNF-FGD algorithm attempts to deploy primary and

backup VNFs in the same subnet that results in transferring

the traffic using edge layer links. Therefore, RVNF-FGD

algorithm consumes less core and aggregation layer band-

width than the benchmark algorithm. RVNF-FGD algorithm

considers the ordering of VNFs and the cloud network archi-

tectures when deploying the VNF-FGs. Hence, it leads to

a reduction in utilization of the core and aggregation layer

links.

To measure the efficiency of reducing link utiliza-

tion and bandwidth consumption in RVNF-FGD algorithm,

the number of failed server nodes and VMs is increased

across different cloud network architectures. Fig. 5 shows the

average utilization of all network layer links in RVNF-FGD

algorithm and the corresponding values for the benchmark

algorithm. The number of failed server nodes increases from

12.5% to 35% of the total number of server nodes, while

the number of failed VMs increases to 100% of the total

number of VMs. Fat-Tree and 2-Tier Tree architectures, noted

as the best cloud network architectures, guarantee the best

performance in terms of link utilization compared to the

other architectures. As shown in Fig. 5c, RVNF-FGD algo-

rithm consumes 2.3% of link bandwidth while the bench-

mark algorithm consumes 4.8% of link bandwidth in the

core layer of the Fat-Tree architecture at 35% of hardware

failure. Therefore, RVNF-FGD algorithm exhibits low uti-

lization of core and aggregation layer links resulted in con-

suming less bandwidth of the upper layers during the recovery

phase.
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FIGURE 5. Link utilization for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm at: a., d. Edge
layer, b., e. Aggregation layer, and c., f. Core layer, when hardware failure that scales from 12.5% to 35% occurs for the cases (a),
(b), and (c), and when 100% software failure occurs for the cases (d), (e), and (f).

2) VNF-FG COMMUNICATION COST

This metric reflects the cost of allocating bandwidth for vir-

tual links embedded on the physical links, the cost of energy

consumed for network devices, and the cost of migrating

failed VNFs. Also, this metric reflects the importance of each

cost component determined by the parameters α and β in

VOLUME 9, 2021 53873



M. A. Abdelaal et al.: High Availability Deployment of VNF Forwarding Graph in Cloud Computing Environments

FIGURE 5. (Continued.) Link utilization for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm at: a., d. Edge layer,
b., e. Aggregation layer, and c., f. Core layer, when hardware failure that scales from 12.5% to 35% occurs for the cases (a), (b), and (c), and
when 100% software failure occurs for the cases (d), (e), and (f).

(14) and (15). One of the main advantages of NFV is the

significant reduction in overall running cost. Hence, one of

the goals of RVNF-FGD algorithm is to reduce the commu-

nication cost required for chaining VNFs in each VNF-FG.
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FIGURE 5. (Continued.) Link utilization for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm at: a.,
d. Edge layer, b., e. Aggregation layer, and c., f. Core layer, when hardware failure that scales from 12.5% to 35% occurs for the cases (a),
(b), and (c), and when 100% software failure occurs for the cases (d), (e), and (f).

In this experiment, both α and β are set to 0.1 to highlight

the importance of the allocated bandwidth cost. As a result,

the cost of allocated bandwidth becomes a major dominant

cost relative to the other cost components in (14).
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(a)

(b)

FIGURE 6. VNF-FG communication cost for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm when: a. Hardware
failure that scales from 12.5% to 35% occurs. b. 100% software failure occurs.

Fig. 6 shows the communication cost when using

RVNF-FGD algorithm and the benchmark algorithm across

various cloud network architectures. As shown in Fig. 6a,

when the number of failed server nodes increases in Fat-Tree

architecture, the communication cost increases. This obser-

vation is attributed to the fact that more backup VNFs

must be deployed and communicated during recovery phase,

which increases the migration cost. Fig. 6 also shows that
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(a)

(b)

FIGURE 7. Network energy consumption for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm when: a. Hardware
failure that scales from 12.5% to 35% occurs. b. 100% software failure occurs.

RVNF-FGD algorithm outperforms the benchmark algorithm

in terms of communication cost for all tested architectures

except for BCube. This is mainly because the network energy

cost of this architecture for RVNF-FGD algorithm is higher
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FIGURE 8. Overall energy consumption for RVNF-FGD algorithm when adding timers to backup VNFs when: a. 12.5% hardware failure occurs. b. 25%
hardware failure occurs. c. 35% hardware failure occurs. d. 100% software failure occurs.
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FIGURE 8. (Continued.) Overall energy consumption for RVNF-FGD algorithm when adding timers to backup VNFs when: a. 12.5% hardware
failure occurs. b. 25% hardware failure occurs. c. 35% hardware failure occurs. d. 100% software failure occurs.

compared to the benchmark algorithm. 2-Tier Tree archi-

tecture has the smallest cost compared to the other cloud

network architectures in the case of hardware failure as shown

in Fig. 6a. The reason behind this observation is that the

2-Tier Tree architecture does not contain the aggregation

layer that is subject to bottlenecks similar to the core layer.
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(a)

(b)

FIGURE 9. Convergence time for RVNF-FGD algorithm and the corresponding values for the benchmark algorithm when: a. Hardware failure that
scales from 12.5% to 35% occurs. b. 100% software failure occurs.

3) OVERALL ENERGY CONSUMPTION

Energy consumption is partially attributed to the server

nodes that host the VNFs. Additionally, network energy

consumption is resulted from routing the traffic within the

network. RVNF-FGD algorithm utilizes the lowest network

layer links thus reducing overall energy consumption. Addi-
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tionally, it reduces the number of active server nodes by

reducing the activation times for the backup VNFs. This task

is handled by the SDN controller. By implementing timers

in the backup VNFs, RVNF-FGD algorithm demonstrates its

efficiency in reducing computing energy consumption and

thus overall energy consumption in the cloud network.

Fig. 7 compares the network energy consumption when

using RVNF-FGD algorithm and the benchmark algorithm.

As shown in this figure, RVNF-FGD algorithm achieves sig-

nificant network energy saving compared to the benchmark

algorithm. It saves up to 43.2% of network energy at 12.5%

of hardware failure over the 2-Tier Tree architecture as shown

in Fig. 7a. BCube architecture has the disadvantage that

the network energy consumed when adopting RVNF-FGD

algorithm is higher than the corresponding values in the

benchmark algorithm. This is mainly because in BCube

architecture, the server nodes are connected to both core

and edge switches simultaneously. Meanwhile, in the other

architectures, the server nodes are connected to edge switches

only. Moreover, RVNF-FGD algorithm often consumes less

computing energy and can even minimize overall energy

consumption, which is mainly attributed to the backup VNF

timer as shown in Fig. 8.

4) CONVERGENCE TIME

As the number of server nodes increases in cloud computing

environments, the number of parameters and limitations to

be addressed increases non-linearly. Therefore, current VNF

placement approaches are unable to handle broader cloud

network architectures in a reasonable amount of time. One of

the motivations for combining NFV with cloud infrastructure

is to be able to dynamically create and delete VNFs for

various changes in tenant’s requirements. In such scenarios,

a less time-consuming approach is preferable.

This subsection provides a comprehensive analysis of the

convergence time required to deploy the VNF-FGs with high

availability. The algorithm is first tested when there is no

failure and the number of backup VNFs is zero. Then, when

failure occurs, the backup VNFs are increased to satisfy the

availability requirements. Therefore, the number of failed

server nodes/VMs is scaled to demonstrate the efficiency of

the proposed approach.

When the number of failed server nodes/VMs is increased,

RVNF-FGD algorithm has the advantage of reducing the

convergence time and scales much better than the benchmark

algorithm. Thus, it tries to provide near-optimal allocation

and reallocation in a reasonable amount of time. More-

over, the chaining of VNFs using lower network layer links

decreases data processing latency. Hence, RVNF-FGD algo-

rithm can be able to satisfy the latency restrictions imposed

by the network services.

The convergence times of RVNF-FGD algorithm for var-

ious cloud network architectures is shown in Fig. 9 with the

corresponding values computed for the benchmark algorithm.

The number of failed server nodes ranges from 12.5% to 35%

of the total number of server nodes. Meanwhile, the num-

ber of failed VMs increases to 100% of the total number

of VMs. As shown in Fig. 9a, RVNF-FGD algorithm takes

9 milliseconds to deploy VNF-FGs in the worst case for

the 3-Tier Tree architecture. When software failure occurs,

the convergence time of RVNF-FGD algorithm may increase

across different cloud network architectures. However, it is

still acceptable and less than the corresponding values for

the benchmark algorithm. For example, as shown in Fig. 9b,

the convergence time of RVNF-FGD algorithm for BCube

architecture is 1.8 milliseconds compared to 2.2 milliseconds

of the benchmark algorithm. Hence, RVNF-FGD algorithm

can maintain the continuity of network services and saves

more time when imposing the high availability requirements.

VII. CONCLUSION

NFV adopts virtualization technology to provide network ser-

vices configured as VNF-FGs. Since network services must

always be running, it is important to ensure the availability of

services with the minimum amount of scare resources. This

paper introduces Redundant VNF-FG Deployment approach

named RVNF-FGD algorithm. Its main objective is to guar-

antee the availability of network services against node/VM

failures in cloud computing environments. This process faces

a set of conflicting goals such as reducing link utilization

across cloud core layer, reducing VNF-FG communication

cost, and reducing overall energy consumption. A compre-

hensive evaluation of RVNF-FGD algorithm is presented

taking into consideration the different performance metrics

and cloud network architectures. Evaluation results show that

RVNF-FGD algorithm outperforms the benchmark algorithm

in terms of link utilization. Moreover, RVNF-FGD algorithm

consumes 2.3% of link utilization while the benchmark algo-

rithm consumes 4.8% of link utilization at 35% of hardware

failure when Fat-Tree architecture is adopted. Additionally,

it outperforms the benchmark algorithm in communica-

tion cost during recovery phase. RVNF-FGD algorithm is

able to achieve the minimum cost when using 2-Tier Tree

architecture compared to the other cloud network architec-

tures in the event of hardware failure. Furthermore, the results

show that RVNF-FGD algorithm can achieve a trade-off

between the redundancy and the overall energy consumption

through implementing the backup VNF timer. RVNF-FGD

algorithm is able to save up to 43.2% of network energy

at 12.5% of hardware failure in 2-Tier Tree architecture.

Likewise, the convergence time of RVNF-FGD algorithm is

assessed by applying this approach to broader cloud network

architectures. The convergence time of RVNF-FGD algo-

rithm for BCube architecture is 1.8 milliseconds at 100%

software failure compared to 2.2 milliseconds for the bench-

mark algorithm for the same percentage of software failure.

These results indicate the viability of the proposed approach

in responding quickly to hardware and software failures.
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