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High fidelity radiative heat transfer models for high-pressure laminar

hydrogen–air diffusion flames
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Radiative heat transfer is studied numerically for high-pressure laminar H2–air jet diffu-
sion flames, with pressure ranging from 1 to 30 bar. Water vapour is assumed to be the
only radiatively participating species. Two different radiation models are employed, the
first being the full spectrum k-distribution model together with conventional Radiative
Transfer Equation (RTE) solvers. Narrowband k-distributions of water vapour are calcu-
lated and databased from the HITEMP 2010 database, which claims to retain accuracy
up to 4000 K. The full-spectrum k-distributions are assembled from their narrowband
counterparts to yield high accuracy with little additional computational cost. The RTE is
solved using various spherical harmonics methods, such as P1, simplified P3 (SP3) and
simplified P5 (SP5). The resulting partial differential equations as well as other transport
equations in the laminar diffusion flames are discretized with the finite-volume method
in OpenFOAM R©. The second radiation model is a Photon Monte Carlo (PMC) method
coupled with a line-by-line spectral model. The PMC absorption coefficient database
is derived from the same spectroscopy database as the k-distribution methods. A time
blending scheme is used to reduce PMC calculations at each time step. Differential
diffusion effects, which are important in laminar hydrogen flames, are also included in
the scalar transport equations. It was found that the optically thin approximation over-
predicts radiative heat loss at elevated pressures. Peak flame temperature is less affected
by radiation because of faster chemical reactions at high pressures. Significant cooling
effects are observed at downstream locations. As pressure increases, the performance
of RTE models starts to deviate due to increased optical thickness. SPN models perform
only marginally better than P1 because P1 is adequate except at very high pressure.

Keywords: high-pressure radiation modelling; laminar diffusion flame; spherical
harmonics; full-spectrum k-distributions; photon Monte Carlo

Nomenclature

English

a non-grey stretching factor [–]

D diffusivity [m2 · s−1]

E gas emissive power [W · m−2]

G incident radiation [W · m−2]

g cumulative k-distribution [–]

hs sensible enthalpy [J · kg−1]

I radiation intensity [W · m−2 · sr]

∗Corresponding author. Email: mmodest@ucmerced.edu

C© 2014 Taylor & Francis
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608 J. Cai et al.

Ib blackbody radiation intensity [W · m−2 · sr]

J coefficient of isotropic spherical harmonics [W · m−2]

k absorption coefficient variable [cm−1]

k∗ correlated reordered absorption coefficient [cm−1]

L Laplace transform

Le Lewis number [–]

ṁ mass flow rate [kg · s−1]

n̂ wall normal direction unit vector [–]

ns total number of species [–]

p gas pressure [Pa]

Q̇ radiative heat source [W · kg−1]

q r radiative heat flux vector [W · m−2]

Rη random number for emission wavenumber [–]

Re Reynolds number [–]

r radial coordinate [m]

s radiation path length [m]

T temperature [K]

u gas velocity [m · s−1]

Vc gas velocity correction [m · s−1]

x spatial coordinate [m]

y axial coordinate [m]

Y species mass fraction [–]

Greek

α blending factor

δ() Dirac delta function

δij Kronecker delta [–]

η wavenumber [cm−1]

ǫ wall emittance [–]

κ absorption coefficient [cm−1]

κP Planck-mean absorption coefficient [cm−1]

σ standard deviation in PMC

σ Stefan–Boltzmann constant = 5.670 × 10−8 W · m−2 · K−4

μ dynamic viscosity [kg · m−1 · s−1]

φ thermodynamic state vector

φ0 reference thermodynamic state vector

τ ij stress tensor [kg · m−1 · s−2]

ρ gas density [kg · m−3]

ωα gas species production rates of species α [kg · m−3 · s−1]

Superscript

0 reference state

Subscript

α species index
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Combustion Theory and Modelling 609

1. Introduction

Thermal radiation makes major contributions to the heat transfer in high-pressure combus-

tors, such as gas turbines [1,2] and rocket nozzles [3], in particular since optical thickness

increases with pressure. A high-fidelity radiation model is necessary to improve numerical

predictions of the overall heat transfer in such systems.

The propagation of flames at elevated pressures has been studied in laboratory facilities

– see for example the references included in [4]. This includes premixed configurations such

as shock tube and flow reactors, and non-premixed configurations such as laminar jet flame

speed measurements and conterflow flames. The transport processes in these configurations

are simplified or well controlled, so that the effects from chemical mechanisms may be

separated for further study. In particular, the impact of radiative heat loss is minimized

through reduced size or residence time.

On the other hand, flames in practical high-pressure applications employ non-premixed

configurations. To stabilize flames in these combustors, combustion products are recircu-

lated from downstream, and the size and residence times of combustors are increased to

ensure complete mixing and reaction. These practices also increase the impact of radia-

tive heat transfer on flames and combustor materials. For example, the optical thickness

increases with enlarged size, which challenges the Optically Thin (OT) approximation ra-

diation model commonly employed in laboratory flames [5]. The increased residence time

also cools down flame in the downstream region. These issues may be addressed through

high-fidelity radiation simulations, which include models with different levels of accuracy

and efficiency. Therefore, one of the objectives of this study is to demonstrate qualitatively

the influence of radiation on high-pressure flames. Special attention is paid to comparing

the accuracy of different radiation models in flames with not-so-small optical thicknesses.

A complete description of the radiative heat transfer is given by the Radiative Transfer

Equation (RTE), which includes emission, absorption and scattering of the participating

media. However, the high dimensionality of RTEs prevents them from being solved exactly

in general conditions. Common approximate solution methods include the spherical har-

monics method, the discrete ordinates method and the statistical Monte Carlo method [6].

The Discrete Ordinates Method (DOM) is very popular in combustion solvers because of

its ease of implementation and extension to high orders. However, its large computational

cost results in only low order calculations in practice. The spherical harmonics method has

difficulties in extending to high orders due to the complicated mathematics involved. The

P1 method and simplified higher order implementations, albeit their lower order trunca-

tions, are capable to provide respectable accuracy at very low computational cost. In the P1

approximation, the RTE is converted into an elliptical Partial Differential Equation (PDE),

which can be easily implemented within most Computational Fluid Dynamics (CFDs)

solvers. Because of its low order of truncation, the P1 method tends to be more accurate in

media with smooth directional variation of radiative intensity [6].

The simplified PN (SPN) approximation was introduced to overcome the mathematical

complexity in PN approximations as a three-dimensional extension to the one-dimensional

slab PN-formulation [7–9]. The resulting lower order implementations, SP3 and SP5, are

elliptic PDEs without mixed partial derivatives and contain fewer PDEs as compared to

their PN counterparts. The governing equations have forms similar to that of the simple P1

equation, and are coupled only through the source terms.

The Photon Monte Carlo (PMC) method, while computationally expensive, can readily

be implemented for the most difficult radiative problems, such as strong spectral, spatial

and directional variation of radiation properties. Its stochastic nature also makes it the

D
o
w

n
lo

ad
ed

 b
y
 [

U
n
iv

er
si

ty
 o

f 
C

al
if

o
rn

ia
 M

er
ce

d
] 

at
 1

6
:5

6
 1

7
 F

eb
ru

ar
y
 2

0
1
5
 



610 J. Cai et al.

only method capable of fully evaluating Turbulence–Radiation Interaction (TRI) [5,10].

Recently, Tessé, Dupoirieux and Taine [11] implemented the PMC method to calculate

radiative transfer within a sooty turbulent diffusion flame. To capture TRI, Wang, Modest,

Haworth, and Wang [5,12] developed their stochastic particle-based PMC method combined

with a composition Probability Density Function (PDF) method in combustion applications.

The Monte Carlo method was also applied to media with non-grey absorbing–emitting–

anisotropic scattering particles [13]. For radiative heat transfer in media with a variable

index of refraction, a curved Monte Carlo method [14] was proposed. More recently, a two-

dimensional axisymmetric finite volume PMC was developed and applied for hypersonic

flow [13]. Finally, based on the superposition principle, a Monte Carlo formulation was

proposed for radiative transfer in quasi-isothermal participating media [15]. Wang and

Modest [16] proposed a Line-By-Line (LBL) spectral model for Monte Carlo simulations,

in which the wavenumber is determined by the inversion of a random-number relation

Rη–η. A more advanced wavenumber selection scheme has also been developed [17–19].

The spectral properties of participating media further complicate solutions of the RTE.

Radiatively participating gases commonly involved in high-pressure combustion include

CO2, H2O and CO. Their absorption coefficients have strong spectral dependency. While

the LBL spectral model [20,21], which resolves all spectral variations, provides the most

accurate results for radiative heat transfer, its large computational demands prevent its

use in practical engineering applications. Recently, full-spectrum k-distribution methods

have been developed for gases and soot [21–23]. A k-distribution is a spectrally reordered

absorption coefficient over a narrow-band or the full spectrum. The k-distribution methods

reduce the computational time to a small fraction of that using LBL spectral models while

retaining excellent accuracy.

Among all fuels, hydrogen has the unique advantage of zero CO2 emission. However,

little attention has been paid to numerical simulations of laminar hydrogen jet diffusion

flames. Notable recent publications with comparisons between simulation and experiment

are [24,25] and the references therein. The effects of differential diffusion due to diffusivity

variation across species were confirmed by comparing experimental and numerical results

in all of the studies. All studies were carried out at atmospheric pressure and radiative heat

transfer was neglected or modelled by the OT approximation. Such radiation models are

challenged at elevated pressures when optical thickness is increased. No modelling attempts

appear to have been made of laminar hydrogen–air jet flames at high pressures.

In this study, a laminar combustion solver with differential diffusion was implemented

within OpenFOAM R©. Two radiative heat transfer models are considered for the combus-

tion gases, namely PMC coupled with the LBL spectral model, and the Full-Spectrum

Correlated-k distribution (FSCK) spectral model coupled with a P1 or SPN RTE solver.

Water vapour is assumed to be the only radiatively participating gas species. Owing to

the nature of the radiation, the PMC model employed in this study determines the exact

radiative heat sources to the gases with negligible statistical fluctuations when coupled with

the LBL spectral model [16] (i.e., only limited to the accuracy of the HITEMP spectroscopy

database [26]). It is used as a reference when analytical solutions of radiation are difficult

to find in a generic scenario. It was found to be very useful in modelling radiative heat

transfer from flames because strong variations of flow variables and properties cause ana-

lytical solutions to be difficult, if not completely impossible, to find. When this radiative

heat source is fed back into the flow energy equations, the differences between with and

without radiation feedback present the radiative effects. However, the PMC model incurs

high computational expense, which prompts the pursuit of low cost approximate solution

models.
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Combustion Theory and Modelling 611

2. Theoretical models

2.1. Laminar flame solver

The conservation of mass for laminar flow is given by

∂ρ

∂t
+

∂(ρui)

∂xi

= 0, (1)

where ρ and ui are density and velocity, respectively. The species mass fraction equation of

species α is

∂(ρYα)

∂t
+

∂(ρuiYα)

∂xi

+
∂(ρV c

i Yα)

∂xi

= ω̇α +
∂

∂xi

(

ρDα

∂Yα

∂xi

)

, (2)

where Yα , ω̇α and Dα are the mass fraction, rate of production and diffusivity of species α,

respectively. Repeated α’s are not summed. In this equation

V c
i =

Ns
∑

α=1

Dα

∂Yα

∂xi

(3)

is a correction velocity to ensure correct mass conservation. The momentum equation

reads

∂(ρui)

∂t
+

∂(ρuiuj )

∂xj

=
∂τij

∂xj

+ ρgi, (4)

where τ ij is the stress tensor given by

τij = −pδij + μ

(

∂ui

∂xj

+
∂uj

∂xi

)

−
2

3
μ

∂um

∂xm

δij , (5)

where μ is the dynamic viscosity, and gi the gravitational acceleration. The energy equation

for sensible enthalpy hs may be stated as

∂(ρhs)

∂t
+

∂(ρuihs)

∂xi

+
∂(ρV c

i hs)

∂xi

=
Dp

Dt
−

Ns
∑

α=1

ω̇αhc,α +
∂

∂xi

(

ρDT

∂hs

∂xi

)

+
∂

∂xi

[

ρDT

Ns
∑

α=1

(

1

Leα

− 1

)

hs,α

∂Yα

∂xi

]

+ Q̇ (6)

where hs, α and Leα are the enthalpy of formation and Lewis number of species α, respec-

tively; DT the thermal diffusivity and Q̇ is the radiative heat source.

The transport properties are evaluated by methods discussed in [27]. The species viscos-

ity, conductivity and binary diffusivity for each pair of species are calculated first and then

the mixture properties are evaluated using mixing rules. The collisional integrals involved

are computed using curve fits [28]. The gases are assumed to be ideal gases.

The detailed chemistry mechanism of hydrogen oxidation reported in [4] is adopted

in this study. The mechanism includes 9 species and 19 reactions. It has been validated

against experimental measurements with pressures up to 100 atm. To compute the chemical
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612 J. Cai et al.

source terms in species and energy equations, the Ordinary Differential Equation (ODE)

solver CVODE [29,30] from the SunDIALS package was used. CVODE is able to solve

both stiff and non-stiff ODE systems. The user can choose between functional iteration

(for non-stiff problems) or Newton iteration (for stiff problems). It should be noted that

the purpose of this study is not to resolve flame under high pressure quantitatively, but to

demonstrate the cooling effects of radiation to high-pressure laminar flames with moderate

residence time. For radiation modelling purposes, only the quantitative prediction of water

vapour and temperature is crucial. These variables are well predicted by most mechanisms

in a flame away from its ignition point because of close to chemical equilibrium. The use

of a detailed mechanism was found to stabilize numerical simulation in the time-marching

to steady state scheme used in this study.

2.2. Full-spectrum k-distribution method for P1 and SPN RTE solvers

The RTE for radiative intensity Iη at wavenumber η, including absorption and emission but

neglecting scattering, for participating gases is

dIη

ds
= κηIbη(T ) − κηIη, (7)

where κη and Ibη are the absorption coefficient and the Planck function, respectively. For

non-grey gas species, the radiative heat source can be calculated using the Full-Spectrum

Correlated-k distribution(FSCK) method [31]. In the FSCK, the spectral variable, such as

wavenumber or wavelength, is reordered by the absorption coefficient of the mixture. The

resulting full-spectrum k-distribution is

f (k; φ0) =
1

Ib(T )

∫ ∞

0

Ibη(T )δ(k − κ0
η (φ0)) dη, (8)

where φ0 is a reference state [31]. Using the cumulative k-distribution as a reordered

spectral variable g(k) =
∫ k

0
f (k) dk, the spectral RTE can be restated as

dIg

ds
= k∗

gagIb(T ) − k∗
gIg, (9)

where k∗
g is a correlated absorption coefficient and can be determined from the correlation

assumption [31], and ag is a stretch factor [31]. The correlation assumption [31] is used

here to separate the dependency on thermodynamic variables and spectral variables. If this

assumption is valid, the set of spectral locations (e.g., wavenumbers) that have the same

absorption coefficient value at the reference state should have equal absorption coefficient

value at any other thermodynamic state. The corresponding new value is different from

the absorption coefficient value at the reference state due to the change of thermodynamic

states (e.g., pressure, temperature and species concentrations). The correlated absorption

coefficient (k∗
g) reflects the variations of thermodynamic states.

In this study, water vapour is considered as the only radiatively participating species.

Its full-spectrum k-distributions are compiled from the narrowband counterparts, with

narrowband k-distributions databased from the HITEMP-2010 spectroscopy database [26]

using the method in [32] for a wide range of temperatures and pressures.
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Combustion Theory and Modelling 613

The reordered RTE can be solved approximately with spherical harmonics methods.

The simplest spherical harmonics system is the P1 method. In the P1 approximation, the

incident radiation G satisfies an elliptical PDE

1

k∗
g

∇

(

1

k∗
g

∇Gg

)

= 4πagIb − Gg (10)

subject to the boundary condition

2 − ǫ

ǫ

2

3k∗
g

n̂ · ∇Gg + Gg = 4πawgIbw, (11)

where ǫ is the wall emittance, n the wall normal direction unit vector pointing from medium

to wall, Ibw the black body emission of the wall, and awg the non-grey stretching factor at

the wall.

In the Simplified P5 (SP5) approximation [9], Equation (9) is solved approximately by

three elliptical equations, which are coupled only through the source terms,

1

3k∗
g

∇

(

1

k∗
g

∇J0g

)

= J0g −
2

3
J2g +

8

15
J4g − agIb (12a)

3

7k∗
g

∇

(

1

k∗
g

∇J2g

)

= −2(J0g − agIb) + 3J2g −
12

5
J4g (12b)

5

11k∗
g

∇

(

1

k∗
g

∇J4g

)

=
8

3
(J0g − agIb) − 4J2g + 5J4g (12c)

subject to boundary conditions

−
1

3k∗
g

n̂∇J0g =
1

2
(J0g − Jwg/π ) −

1

8
J2g +

1

16
J4g (13a)

−
1

7k∗
g

n̂∇J2g = −
1

8
(J0g − Jwg/π ) +

7

24
J2g −

41

384
J4g (13b)

−
1

11k∗
g

n̂∇J4g =
1

16
(J0g − Jwg/π ) −

41

384
J2g +

407

1920
J4g, (13c)

where Jwg = πawgIw is the radiosity at the wall [6]. Note that all equations were simplified

for non-scattering media. The solutions of J0g and J2g are related to incident radiation by

Gg = 4π

(

J0g −
2

3
J2g +

8

15
J4g

)

. (14)

SP3 is contained within SP5 by leaving out the last equation and boundary condition,

and setting J4g = 0.

For all cases, the radiative heat source is calculated from

Q̇ = −∇ · q r =

∫ 1

g=0

k∗
gGg dg − 4πκPIb, (15)
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614 J. Cai et al.

which is fed back into energy Equation (6). The integration over reordered spectral variable

g is performed using Gaussian quadratures [22]; in this study, eight quadrature points are

used.

2.3. PMC-LBL radiation solver

To calculate the part of Q̇ in Equation (6) due to radiative heat transfer, a finite volume-

based PMC method was also developed. The emitted energy comes from every cell and is

divided into a limited number of photon bundles, which are released into random directions

and traced until they are completely absorbed within a certain cell in the medium or escape

from the domain, as discussed in [6,10]. The interaction between photon bundles and cells

(i.e., absorption) is evaluated commensurate with the optical thickness that a photon bundle

travels through a cell. Thus, the local radiative heat source of a cell may be calculated by

the balance between the energy emitted and absorbed by a cell.

The RTE solved by PMC provides the divergence of radiative flux ∇ · qr , for each cell,

which is included as a source term in the energy equation within the laminar-diffusion

solver. Since the PMC is statistical in nature, it can yield a slightly different solution for

each time step. This variation may be minimized by tracing a large number of rays, but the

computation would be prohibitively expensive. Instead, for statistically steady problems,

tempered averaging may be used, i.e., an updated source is evaluated from

∇ · qn
r = α∇ · q∗

r + (1 − α)∇ · qn−1
r , (16)

where α is a blending coefficient with a relatively small value, the superscript n denotes the

current time step, n − 1 represents the previous time step, and ∇ · q∗
r is the source calculated

at time step n using relatively few photon bundles. At each time step, the updating algorithm

proposed by West [33] is used to calculate the new mean and variance of ∇ · q r . Equation

(16) reveals that the radiation solution includes information from previous tracing steps

and, as a result, it does not significantly vary between time steps. In addition, it also ensures

that the contribution of previous time steps gradually fades out and the radiation field can

‘keep up’ with the flowfield.

Ten different samples are determined and kept at every time step to allow evaluation of

a standard deviation. The standard error for a tempered average [34] is calculated from

SEx̄ = σ

[

α

2 − α

]1/2

, (17)

where σ indicates the standard deviation based on ∇ · q∗
r , i.e., photons traced at time step n.

Equation (17) shows that the solution variation will reach a constant value as the radiation

field reaches a quasi-steady state.

In the PMC-LBL scheme employed in the present study, first a random number for

emission wavenumber, Rη, is drawn and the emitting species s is determined by [19]:

s = j, if

(

j−1
∑

i=1

Ei

) / (

ns
∑

i=1

Ei

)

< Rη �

(

j
∑

i=1

Ei

) / (

ns
∑

i=1

Ei

)

. (18)
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76.2mm 25.4mm 25.4mm

25.4mm

12.7mm1.525mm

2.05mm

Figure 1. Combustion chamber geometry.

Once the emitting species s is determined, the emission wavenumber can be found from the

tablulated η − Rη, s database directly/by linear interpolation, which has the form

η = fη,i(Rη,i, T , xi), κη,i = fκ,i(η, T , xi) i = 1, 2, ..., ns, (19)

where κη, i is the spectral absorption coefficient of species i. As discussed in [19], the

η − Rη, s database is tabulated for 28 temperatures (ranging from 300 to 3000 K) and a few

mole fractions (two for H2O and one for CO2 and CO). The PMC results using the new

scheme [19] completely agree with the ones using the old scheme [16] and the computation

costs for both schemes are nearly the same in this study because only a single species, H2O,

is present. With an increasing number of species, however, the new wavenumber selection

displays a significant improvement in computational efficiency.

To calculate the divergence of the radiative flux, ∇ · q r , at any given time step, about

10,000 photon bundles each are traced for ten different samples to obtain its statistical mean

and standard error, which are fed back to the laminar diffusion solver in OpenFOAM R©. The

blending coefficient in Equation (16) is set to 0.01 during the first 1000 time steps, then

to 0.001 until the 10,000th time step, and beyond that α = 0.0001 is used to include the

impact of more histories in the average when the solution is statistically converged.

2.4. Implementation

The above models are incorporated into OpenFOAM R© [35]. The solver structure is similar

to OpenFOAM R©’s built-in combustion solver ‘reactingFoam’. The continuity, momentum,

species mass fraction and energy equations are solved sequentially in a segregated manner,

and pressure–velocity coupling is ensured by using the PISO algorithm as the solution is

advanced in time.

The modelled chamber is axisymmetric and shown in Figure 1. The chamber has a

radius of 25.4 mm with an exit of radius of 12.7 mm. The geometry is an axisymmetric

approximation of the high-pressure hydrogen combustion test facility EC-1 at Edwards Air

Force Base, which has a square cross section. The temperature and species concentration

profiles can be measured at the exit of the chamber for comparison. The central jet has a

diameter of 3.05 mm, the annular jet has an inner diameter of 4.1 mm. The wall thickness

of the inner jet is neglected. The outer jet is flush with the chamber walls; therefore

its thickness is part of the chamber walls. The simulation domain covers the chamber

without nozzle pipe. Uniform inlet velocity and scalar profiles are applied at the nozzle

exit as boundary conditions for the simulation chamber. The central jet supplies air with a

temperature of 300 K and a mass flow rate of 0.143 g/s. The annulus jet supplies hydrogen

with a temperature of 300 K and a mass flow rate of 4.16 × 10−3 g/s. Simulations were

performed for three pressures, viz. 1, 5 and 30 bar. In all three cases, the same mass flow

rates are used. At 1 bar total pressure, the central and annulus velocities are 16.79 and
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616 J. Cai et al.
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Figure 2. Grid information.

9 m/s, respectively. The velocity is scaled with the inverse of total pressure in cases with

elevated pressures. Because gas dynamic viscosity has little dependency on pressure, the

Reynolds number based on air mass flow rate, viscosity and inner jet diameter is

Re =
4ṁ

πDμ
= 3268 (20)

for all pressures. This Reynolds number is much lower than the transient Reynolds number

of laboratory jet flames, such as Sandia Flames [36], and is expected to result in a laminar

flame.

A non-slip boundary condition is applied to all chamber walls. The wall and nozzle

temperature is assumed to be 400 K, i.e., wall temperature rise and convective preheating

to inlet gas due to flame radiation are not considered. This choice is due to the fact that,

as the target experimental burner controls wall temperature, the experiments stop before

the wall temperature reaches 800 K. However, the wall temperature used in this study has

little effect on flame temperature predictions, due to low convective heat transfer at low

Reynolds numbers. The radiative interaction between the wall and the gas is modelled

through Marshak radiation boundary conditions. The target experimental chamber is built

of pure copper. The surface is covered by copper oxide. Assuming a slightly oxidized

surface, a grey wall emittance of 0.7 is used, corresponding to a wall reflectance of 0.3.

Because gas radiation is highly non-grey, most of the flame emission is self-absorbed by

the ambient combustion products in the chamber.

A two-dimensional cylindrical grid with 8320 cells is used to discretize all model

equations, as shown in Figure 2. Most of the grid cells are placed near the flame front.

Grid dependency is studied for the case of 30 bar without radiation, because it has the

sharpest flame front among all cases in the study. Inclusion of radiation and/or a reduction

of pressure broadens the flame front. Grid independence is confirmed through refining the

mesh. It was found that, after further refining the current mesh, the temperature and mass

fractions of major species (H2, O2, N2 and H2O) differ by less than 1%. The mass fractions

of all minor species vary by less than 5% except that H2O2 changes by 13%. This mesh is

considered sufficient for radiation simulations since flame radiation is only affected by the

temperature and H2O concentration in this study.

3. Results and discussion

3.1. Flow patterns

The contour of velocity magnitude and streamlines are shown in Figure 3. Most of the

streamlines close to the chamber centreline (e.g., Y < 0.005 m) are parallel to each other.
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Figure 3. Velocity magnitude (m/s) and streamlines.

Flow in this region also has a larger velocity. Because of limited viscosity in laminar

flows, velocity drops quickly in the radial (Y) direction. Away from the centreline (e.g., Y >

0.005 m), velocity magnitude is small. A recirculation zone is formed at the contracting sec-

tion of the chamber indicated by the circles of streamlines. Some recirculation streamlines

extend to the upstream corner.

Figure 4. Radial profiles at 1 bar. (a) Radial profiles of temperature (solid line) and H2O mass
fraction (dashed line) at x = 2.5 cm (line with bullets), 6 cm (line with squares) and 12 cm (line
with circles). Radiative flux divergence (∇ · q) at x = 2.5 cm (b), 6 cm (c) and 12 cm (d) from the
nozzle.
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618 J. Cai et al.

Figure 5. Radial profiles at 5 bar. (a) Radial profiles of temperature (solid line) and H2O mass
fraction (dashed line) at x = 2.5 cm (line with bullets), 6 cm (line with squares) and 12 cm (line with
circles). Radiative flux divergence (∇ · q) at x = 2.5 cm (b), 6 cm (c) and 12 cm (d) from the nozzle
(colour online).

3.2. Radiative heat source calculations

The differences between different spectral and RTE models in predicting radiative heat

sources (absorption minus emission) based on scalar profiles from the fully converged

PMC calculations are demonstrated in Figures 4, 5 and 6.

The radial heat flux divergence (emission minus absorption) profiles predicted are

shown at three downstream locations, namely 2.5, 6 and 12 cm from the nozzle. Two

models are chosen as reference models. The OT approximation gives the total emission

with absorption neglected. The OT approximation is only valid when the optical thickness

is much less than unity in an emission dominated case (e.g., small flames). It overpredicts

radiative heat loss (emission minus absorption), because of neglecting absorption. The

PMC-LBL model gives the true radiative heat flux divergence. Therefore, the difference

between the OT appoximation and PMC-LBL is the true self-absorption. A model is

considered more accurate in resolving self-absorption if it is closer to PMC. A high-fidelity

radiation modelling strategy, the combination of a spectral model and an RTE model,

preserves the total emission and predicts most of the absorption. The model strategy must
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Combustion Theory and Modelling 619

Figure 6. Radial profiles at 30 bar. (a) Radial profiles of temperature (solid line) and H2O mass
fraction (dashed line) at x = 2.5 cm (line with bullets), 6 cm (line with squares) and 12 cm (line with
circles). Radiative flux divergence (∇ · q) at x = 2.5 cm (b), 6 cm (c) and 12 cm (d) from the nozzle
(colour online).

be applicable to a wide range of flame regimes, because the optical thickness is generally

not known beforehand.

For the case of 1 bar, the profile at the downstream location 2.5 cm from the nozzle

is shown (Figure 4). Consistent trends were found from 1 to 30 bar. For all pressures, the

flame front has a higher temperature and corresponding higher emission near the nozzle

(e.g., 2 cm from the nozzle). Absorption at the same location is small, as suggested by

the overlapping predictions between the PMC and OT models, because this location is

close to the inlet walls. Self-absorption becomes stronger inside the burner (e.g., 6 and

12 cm from the nozzle). In general, self-absorption becomes stronger as pressure increases.

Strong self-absorption is observed in the recirculation zone (i.e., r > 6 mm) and is well

predicted by all spherical harmonic models because of uniform temperature and species

concentrations, whereas self-absorption in the flame front is more difficult to predict with the

simple models. The differences between P1, SP3 and SP5 predictions are small compared

to their departures from the PMC-LBL model. For all pressures, the P1, SP3 and SP5

models overpredict absorption especially along the flame front. SP3 and SP5 improve on

P1 predictions.
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620 J. Cai et al.

Figure 7. Temperature profile at 1 bar. (a) Temperature without radiation; (b) temperature with
radiation (PMC); (c) PMC − no radiation; (d) PMC-P1.

3.3. Feedback calculations

The flame structures at different pressures are illustrated by the temperature profiles. The

flame front is recognized as the thin reaction zone with high temperature between fuel

and oxidizer. Its evolution may be affected by radiation because of its high temperature

and high concentration of radiatively participating species in combustion products. The

leading edge of the flame front closest to the nozzle (the flame edge in the following text) is

mostly affected by ignition chemistry. The temperature profiles are calculated with different

radiation models with the remainder of the models fixed. The influence of the radiation

model on the flame temperature is studied by calculating the difference in temperature

predicted by different radiation models.

The temperature profile calculated without radiation at 1 bar total pressure is shown in

Figure 7(c). The flame is lifted from the burner because of the relatively fast jet velocity. The
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Combustion Theory and Modelling 621

temperature differences between with and without radiation are shown in Figures 7(c) using

PMC with the LBL spectral model. The radiative heat transfer of water vapour formed in

the flame front causes additional heat flux upon water vapour diffusion towards the central

stream. Aside from changes to the flame front, little influence on the flame temperature

is observed, because the optical thickness was found to be less than 0.03 based on the

combustor diameter and the Planck-mean absorption coefficients.

The differences between different RTE solvers are found to be negligible because the

optical thickness is small. For example, the temperature differences between P1, SP3 and

SP5 solvers using Full Spectrum k-distribution (FSK) methods are found to be mostly

within 10 K (not shown). Random patterns of the temperature differences (Figure 7(d)) are

due to numerical fluctuations in predicting the k-values at larger g-values, as they dominate

the emission at the optically-thin limits.

When pressure is increased to 5 bar (Figure 8), the magnitude of the chemical source

term increases with pressure faster than that of the radiative source term, which results in

a thinner reaction zone. Faster reaction rates also cause the flame to be anchored closer to

the nozzle. For higher-pressure cases, due to the larger density, the jet velocity is reduced to

retain the Reynolds number and the residence time becomes correspondingly longer. The

temperature decline due to radiation at downstream locations becomes more significant

as a result of the longer residence time. The flame length is shortened by radiation, and

radiation may cause a temperature decline of over 150 K at the combustor exit.

When radiation is considered (i.e., comparing temperature differences for calculations

with and without radiation as shown in Figure 8(c)), the flame front temperature drops

gradually at downstream locations due to emission. However, PMC predicts a smaller

temperature drop than P1 coupled with FSK (Figure 8(d)), as a result of overprediction

of the radiative heat source by the P1 solver. The overpredicted heat loss from the flame

front is absorbed by the cooler water vapour in the recirculation zone, and this causes

a corresponding temperature overprediction outside the flame front (i.e., the region of

negative temperature difference between PMC and P1). P1, SP3 and SP5 solvers predict

quantitatively similar temperature fields as indicated by the small differences in temperature

predictions between these solvers (Figures 8(d)–8(f)). The outperformance of P1, indicated

by its closeness to PMC, leaves little margin for SPN solvers to improve.

Further increasing pressure from 5 to 10 bar (results not shown) will not bring the flame

leading edge forward closer to the nozzle, because the flame edge position is now limited by

the separation of fuel and nozzle, while at 1 bar the faster convection compared to thermal

diffusion to the upstream lifts the flame. As the total pressure increases, the water vapour

partial pressure increases, and this causes an increased emission at the flame edge. Because

the flame edge is surrounded by the cold nozzle and unburnt gases, it absorbs little radiation.

Therefore, PMC and FSK-P1 give identical temperature drops and flame lift. Similar to

the 5 bar case, P1 overpredicts heat loss from the flame front, which causes a temperature

rise adjacent to the flame front. However, because of the increased optical thickness and

absorption, the affected region is much smaller than at 5 bar. The performance of SP3 and

SP5 is quantitatively similar to that at 5 bar. Near the exit the temperature drop due to

radiation increases to 200 K due to longer residence time.

Radiative effects are qualitatively similar but much stronger when the pressure is further

increased to 30 bar because of the increased optical thickness and residence time, and are

shown in Figure 9. Consistent temperature drops are predicted by PMC and P1 along the

flame front. Near the exit the temperature drop may be as large as 450 K. Similar to what

has been found at 5 and 10 bar, P1 overpredicts heat loss from the flame front and the

temperature rise in the adjacent low temperature region, except that the size of the affected

region becomes larger as pressure rises from 5 to 30 bar.
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622 J. Cai et al.

Figure 8. Temperature profile at 5 bar. (a) Temperature without radiation; (b) temperature with
radiation (PMC); (c) PMC − no radiation; (d) PMC-P1; (e) PMC-SP3; (f) PMC-SP5.
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Combustion Theory and Modelling 623

Figure 9. Temperature profile at 30 bar. (a) Temperature without radiation; (b) temperature with
radiation (PMC); (c) PMC − no radiation; (d) PMC-P1; (e) PMC-SP3; (f) PMC-SP5.
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624 J. Cai et al.

All simulations were carried out on a cluster with four Intel(R) Xeon(R) X7460 CPUs.

Each CPU has six cores. The computational cost of FSK-P1, FSK-SP3 and FSK-SP5 is

approximately 350 CPU hours each. Most of the computational time is spent on assembling

k-distributions from the narrowband database . The additional cost of solving multiple

equations in SP3 and SP5 is negligible compared to k-distribution calculations. The PMC-

LBL time cost is approximately 600 CPU hours. Most of this time is due to Monte Carlo

ray tracing and the calculation of emission wavelengths from the spectroscopic database.

The k-distribution methods, including the Full-Spectrum k-distribution (FSK) methods,

are generic approaches to the spectral properties of non-grey radiatively participating

media. The simplification of FSK comes from reduced RTE evaluations. A line-by-line

model requires millions while the FSK needs only a few (we use eight in this study). The

price is the computational cost to calculate k-distributions. FSK methods offer different

model families with varying accuracy and efficiency. In a separate work [37], we reported

comparisons on accuracy and efficiency between different FSK methods. The cheapest and

least accurate (yet still vastly outperforming the grey) model takes 1 ms for a cell, while the

most accurate and expensive model (employed here) achieves line-by-line accuracy. In this

work, the fact that FSK is not taking much less time than PMC is for two reasons: (1) a time

blending scheme for PMC is used in steady state flows which reduces PMC time cost by two

orders of magnitude, which would not apply in transient problems; (2) the way we chose to

evaluate the k-distributions takes the majority of time, because we aimed to demonstrate that

full-spectrum k-distribution methods can achieve high accuracy. And with that accuracy we

may further demonstrate the importance of radiation in high-pressure flames. Less accurate

FSK assembling reduces the effort by about two orders of magnitude [37].

4. Conclusions

Radiative heat transfer is studied numerically for high-pressure laminar H2–air jet diffusion

flames, with pressure ranging from 1 to 30 bar. At atmospheric pressure the flame is optically

thin, and little absorption is observed. The radiative emission causes little cooling down of

temperature along the flame front and at the exit.

Radiative heat transfer effects become stronger as pressure increases due to both in-

creased emission and longer residence time. Increased pressure also causes stronger self-

absorption. As a result, the optically thin approximation, which ignores self-absorption,

overpredicts the radiative heat loss. At higher pressure, the peak flame temperature is less

affected by radiation because of faster chemical reactions. However, due to larger residence

time, significant cooling at downstream locations is observed. As the optical thickness

increases with pressure, the performances of three spherical harmonic RTE solvers (P1,

SP3 and SP5) start to deviate, but are still very close for the current case. In general, P1

tends to predict a larger radiative heat loss than SPN. It is found that SPN can only perform

marginally better than P1 on the calculation of radiative heat sources in this flame, because

the P1 model is adequate except at the very high pressure of 30 bar.
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