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High-Level Area and Power Estimation
for VLSI Circuits
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Abstract—High-level power estimation, when giveronly a high-  up techniques include the power factor approximation (PFA)
level design specification such as a functional or register-transfer technique [23], [24], the dual bit type (DBT) method [25], [26],
level (RTL) description, requires high-level estimation of the the look-up-table-based techniques [27], [28], the clustering-

circuit average activity and total capacitance. Considering that
total capacitance is related to circuit area, this paper addresses 22sed method [30], and the cycle-accurate macro-model [31].

the problem of computing the “area complexity” of multioutput ~However, bottom-up models are not enough. Certain parts of
combinational logic given only their functional description, i.e., the design (typically 25% or more) will consist of application-

Boolean equations, where area complexity refers to the number specific logic blocks that have not been previously designed.
of gates required for an optimal multilevel implementation of During high-level design planning, we need to have some

the combinational logic. The proposed area model is based on fi f it for th that th functi d
transforming the multioutput Boolean function description into Igure-ol-merit for the power that these new functions wou

an equivalent single-output function. The area model is empirical equire, once implemented in a given gate library. This paper
and results demonstrating its feasibility and utility are presented. proposes a technique to address this problem.

Also, a methodology for converting the gate count estimates,  Specifically, we propose an area and power estimation
obtained from the area modgl, into capacitance estimates is pre- capability, given only aunctional view of the design, such
sented. High-level power estimates based on the total capacitance L - . .
estimates and average activity estimates are also presented. as When a circuit is desc”_bed Onl)_' W'Fh Boolean equations.
In this case, no structural information is known—the lower-
level (gate-level or lower) description of this function is
not available. Of course, a given Boolean function can be
implemented in many ways, with varying power dissipation
levels. We are interested in predicting the nominal area and
. INTRODUCTION power dissipation of a minimal area implementation of the

APID increase in the design complexity and the ned@inction that meets a given delay specification.

to reduce time-to-market have resulted in a need for For a combinational circuit, since the only available infor-
computer-aided design (CAD) tools that can help make ir?ation is its Boolean function, we consider that its power
portant design decisiorearly in the design process. To do sodissipation will be modeled as follows:
these tools must operate with a design description at a high-
level of abstraction. One design criterion that has received Pavg X DaygACavg 1
increased attention lately is power dissipation. This is due , ) L
to the increasing demand for low-power mobile and portabYléhere Davg Is an estimate of the average node switching

electronics. As a result, there is a need for high-level pOwgptivity that a gate-level implementation of this circuit would

estimation and optimization (as well as modeling for aredave.A (also referred to aarea complexityis an estimate of

timing, noise, etc.) the gate count (assuming some target gate library),angd
The’re are ’two types of modeling approaches: bottom-ﬁﬁ)a” estimate of the average node capacitance. The estimation

and top-down. In the bottom-up approach, one starts with®h Pave Was covered in [1}-[3]. The problem of estimating

complete implementation of a circuit block (down to gategfom a high-level description of the circuit corresponds to the

transistors, and/or layout) and builds a simple and compdiPPlem of high-level area estimation. This problem is also

higher-level model that gives the power of the block for an?f independent interest, as the information it provides can be

specified input vectors or input switching statistics. Bottont€"Y useful, Ifor msiance, drl]mng roorp(Ija}nglng. o
up models can be built with high accuracy because the!n @n ((jeqry wor [?],hs anngn St}? Iel arlea comp eny,_
circuit level implementation is available. Examples of bottonfl'€asured in terms of ¢ € number of relay € ements used In
building a Boolean function (switch-count). In that paper,
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Several researchers have also reported results on thelimitation of the model, because large XOR arrays are typically
lationship between area complexity and entrag¥) of a arithmetic units, and it is natural for arithmetic blocks to be
Boolean function (entropy will be introduced in Section Il)modeled bottom-up, not top-down. As observed by one of
These include [19], [5], [20]. More recently, Chergal. [6] the reviewers, our technique is “better suited to relatively
empirically demonstrated the relation between entropy amdstructured control-logic, whereas techniques such as the
area complexity, with area complexity measured as literdDBT method [a bottom-up approach] are better suited to data-
count. They showed thaandomly generated@oolean func- path blocks.” In any case, one way around the problem of
tions (RGBF's) (forn = 8,9, 10) have a complexitgxponen- exclusive-or arrays is to require that the Boolean function
tial in n, and proposed to use that model as a area predictpecification explicitly list exclusive-or gates. In that case,
for logic circuits. However, the circuits tested were very smallhese can be identified up-front and excluded from the analysis,
typically having less than ten inputs. As one tries to apply thab that the proposed method is applied only to the remaining
model to realistic very large scale integration (VLSI) circuitssircuitry. In the remainder of this paper, we will not consider
it quickly breaks down due to the exponential dependence ocincuits composed of large exclusive-or arrays.

n, leading to unrealistically large predictions of circuit area. The proposed technique can be combined with high-level
For example, when applied to a circuit with 32 inputs (havintpp-down delay estimation methods [22], [29] to derive the

been tuned ton = 25 inputs), this model predicts an aregpower-area-delay tradeoff curves of a Boolean function, thus,
of =400 million gates, whereas the circuit can in reality benabling the designer to make useful design tradeoffs early in
implemented with only 84 gates! the design. Such a capability is essential to do early design

In this paper, we use “gate-count” as a measure of comtanning for system-on-a-chip designs.
plexity, mainly due to the key fact observed by Muller [18], Before leaving this section, we should mention some previ-
and also because of the popularity of cell-based or librargus work on layout area estimation from an RTL level view.
based design. As mentioned above, it is clear that a givéfu et al. [7] proposed a layout area model for datapath and
Boolean function can be implemented in many different waysontrol for two commonly used layout architectures. They used
with different resulting areas and gate-counts. For instandegnsistor count as a measure of area of datapath and control
a circuit may contain redundant logic, which artificially indogic. For datapath units, the average transistor count was
creases its area and is not reflected in the circuit function. Sirmgtained by averaging the number of transistors over different
redundant logic is undesirable anyway, we aim to estimataplementations of the unit. For control logic, they calculate
the gate-count of aomptimizedimplementation of a Boolean the number of transistors from the sum-of-products (SOP)
function. Specifically, in our experiments, we have comparepression for the next state and control signals. In addition
our estimated gate-counts to the gate-count for optimal circtit this, the wiring area for both datapath and control logic
implementations that were obtained using the SIS synthesisre estimated. Kurdalet al.[8] modified the above model to
system. account for effects of floorplanning (effects of cell placement

Our estimation technique is based on the novel conceptarid interconnect on chip area). In [8], the area model for
complexity measuref a Boolean function, to be defined latercontrol logic is also based on SOP expressions, similar to
in the paper. Based on this, we will provide an area predictidhat of [7]. However, each product term is implemented with
model which gives reasonable results for realistic circuit4ND gates (in the library) and the sum with OR gates (in
which is a significant improvement over traditional techniquethe library). Since the product terms could be much larger
This will be demonstrated with experimental results on a larglean the gates in the library, the resulting implementation is a
set of benchmarks, for which we compare our predicted gataultilevel one. The advantage of these models ([7] and [8]) is
counts to those obtained from SIS. We will then combine ttikat they account for the effect of interconnect and placement
area estimates, provided by the area estimation tool, with the the layout area. In both these methods ([7] and [8]), the
high-level activity estimates [1], [3] to obtain high-level powenumber of AND gates for the SOP expression is computed by
estimates for various circuits. This paper is an extended versimpunting the number of AND gates required for each product
of [17]. term and summing over all product terms. The number of OR

The proposed technique has two important limitations thgates required to implement the SOP expression is computed
one should be aware of. First, it is limited (in its present formy counting the number of OR gates required to form the
to combinational circuits. We continue to work on this probleraum of the product terms. The area estimate is equal to the
and will, in future, extend this approach to sequential circuitsum of the number of AND and OR gates required. In reality
Second, the method does not apply to circuits containing larigewever, the optimal number of gates required to implement
arrays of exclusive-or (XOR) gates. Such circuits are alsbe function would be much smaller than the above sum,
the source of problems in many CAD applications, such &gcause it is frequently possible to apply logic optimization
in binary decision diagram construction for verification. Thésynthesis) algorithms to give a much better implementation
failure of the area model on these circuits could be due &6 the circuit.
the failure of thecomplexity measuréo capture the extreme This paper is organized as follows. In Section Il, we give
regularity of the on-set and off-set in the Boolean space afbackground discussion on the high-level power model for
the function. This regularity leads to area implementatioroolean functions [1], [3] and a brief discussion of the
which are small, however, the complexity measure woukttivity prediction model of [1] and [3]. In Section lll, we
indicate otherwise. One can argue that is not an importatiscuss the issues pertaining to the complexity of randomly
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generated Boolean functions. In Section IV, we define the g8 —
complexity measurelinear measure which would be used - e
to estimate the area complexity and also present a model a7
to compute the complexity measure of multioutput Boolea@ 0.6
functions. In Section V, we present an area prediction modgl
and in Section VI, we present the overall flow of our high—c%
level area estimation algorithm followed by empirical resultsg
demonstrating the feasibility and utility of the proposed areg
estimation scheme. In Section VII, we propose a methodolo@
for estimatingC,,, and present empirical results demonstrat<
ing its utility. In Section VIII, we present results showing%
the utility of the proposed area model in estimating the& o4 |
area complexity of a Boolean function at any feasible dela¥
point. In Section IX, we combine the high-level capacitance
estimates and high-level activity estimates to obtain high- 0.0 ~ ‘ e * :
level power estimates and compare these with gate-level 0.0 01 08 04 06 08
. . . Ratio of Power to Capacitance (Trans/Clock Cycle)
power estimates obtained using a zero-delay and a general-
delay timing model. This is done for the minimum-area andg- 1. Accuracy of high-level power model.
minimum-delay implementations. We end the paper with some
conclusions presented in Section X.

0.4

0.3

of the Boolean function. It must be noted that all the quantities,
Daves Cave, and A, have to be estimated from a high-level
Il. BACKGROUND description of the function. In this paper we adopt the above
In this section we briefly discuss previously publishefnodel for estimating the power.
results pertaining to high-level power and activity estimation The above power approximatiof.ys o< CiotDave) WaSs
[]_], [3] These results are being summarized here for tﬁ@StEd on several benchmark circuits from the ISCAS-89 [15]

convenience of the reader. and MCNC [16] benchmark suites. These circuits (described
at the gate level) were simulated under realistic gate delay
A. High-Level Power Estimation Model models, for randomly generated vector sequences, for input

W ict | to th tatic full Igrobabilities ranging from 0.1 to 0.9. Average circuit activity
¢ restrict ourselves 1o the common Stalic Tully COMples,y ype total average power were computed from this sim-

”?e”t.ary CMOS (;echn(l)logy. Con5|der:]r a combinational Igglﬁation [10], and the area was computed as the total circuit
circuit, composed ofV logic gates, whose gate output no et?(';lpacitance (sum of output capacitance of all the gates). The

3re Qengted]zci, g: 1,2,---, N lfbD(xif)l |s_the ransition eqits of this test are shown in Fig. 1, demonstrating the
ensity [9] of noder; (average number of logic transitions pe,(/alidity of this power approximation. For further details on

second), then the average power consumed by the circuit Bis model please refer to [1] and [3]

N
1 2
Pavg = 5V > CiD(x;) B. High-Level Activity Prediction Model
=1

_ ) _ _ It was observed in the previous Section II-A that one

where C; is the total capacitance at nodeThis expression \yoyid have to estimate the average switching activity of a
accounts only for the capacitive chargmg/dlschargmg COMP@mbinational logic block in order to compute the power
nent of power, and not for the so—caglled short-circuit powgfissipated from a high-level description. In this paper we use

which is known to be only around 10% of the total power iRty prediction model of [1] and [3]. This model is based
well-designed circuits. The transition density is a measure gf the fact that the switching activity of a signal is related
circuit svx_/lt_ch|r!gact|V|ty. We will be using the terms “density” i jtg entropy. The model assumes that the primary inputs of
and “activity” interchangeably. o the Boolean function are spatially and temporally independent,
Since we wish to accomplish power estimation at a levghq js based on the empirical observation that the variation
of abstraction where the circuit internal details are not knowgs cross-sectional entropy normalized to a linear width model

certain approximations seem inevitable. The model proposgfls quadratically with depth. From this observation it follows

for high-level power estimation [1], [3] is given by that:
Pav O(Ctot XDaV 2/3
s s Dovg & L(Di +2D,). A3)
whereD,,, is a measure of the average node switching activity nt+m
and . is total circuit capacitance. Also Here D, is the average activity of a node of the circuit,
Ciot = CaygA ) D, is the sum of input activitiespD, is the sum of output

activities, n is the number of primary inputs and. is the
whereC,,, is an estimate of the average gate capacitance fonamber of primary outputs of the Boolean function. For further
given target library andd is an estimate of the area complexityinformation on the activity model, please refer to [1] and [3].
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lll. RANDOMLY GENERATED BOOLEAN FUNCTIONS [6]. Finding an area model for such functions has remained

It was pointed out in [4] that for large, Boolean functions &N OPen problem. This paper utilizes the structure of the
have exponential complexity in, based on a switch-count Boolean space, in addition to the entropy, to predict the area

measure of complexity. In [6], Chengt al. point out a COMPlexity.
similar complexity behavior for randomly generated Boolean
functions withn inputs, forn = 8,9, and 10, using a literal- IV. THE AREA COMPLEXITY MEASURE

count measure (the same was observed by the authors whep,e plem of estimating the area complexity of a Boolean
gate-count was used as a measure of complexityyaBgomly - ¢nction pertains to estimation of theinimumnumber of gates
generated we mean that these functions were obtained ¥4) required to implement the function, given only its high-

making a random choice for each point in the Boolean spaggye| gescription (Boolean equations) and a target technology
as to whether it belongs in the on-set or off-set of the functiofy, a1y |t must be noted here that by implementation we mean
In [4], it was alsq pointed OL.Jt that for Sl_Jff|C|entIy le.‘rgean optimal multilevel implementation of the Boolean function.
n, all except a fractiors of functions ofn variables require | ot \s for now assume that the function at hand is a single-
" T H
at least (1 — €)2 )/(_”) . switch eler_ne!”nts. The results Ofoutput function. For such functions it has been observed that
Chenget al. seem to indicate that thls_ is also true for smaphe sizes of prime implicants of the on and off-sets may give
n, SO that Ialmoslt all BOﬁIean functlons seem 0 have iy 4 hint about the area complexity. However, to capture this
exponential complexity. This suggests that #eragearea yonendence in a quantitative fashion, the notion of complexity

complexity of ann-input Boolean function (with the averageyeaq e will be introduced, which depends on the distribution
taken over the set all Boolean functions om variables) ¢ gj a5 of the prime implicants in the on and off-sets. This

varies gxponeljtially Witm' Perhaps bas‘?d on the assumptio@omplexity measure will be referred to as tlimear measure
that typical logic functions used in practice may be “averaggyne gther complexity measure was introduced by the authors
(or close to ayerage), 'the method in [§] applies this to evefy [12], however, it will not be discussed here).

Boolean function, leading to the following area model: The linear measureof a function is dependent on the

Ao 2VH. complexity of the on and off-sets of the function. The linear

. ) i _complexity measure of the on-set (complexity of off-set can
Here, n is the number of inputsA is the area complexity o gefined similarly) is given by

measured as gate-count, ahflis the entropy of the output

of the Boolean function (with independent inputs, each with N
probability 0.5) where entropy is the amount of information in Li(f)= Z CiPi- (4)
a signal and can be easily computed from the signal probability i=1
using the following expression: Here, £, (f) is the linear complexity measure of the on-set
H — plos 1 +(1— p)log 1 of f, N is the number of distinct sizes (size of a cube is
= P08 p P)r0821 7 —p the number of literals in it) of prime implicants in a minimal
The proportionality constant in the area expression deperie" [13] of/, {e1, 2,7, ey} are the distinct sizes of these

on the library being used prime implicants, ang; is a weight on the prime implicants

. N _ .
Risking abuse of terminology, we will refer to a Boolear?f SIZ€ ¢ such thatd,_, p; = P(f) where P(f) is the
function for which the above model holds true asaamrage probability thatf = 1 when each point of the Boolean space

function Unfortunately, we have found that logic functionéqas the same probability value and the probability of the entire

that are typically used in VLSI are far from beiagerage so space is 1. The weights; constitute a weighting function,

that the above model breaks down very quickly for reasonatilgned as follows. FoL:(f), let thec; be ordered such that
c1 > co > --- > cn. Let f; refer to a Boolean subfunction

values ofn. This is dramatically illustrated by the 32-input 84- t th inal funct defined that it " st
gate circuit mentioned in the introduction, for which this modd]' € orginal func _|onf_, cfined so that 1S on-set consists
ly of the prime implicants of sizes;,cs,---,¢;, where

E);Fe)i?:g:ltsof\rllvr?;?ivgl(;]saevéosigcr)].m|II|on gates. This behawor(l?g'S i < N. We define the weighp: as follows:
Why is it that typical circuits are far from being average P(fi) = P(fic1), ifi>1
in terms of area complexity? We have investigated this by pi= {p(ﬁ% ifi=1 ®)
examining the structure of the on-sets for randomly gener-
ated functions, and found that their on-sets consist of poinméereP() denotes probability. Thugy; is the probability of
that are randomly scattered in the Boolean space, with tie set of all min terms in the on-set @fthat are covered by
preferred direction. However, we have found that typicdhe prime implicants of size;, but not by prime implicants
VLSI circuits have well structured distributions of their onof any larger size. Withp; thus defined, as probabilities,
sets in the Boolean space, so that a function has certtlie expression (4) becomes equal to tmean of £i(f)
preferred directions in which many of its cubes lie. This seenfwhen £, (f) is assumed to take the value 0 with probability
to translate to tremendous reduction in the area complexity— P(f)), £.(f) = E[£1(f)], and hence can easily be
relative to the (unstructured) randomly generated functionscomputed using Monte Carlo mean estimation techniques such
Thus, typical VLSI circuits belong to the small minority ofas the one used in [10]. Using a similar developmehyt,f)
circuits whose area does not satisfy the model of Chetray. can also be computed using Monte Carlo simulation. Using
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L1(f) andLo(f) we can define théinear measureof f as proeees S R ‘

L(f) = L1(f) + Lol ). (6) |
We have observed that the presence of cubes of size Oﬁe—> Boolean Function
(cubes consisting of a single literal) can adversely affect the- - (n x m) : lzani(l) :
accuracy of the area estimation. This is because these cubes ‘
have a negligible effect on the gate count (a single OR gate): f

but have a big effect on the output probability value. Their :
presence also skews the probability distributions and makes
the Monte Carlo estimation much more expensive. We have:
found that the best practical method for accounting for these:
cubes is to in effect exclude them from the summation (4) : :
used to computeC;(f), and similarly forLo(f). This leads __ Control Inputs (log m) ~

to improved estimation speed and much improved accuracy.. - : f j
Thus, the results to be presented in this paper make this ... 3
modification to the cube distribution before carrying out theig. 2. Transformation of am-output Boolean Function into a single output
area prediction. Boolean function.

A. Complexity Measure for Multioutput Functions corresponds to multiplexing the: outputs of am-output

The complexity measure proposed in the previous sectiB@olean function, as shown if Fig. 2.
is based on the notion of complexity of the on and off- This multiplexing of the outputs of & input, m output
sets of a Boolean function. However, no such notion exisgpolean functionf, gives rise to a(n + [log,m]) input,
for multioutput Boolean functions. Moreover, any notion ofingle-output Boolean functiorf, shown in Fig. 2. Sincef
area complexity of a multioutput function should implicitlyls & single-output function, its complexity measure can be
account for the fact that there is sharing of logic between t§émputed, as presented in the previous section. It must be
outputs of the Boolean function. In this section, we propose@ted that by estimating the complexity #f which is made
method by which the previously defined complexity measuki® of all the outputs, we are in effect dealing with all the
can be extended to measure the complexity of multioutp@gtputs at the same time and, thus, automatically accounting
functions. Our approach is inspired by the multivalued logi®r the effect of sharing. However, we must remember that
approach to address the problem of two-level minimization 6@mplexity of f was computed by adding a multiplexor fo
multioutput Boolean functions [13]. The approach is based dius, in order to compute the area complexityfofrom the
transforming a binary-valued, multioutput Boolean functioBrea complexity of, we must be able to compute the influence
into an equivalent multivalued-input single-output (binaryof the multiplexor on the area complexity @t This problem
valued) Boolean function. The transformation is accomplishé&fl recovery of area off from that of f will be discussed in
by adding anm-valued input to the Boolean function, i.e. Section V-B.
given

V. THE AREA COMPLEXITY MODEL

f:{0,13" — {o,13"

In this section we present the area model to compute the
area complexityA(f) of Boolean functions. The area model
uses the complexity measure of the Boolean function along
with its output entropy to estimate the area complexity. Since
g: {0, 1} x {0,1,--,m — 1} — {0,1} the .approach ad_opteq to estimate the area compllexny of
multioutput functions is to transform them into equivalent

where g is a binary-valued, single-output function with single- (;utput functlogshwe (;NI” starthby considering sTgle;]
binary inputs and onen-valued input. It must be noted here output functions, and then discuss the area recovery for the

that each value of the multivalued input corresponds to Oggneral case of multioutput functions.

of the m outputs. It has been shown that, for two-level o ) .

minimization, minimizing a binary-valued-input, m-output A Aréa Estimation for Single Output Functions

Boolean function is equivalent to minimizing the correspond- To start with, we will discuss the data shown in Fig. 3,
ing multivalued-input, singled output function. In our approactvhich was generated as follows. For a giverconsider the set
we perform a similar transformation ofi, except that we of all Boolean functions on inputsandwhose output entropy
use([log,(m)] binary-valued inputs to implementra-valued is H(f) = 1, based on all inputs being independent and with
input. An equivalent way of representing the transformatiah5 probability. For a number of randomly generated Boolean
is to think of the additionalllog,(m)] binary-valued inputs functions from this set, we computed their linear measure,
as control signals of a multiplexor, and that the value of th&(f), using our algorithm and obtained an estimate of the gate-
control word corresponds to the output being selected. Thisunt.A(f) from an optimized implementation of the function

where f is ann-input, m-output Boolean functionf can be
transformed to
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300 ‘ — TABLE |
BENCHMARK CIRCUITS AND EXECUTION TIMES
© Randomly Generated Functions at H = 1 CIRCUIT| Circuit Inputs | Outputs | CPU Time
% — % Average at H = 1 g Name Function sec
/ b9 Logic 41 21 5.7
200 c8 Logic 28 18 4.9
example2 Logic 85 66 28
, frg2 Logic 143 139 268
= / i7 Logic 199 67 23.1
=< n=9 % i8 Logic 133 81 815
// i6 Logic 138 67 17.5
100 e cht Logic 47 36 6.5
n=8 alu2 ALU 10 6 12.8
/@5’ alud ALU 14 8 104
n=7 -~ terml Logic 34 10 17.4
s N6 _ e ttt2 Logic 24 21 6.25
1 S SR apex6 Logic 135 99 45.3
0 ! L apex7 Logic 49 37 20.3
3 4 5 6 7 8 x1 Logic 51 35 12.8
L x3 Logic 135 99 53
Fig. 3. A(f) versusL(f) for randomly generated Boolean functions with x4 Log?c 94 71 28.6
H(f) = 1. ’ vda Logic 17 39 39.3
k2 Logic 45 45 170.1
5298 Controller 17 20 4.4
600.0 $386 | Controller | 13 13 4.2
5400 Controller 24 27 8.5
500.0 ! i s444 Controller 24 27 8.5
% % Average Functions at H = 0.68 ,<> s510 Controller 25 13 6.9
- — < VLSI Functions at H = 0.68 P 5526 Controller 24 27 104
400.0 - ,/v‘ 1 s526n Controller 24 27 10
= I3 5641 Controller 59 43 41.4
; 3000 - /* s713 | Controller | 58 42 42.3
g= N 820 Controller 37 24 16.3
& @ 8832 Controller | 37 24 16.5
200.0 - & 953 | Controller | 39 52 38.8
i 51196 Logic 28 32 163
100.0 D x> i 51238 Logic 28 32 141
85 s1494 | Controller | 27 25 26.8
e $1488 Controller 27 25 29.3
%5 50 6.0 70 8.0 9.0 $13207 Logic 152 783 212.8
Complexity Measure L(f) 535932 Logic 1763 1728 942.4

Fig. 4. Typical VLSI functions fall close to thel versusC curve.

be given in the empirical results section, where we will use

using SIS. We then plotted these points and it can be seen fridlig curve to predictA(f), having first computedC(f). In

the figure that the set of randomly generated functions for edi@st, we use a family of such curves, corresponding to different

n is clustered around specific points in the plot. This meag#tropy values, as shown in Fig. 5. Additional curves can be

that the distribution of4(f) of randomly generated Booleaneasily generated for other entropy values. These curves need

functions (givern and) is tight, as observed by many otherdo be generated only once, which is an up-front once-only

(see Section IlI). It also illustrates that the distributiondgff) cost, and they can then be used to predict the area of various

is also tight. The dotted curve shown in the figure is one whidbnctions.

joins the center (average values) of each cluster and is closeAn important consideration is what the largestshould

but not exactly equal, to an exponential. be for which these curves need to be generated. Obviously,
This almost-exponentiall versusZ curve is very important the curves are going to be more difficult to generate for

and is in fact the essence of our area prediction model. Thidaggern because of the cost of running synthesis to obtain the

because we have found that not only do randomly generatddf) values. Luckily, there are two reasons why this is not a

Boolean functions fall on this curve, but also typical VLSproblem so that considering < 12 as in Fig. 5 is sufficient.

functions fall on it or close to it, as shown in Fig. 4. The datkirst, we have found that for typical VLSI functions, the value

points shown in Fig. 4 correspond to test cases obtained fref.L(f) turns out to be much smaller thanin most cases.

the benchmark suite presented in Table . It is noteworthy thadeed, all the test cases that we will present (for which

the points are not clustered at specific points, but spread mlhges from 4 to 70) had(f) < 8, so that the curves in

over the curve. This illustrates the point made earlier abokilg. 5 were sufficient. This fact is key because it illustrates

typical VLSI functions not beingverage Further results will why the traditional (exponential im) model breaks down,



NEMANI AND NAJM: HIGH-LEVEL AREA AND POWER ESTIMATION FOR VLSI CIRCUITS 703

300 e , —— : A natural question to ask is, what is the relation between
the (optimal) area of and that off. To answer this question,
250 A AH<0337 % | consider the following two s_cenarios. In the first s.cenario, let
‘ s H = 0.543 all the outputs of the multioutput Boolean function be the
} O  CH=0811 / same. In this case the area of the multioutput Boolean function
200 - o —oH=1.00 ' is equal to the area of any of its outputs. Also note that the
- prime implicants of the on and off-sets gfare independent
:‘e 150 - of the control inputs. Hence, the complexity measuref a§
equal to the complexity measure of any of the outputs’ of
100 Also, as all the outputs of the function are the same, there is
no need for the multiplexor. Thus, the area contribution of the
multiplexor to the overall area of a minimizetlis zero.
50 - Now consider the second scenario. Here, assume that all
. | o the outputs of the multioutput Boolean function have disjoint

support sets. It then follows that the optimal areafbis
equal to the sum of optimal area complexity ffand the
area complexity of the multiplexor. Thus, one has to subtract
the area of the multiplexor from the area complexityfoin
order to get the area complexity ¢f Moreover, every prime
10 : ' w A implicant in the on and off-sets gof contains all the control
ﬁ inputs.

A— AH=0.337 In the first scenario, when the contribution of the multiplexor
8- -k H=0.543 ’Q/ﬁ i to the area off was zero, we saw that the control inputs
- OH=0811 CHA - were absent from all the prime implicants, while in the second

X;y/ scenario when the contribution of the multiplexor to the area

) of £ is maximum, we saw that all the control inputs are present
in every prime implicant off. Thus, there seems to be a
§ correlation between the influence of the multiplexor on the area
of annd the number of control inputs in the prime implicants
of f.
1 From the above considerations, we propose that an appro-
priate area model for a multioutput functigh in terms of the
area off and the area of am-to-1 multiplexor is given by

L A(f) = Alf) = aAmux 7)

Fig. 6. log, A(-) versusL(-) for different values of entropy. where A, is the area complexity of am-to-1 multiplexor,
and0 < « < 1 is a coefficient that represents the contribu-
tion of the multiplexor to the area complexity ¢t In the

Fig. 5. A(-) versusL(-) for different values of entropy.

log(A(f))

while our (almost-exponential itf) model gives reasonable X e
results for typical VLSI functions. following, we present an_approach for estimating _

The second reason why generating the curves only for smalfNOte that the complexity measure ofrato-1 multiplexor
n is sufficient is that for larger values afthe curves become 'S 9iven by [log;m] + 1, i.e., the complexity of an-to-1
closer to the exponential and can be modeled analytically, Byltiplexor is proportional to the number of control inputs.
can be seen in the logarithmic plot in Fig. 6. For largealues, This is true because every prime implicant ofra-to-1

one can simply compute the area complexity as multiplexor has a size given bijog, m] +1. Itis well known_ _
that anm-to-1 multiplexor has a balanced tree decomposition

A(f) = 25D k(H) such that the height of the tree is equal[iog, m] and the

where k(H) is a proportionality constant that depends OHumber of nodes in the tree is equal28°#:™!. From this

the entropy?, and can be computed using a least squar@@Servation it follows that the area complexit.) of a
approach. m-to-1 multiplexor is given by

. . »Amux X 2[10g2 m] . (8)
B. Area Recovery for Multioutput Functions

We have seen previously that in order to compute tlﬁljso’ we can rewrite (7) as

complexity measure associated with a multioutput function, A(f) — A(S)

we transform it into an equivalent single-output function by o= T A

appending to it a multiplexor. However, this transformation .

poses the problem of recovering the areafdfom that of f. Here, A(f) — A(f) represents the area contribution of the
In this section we address this problem. multiplexor to an optimal area implementation fifNote that
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after optimization it might so happen that certain control inputs
become redundant for certain outputs. This manifests itself as .
some control inputs being absent in some prime implicants of function f
on and off-sets off. Thus, we may think ofd(f) — A(f) as
representing the area ofraducedmultiplexor resulting from
the optimization. This reduced multiplexor area is related to Partition  based on support Support set size <=3
the number of remaining control signals, which leads us to a set sizes of individual outputs
method for estimating this area, as follows.
Let C; denote the number of control inputs in a prime>upport set size >3

input Boolean

implicant P;. Then defineC,, to be the average number of Group 16 undone outputs
control inputs in a prime implicant belonging to the on-set of | and apply transformation
f, so that

Kon
on = — = Compute minimal cover of
KOII

on and off set using espresso

where K, is the number of prime implicants in the on-
set of f Similarly, one can defing’, ;. From the above
discussion, it follows that’,,, andC.g can be used to measure Compute Probability, ot and
the area contribution of the multiplexor to an optimal area Linear Measure
implementation off. Notice that the optimal implementation
of f will contain a (implicit) reduced multiplexor whose area
depends on the smaller 6f,, andC,gz. Thus, we can model
this area contribution, in a fashion analogous to (8), as

Estimate Area

.A(f) —A(f) gmin{Con,Corr} (10)
It then follows from (8) and (10) that Total Area = Total Area + Area
o= 2111in{Con,Corr}— [logy m] . (ll)

It must be noted that: can be computed with minimal effort
from the prime implicants of , and oncex is available,A(f)

can be computed using (7). No Are all the
Outputs done?

Estimate Area

VI. HIGH-LEVEL AREA ESTIMATION FLOW
The transformation, as stated in the previous section, does

not place any restriction on the number of outputs that can Yes
be dealt with at a timém). However, we have observed that
in practice there is a tradeoff between run time of the area Total Area = Total Area + Area |<————————

estimation procedure and. As the value ofn increases we
observed that the time taken to generate the prime implicants

increases. Also, the size of the table capturing the variation
of area of single-output Boolean functions with theear @

measureincreases. However, using too small a valuenof

can affect accuracy by overestimating the area, as the sharing _ o

between all outputs is not captured. Keeping these reasong% 7. Flow diagram of the overall area estimation procedure.

mind, after experimenting with different values «of, it was

found that a reasonable choice for the valuerofvas 16. implementation depends on whether or not they are realized by
Typically, a multioutput Boolean function has outputs witlinversion of a primary input signal. Those which are realized

varying support set sizes. Outputs whose support set sizebysinversion are assumed to contribute an area of one gate

very small, for instance one, two, or three, consume very littighile the rest are assumed not to contribute to the area. The

area. For these outputs very little area optimization can bbove approach yields benefits in terms of both run time

done. One can make a reliable area prediction for such outpatal accuracy, and has been adopted in our area estimation

without having to resort to the aforementioned approach. pmocedure. The flow diagram for the overall area estimation

fact it was found that an area estimate of two gates fprocedure is given in Fig. 7.

outputs whose support set size is two, and an estimate offhe area estimation tool reads an input descriptiofi ahd

three gates for outputs with support set size of three, worjgartitions the function into two subfunctions. One subfunction

very well in practice. As far as outputs with support set sizgf; ) comprises of all outputs whose support set size is less than

of one are concerned, their contribution to an optimal area equal to three, while the othéfs), comprises of all outputs
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whose support set size is greater than three. The partitioning 7go ; : ; A
of the network intof; and f> can be performed by a breadth //fé
first search and is fairly inexpensive. We estimate the area of 600 ? o yd
f1 in the following fashion: o i /
< 500 - A

A(f) = Bl 2|72 + 32, 12 3 e
Here, | f}| is the number of outputs iff, with support set size & 4% T R v ]
equal to 1,3 is a fraction of these outputs which are realized ; 500 - o 9% < |
by inversion of a primary input signalf?Z| is the number of g s {gf/é\ %
outputs in f; with support set size equal to two, ahff| is g 200 - <ﬁ>ﬁf’ % i
the number of outputs inf; with support set size equal to & o &g
three. For estimating the area ff we use the transformation- 100 - o %
based approach described above. Let the outputg, dfe 8
grouped into/ groups of size 16 each, except perhaps for 06/’ 100 200 300 200 500 600 760

one group which may have fewer than 16 outputs. Let the
Boolean function comprising of thih group of outputs be;.
We apply the multiplexor transformation gg, and computex,
probability and thdinear measureof the resultang;. We then
compute the area complexity @f using (7) and (11). This
procedure is repeated until all the outputs have been used up,
and the area off; is estimated as

Actual Multi-Output Area of Benchmarks

Fig. 8. Comparison between actual versus predicted area at minimum-area
point.

TABLE I
ACTUAL VERSUS PREDICTED AREAS FOR

.A(fQ) _ zl: A(gi). (13) BENCHMARK CIRCUITS AT MINIMUM -AREA POINT

i=1 CIRCUIT Act. area Pred. area Abs. error
Finally, the area off is computed as 1:;;“86 Gate5§°unt Gatz - ount 1?1
A(f) = Alf1) + A(f2). (14) c8 60 88 46.67
5386 76 46 39.50
It must be noted that the proposed area model does not account b9 79 62 21.5
for area sharing across groups. Also it must be mentioned s444 85 59 30.5
that in our implementation no particular effort was made in 5400 86 79 8.1
grouping the outputs, as any specific style of grouping would s°5hlt0 gi 17148 3?2
require additional computational effort. termi 97 43 556
5526 104 92 11.5
- s526n 105 96 8.6
A. Empirical Results ot62 106 70 054
The above proposed area model for multioutput functions s641 108 145 35.2
was tested on several ISCAS-89 [15] and MCNC [16] bench- s713 108 145 35.2
mark circuits. These circuits are listed in Table | which, apex7 130 96 26.1
in addition to primary input and output count, shows the 222(2) 123 ﬁ; z'gg
functionality of these benchmarks. <1 164 150 8.5
These circuits were optimized in SIS using the script alu2 173 151 12.7
script.ruggedfor optimization, and mapped using the library i6 182 212 16.5
lib2.genlih The area predicted using the area model was  example2 198 302 56.1
compared with the SIS optimal area. The performance of the x4 208 241 15.8
model on all the benchmarks in Table |, excep8207* and :ff’;G ;‘;g 222 ?723
835932, is shown in Fig. 8. The circui¢13207* is a modified 41238 288 269 6.60
version of 13207, obtained by deleting the primary outputs $1494 391 204 36.4
which contain exclusive-or arrays in them. The SIS-optimal i7 321 354 10.3
area 0fs13207* was 1367. The estimated area for this circuit 51488 328 241 26.5
was 1045. The circuits35932 could not be optimized in vda 348 369 6.03
SIS in one piece. Hence the circuit was partitioned based ‘;“; ggg zgz ég;
on the support set sizes (in a fashion similar to the above xg3 399 350 123
discussion) and optimized separately in SIS. The resulting apex6 404 326 19.3
SIS-area that was obtained was 7252. The area estimated by i8 503 590 17.3
the area estimation tool was 8492. The area estimation results k2 672 647 3.70
obtained have also been tabulated in Table II. As indicated in ~ s13207* 1367 1045 23.56
Table I, the average absolute error of our estimation approach 535932 7252 8761 20.81
on the benchmarks is 21.65%. Average 21.65
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Fig. 9. Speedup versus number of cases. Fig. 10. Error between actual and estimated valueSigf assumingA is

known.

The execution time, in central processing unit seconds
on a SUN sparc5 with 24-MB RAM, required by our ared0 make the estimation even more accurate, one needs to
estimation tool is also given in Table I. We compared the§@nsider the fanout structure of the circuit and to add to the
run times, on the above benchmarks, with one run of S@Itput capacitance of each gate the capacitance due to the
usingScript_rugged’onowed by SIS technok)gy mappmg Thefanout branches. This is the method which we use. In this
speedup obtained is shown in Fig. 9. The figure showscaseCavg truly becomes node capacitance and not just logic-
speedup betweedx and 36x. Two important observations 9ate capacitance. In order to estimate this, it is assumed that
are in order. The proposed area model is implementatiefe has access to a few area optimal circuit implementations
independent. Hence for a given function only one run 8 the desired target library. This does not appear to be an
required to estimate its area. However, in practice, sevetdlreasonable assumption. In this case, an estimatg pfcan
runs of SIS might be required to build a reasonable confiderie@ obtained by performing an average of the, estimates
that the implementation is in fact near area-optimal. Hen@®tained from the area optimal circuit implementations.
the speedup obtained in practice could be significantly larger.In order to test the accuracy of this approach, only a few
Also, speedup ol0x was obtained on large benchmarks likéenchmarks from the benchmark set listed in Table | were
$35932 ands13207*. It must be kept in mind that the reportedised to obtain an estimate 6f,,. These benchmarks were
time for s35932 was obtained after the circuit was partitioneds13207*, 35932 (without outputs with support set size less
Strictly speaking the circuit was not completed in SIS. HendBan or equal to three);2, and:8. This estimated value @,y
we believe that on large benchmarks the speedups that cagé used to comput&..., assuming that the exact value.df
obtained in practice can be significant. A side observation s available. The estimated value(@f; was compared with
be made is that a significant portion of the run time of thige true value ot’;, for the benchmark set, and the results
area estimation tool was spent on computation of the prirde shown in Fig. 10, which validates the above estimation

implicants in a minimal cover usingspressd11]. procedure forCayg.
The above computed estimatedf,, works well in general.

However, for circuits containing a large number of outputs
) . with support set size less than or equal to three, the above
In order to estimate the power, one needs to estimgafgq 0fC,., can lead to an over-estimation@f,. This over-

not only the area qomplexlty *?“t _aISQ‘Yg’ which IS th? estimation problem can be fixed by using smaller values of

average node capacitance in a circuiCf; is the total circuit Cav for estimating the capacitance of the various subfunctions

capacitance of an optimal area implementation ahé the ¢ 1 (subfunction comprising of all outputs with support

nhumber of gates, then set size less than or equal to three), namely functions with
Co = Crot (15) support set size of one, two and three. As an example,
e oA the C,,, for functions with support set size three can be

This quantity depends on the target gate library and on the f&lgtermined by performing an average of this quantity over
out structure of the circuit. Conceivably, one can make a rou§gveral randomly generated three input functions. The value
estimateC,,, by averaging the intrinsic output capacitanc@f Cave for functions with support set size of one and two can
of gates in the target library. In order to make this estimaR§ Similarly determined. Thus, we have the following:

more accurate, the averaging would have to be weighted

according to the frequency of use of the gates in typical

designs. It is not unreasonable to consider that several prioftot = A(f2)Cavg + 8| f1 |Cayg + 2| f7|Coug + 3| 7] Cavg-
designs may be available from which to obtain this data. (16)

VII. ESTIMATION OF Caye
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delay constraint on the Boolean function, as shown in Fig. 12.
Hence in order to have meaningful power estimation one must
estimate the area (and hence capacitance) as a function of
the delay constraints on the function. In this section we will
present extensions to the basic area estimation approach that
allows one to estimate the area at any feasible delay point.
The different realizable delays of a Boolean function can be
expressed in terms of a dimensionless paramgtasuch that
A = 0 corresponds to the minimum delay poig), A = 100
corresponds to the maximum delay poffityy), and every
intermediate value ok, between zero and 100, corresponds to
a specific delay between the minimum and maximum delays.
Specifically, ift4 is a feasible delay specification of a Boolean
o s00 1000 1500 2000 2500 3000 function, as shown in F|g._12, whose minimum delay is equal
Actual Optimal Total Capacitance (fF) to ¢g and maximum delay is equal t@q, i.e.,to < t4 < t100,
thent,; can be expressed in terms ®fin percent) as follows:

3000

2500

2000

1500

1000

Predicted Total Capacitance (fF)

500

Fig. 11. Actual versus estimated values(qf: .

A A
tg = mtloo + <1 - m)%- (17)

Note that the RGBF curves which have been described as

minim!mtn delay part of the basic area estimation approach correspond to the
poin

c> Area

minimum area point, i.e., t& = 100. The curves ah = 0, i.e.,

the minimum delay point, are built in a similar fashion, except
that the RGBF functions are synthesized to have minimum
delay instead of minimum area. Hence to obtain the curves
for an intermediate value of\, the RGBF functions are
synthesized to the delay corresponding to the value,cds
given by (17). As a result, the area complexity model, capable

minimum area 7N . . .
A100 , ; point of predicting the area complexity at any feasible delay point,
1 i i contains a family of curves parameterized in terms of delay
t0 Y t 00 Pelay parametera.
We derived the RGBF curves for three different values of
Fig. 12. Feasible delay realizations of a Boolean function. A, namely, 0%, 50%, and 100%. In practice’ this granularity

may be enough, although this would really depend on the

Here, Cay, can be thought of as the average node capacitar?d%oncation' It is definitely possible to generate the curves for
of a function whose outputs have a support set size greater tRQy value ofA. The curves for these three values)ofequire

three, andCZ,, is the average node capacitance of a functighPouUt 36 KB of memory. While this memory cost is quite
reasonable, the total computational effort can be significant,

with support set size of, wherei € {1,2,3}. . )
The estimated value of,., was combined with the es_due to the necessity to make so many synthesis runs. It took

timated area complexity of Boolean functions to obtain &S & couple of days to generate the curves for each value of
estimate of the total capacitance of the Boolean functigy,  (USing SIS), having spread the computational effort over a
The plot comparing the actual versus predicted value of few workstations. However, this is a one-time cost associated
when bothA andC,,, are estimated, is shown in Fig. 11. With using a specific gate library. _

The above approach can be adopted to estirfajg at In [21]_We_demonst_rate that the paramete_'lor a multiout-
any delay point on the area-delay curve (see Fig. 12). \Hé't function is approxmately the same/\.asf its transformed
observed that the value f,,, decreases as we move fron§|ngle—output cou.n.terpart. Given a mult|9utpl_Jt Boolean func-
the minimum-area to minimum-delay point (see Fig. 12). Thiion and a specified value of, the estimation procedure
could be because simple gates, as opposed to complex gﬁe@s follows. Construct the single-output Boolean function

like aoi's and oai's, may be preferred to implement a fastefounterpart, using a multiplexor as usual, then compute its
design output entropy and complexity measure. Then, look up the

appropriate (for the given\) set of RGBF curves to get the
area complexity of the transformed function, followed by area
recovery to obtain the area complexity of the multioutput
So far we have looked at a prediction scheme to estimate fnaction. Recent results [22] show that it is also possible to
minimum area required to implement the function. Howevecarry out this procedure starting with a specificationtgf
there are many possible realizations of a Boolean functiamstead of\.
depending on the delay requirements, i.e., the area requiredEmpirical results will now be reported at two specific delay
to implement a Boolean function optimally depends on thmoints on the area-delay tradeoff curve, corresponding+o0

VIIl. EXTENSIONS TO AREA MODEL
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1250 ; : . TABLE Il
,/<>// AcCTUAL VERSUS PREDICTED AREAS FOR
N - /// BENCHMARK CIRCUITS AT MINIMUM -DELAY POINT
z 1000 ~ / /’/ ’ CIRCUIT Act. area Pred. area Abs. error
3 §§ e Name Gate count Gate count %
° e o8 98 122 24.50
S 750 %// 1 5298 102 81 20.6
5 /f/ég\/ b9 106 92 13.2
b S terml 127 83 34.6
g 500 T g /?” 5386 129 63 51.1
g I ¥ $400 138 98 29.5
2 250 | 9. s444 143 84 41.2
@ 510 160 124 22.5
% 8526 166 141 15.1
e . ‘ ‘ ‘ cht 173 160 7.50
% 250 500 750 1000 1250 s526n 175 144 17.7
Actual Area at Minimum Delay (Gate Count) 182 180 116 35.6
s641 189 245 29.6
Fig. 13. Comparison between actual and predicted areas at the mini- s713 189 245 20.6
mum-delay point. apex7 198 130 34.3
832 252 269 6.70
and A = 50%. As we have done before, the area of a 5)8(210 gz; gi; ,1{111
multioutput function will be estimated by summing up the alu? 307 231 94.8
areas of its 16-output subfunctions. However, a more careful i6 346 309 10.7
analysis is possible, based on the separate area-delay tradeoff example2 358 520 45.2
curves of the 16-output subfunctions, as described in [21]. x4 369 328 11.1
In order to generate the minimum delay implementations, 8953 384 442 15.1
. - ) . . 51196 550 645 17.2
the_ functions were optlmlged in SIS wusing the script 1238 557 511 8.20
script.ruggedfollowed by script.delay[13], [14], for delay 51494 560 382 31.2
optimization, and mapped using the librdilg2.genlib The 51488 569 417 26.7
results comparing the actual area of the overall function i7 588 562 14
with the predicted area, at the minimum delay point, are alud 624 600 3.8
given in Fig. 13. The area estimation results have also been v’j’a g‘ég Zgg 41108'8
tabulated in Table Ill. The average error in area estimation apex6 672 534 20.5
was 21.07%, which is close to the average error obtained at the frg2 714 939 31.5
minimum-area point. The results were reasonably accurate for i8 759 1047 37.9
all excepti8. In the case of8, there was an over estimation by k2 1126 1153 2.40
about 250 gates due to the conservative approach of simply _ Average 21.07
adding the areas of the 16-output subfunctions. Also note
that the two circuits 35932 and s13207*, are missing from 800
Table Il because they could not be synthesized in SIS at the
minimum-delay point. P
In order to generate the 50% delay implementations, theg ggo /”
functions were first optimized in SIS usirsgript.ruggedfor 8
area optimization, and mapped usitig2.genlih This was £ o //
followed by speeding up the circuit to the 50% delay point % 400 - //}9/
using the commandpeed_ug14] in the SIS environment. £ ® %
In Fig. 14 we compare the actual and predicted area for theg ! \ﬁ;;
benchmarks at the mid-delay point and these area number§ ©
have been tabulated in Table IV. It can be seen from this tablef 2% [ I % &
that the average percentage error in area estimation at the 50% %g%&%
delay point is 22.18%. Also, note that seven circuits, namely,
alud, 6, 17, i8, frg2, s35932, ands13207*, are missing from 0y 200 400 500 800

Table IV because they could not be synthesized in SIS at the

0% delay pomt.. . Fjg. 14. Comparison between actual and predicted areas at the 50% delay
These results indicate that the proposed area compleg@m

model can be used to make area predictions at any feasible

delay realization of the given Boolean function. While usingsing our model the area at all delay points of interest can be

traditional logic synthesis methods, each area evaluationadtained in one shot. This we believe, is a major advantage

a feasible delay point would require a separate run of SI&;, this high-level approach.

Actual Area (Gate Count)
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TABLE IV TABLE V
ACTUAL VERSUS PREDICTED AREAS FOR ACTUAL VERSUS PREDICTED ZERO-DELAY POWER FOR BENCHMARKS
BENCHMARK CIRcuITS AT 50% DeLAY POINT AT MINIMUM -AREA POINT FOR INPUT PROBABILITY OF 0.5
CIRCUIT| Act. 50% area | Pred. 50% area | Abs. error CIRCUIT| Act. ZD power | Pred. ZD power | Abs. error
Name Gate count Gate count % Name uW uW %
c8 71 108 52.11 5298 151.7 126.14 16.93
5298 106 69 34.90 c8 119.40 207.10 73.45
b9 78 84 7.69 5386 65.90 41.30 37.33
terml 101 68 32.67 b9 169.8 152.14 10.40
5386 86 53 38.4 s444 127.8 95.17 25.53
400 102 84 17.6 5400 131.7 125.2 4.93
sd44 125 79 36.8 cht 380.5 458.94 20.61
510 129 96 25.6 s510 161.6 81.2 49.75
526 149 125 16.1 terml 180.6 72.54 59.83
cht 97 162 67.1 5526 201.1 237.1 17.90
s526n 102 128 25.5 5526n 180.7 191.56 6.00
ttt2 145 86 40.69 ttt2 187.4 129.45 30.92
641 165 194 17.58 5641 87.60 127.1 45.10
s713 167 194 16.17 8713 81.70 124.86 52.83
apex7 155 120 22.58 apex7 188.20 166.80 11.37
s832 169 151 10.65 5832 217.7 142.83 34.40
x1 168 198 17.8 5820 218.3 155.76 6.90
5820 175 161 8.00 x1 310.77 308.70 0.64
alu2 224 160 28.57 alu2 108.8 108.11 0.63
example2 243 380 56.4 i6 234.1 248.88 6.30
x4 297 302 1.68 example2 261.0 432.88 65.66
5953 263 302 14.82 x4 298.6 340.7 14.1
51196 373 357 4.29 5953 196.3 230.24 17.29
51238 338 329 2.67 51196 289.0 318.12 10.07
51494 323 266 17.65 51238 240 215.3 10.29
51488 357 256 28.29 51494 463 303.63 34.4
x3 401 462 15.21 i7 427.7 408.31 4.53
vda 371 388 4.58 51488 482.7 349.1 27.68
apex6 422 428 1.42 vda 219 583.35 166.37
k2 690 676 2.03 alu4 182.1 196.24 7.76
Average 22.18 frg2 330.9 510.48 54.27
x3 690.4 605.90 12.24
apex6 510.3 435.14 14.73
Using the proposed techniques for estimatifig,,, dis- ;{2 582%3 6 ;g?‘gi 115964678
cussed in Section VII, one can obtain an estimat€’gj, at s13207* 1274.3 1060 1 16.8
every feasible delay point. Using these estimateSQf along §35932 1740.1 2966.24 30.24
with the area estimates, one can obtain capacitance estimates at Average 32.16

any delay point, which can in turn be converted into high-level

power estimates.

power estimation results at the minimum-area point and,
in Section IX-B we will discuss the results obtained at the

) _ minimum-delay point.
In the previous sections we addressed the problem of

estimating the area complexity of a multioutput Boolean . .

function. This estimate can in turn be used to estimate the Results at Minimum-Area Point

power dissipated by a Boolean function, by combining it It must be noted that the activity prediction model (3)
with average activity estimates [1], [3] and the average nodees not account for the increase in switching activity due
capacitance estimate. In this section we present results on highglitches, as is probably to be expected from a high-level
level power estimates by comparing them with the powenodel. Hence it is important to check the accuracy of the high-
dissipated by a gate level optimal implementations of tHevel power model against the zero-delay simulation results.
Boolean function, at the minimum-area and minimum-delayhe actual and the predicted zero-delay power values for
points, under two different timing models, namely, a zerdhe benchmark circuits of Table I, at an input probability of
delay model and a general-delay timing model. In the caBeb, are tabulated in Table V. The average percentage error
of the general-delaytiming model the delays were obtainedbtained, at this input probability, is equal to 32.16%. Since the
from a gate library and an event driven simulation waactivity prediction model (3) depends on the input switching
performed. The estimated average activity was combined watatistics of the circuit, we varied the signal probabilities at
the estimates of total capacitance to obtain an estimatetloé circuit inputs from 0.1 to 0.9 and computed the actual and
the power dissipated. In Section IX-A we will discuss theredicted zero-delay powers. This is shown in Fig. 15. Note

IX. HIGH-LEVEL POWER ESTIMATION
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800 | ‘ e ; TABLE VI
AcTuAL GENERAL-DELAY POWER VERSUS PREDICTED POWER FOR
o BENCHMARKS AT MINIMUM -AREA POINT FOR INPUT PROBABILITY OF 0.5
%
600 o <> 1\ CIRCUIT | Act. GD power | Pred. power | Abs. error
g @? ioa /)% Name uw uw %
= ([ I % @ : 5298 181.3 126.14 30.30
g ‘ ‘; ? B N c8 160.46 207.10 29.10
© 400 - “hi SN i '% Gl o 1 $386 83.23 41.30 50.38
3 o Tk ‘|;'“ 2 P 0@?& b9 195.7 152.17 22.24
s b "}“\‘U { @‘?\&1@%&% s444 168.3 95.17 43.45
£ o g oo O 400 162.3 125.2 22.86
200 - z O 1 cht 432.1 458.94 6.20
s510 292.8 81.2 63.55
terml 234.46 72.54 69.06
\ 526 237.70 237.1 0.25
0 0 200 400 600 800 s526n 213.0 191.56 10.06
Actual Power Under Zero-Delay Model (uW) ttt2 242.54 129.45 46.63
s641 117.24 127.1 8.40
Fig. 15 Compariso_n between actual zero-delay power and predicted power s713 110.85 124.86 12.61
at minimum-area point. apexT 228.40 166.80 26.97
5832 287.65 142.83 50.34
L 820 288.45 155.76 46.0
that each benchmark circuit is represented by a number of data le 353 84 308,70 1275
points in the figure. The average percentage error between the 5 192.24 108.11 43.76
actual and the predicted zero-delay power over the range of i6 321.89 248.88 29.68
input probabilities, from 0.1 to 0.9, was measured to be 32.9%. example2 351.38 432.88 23.19
In Table VI a comparison is shown between the actual x4 356.36 340.7 4.40
general-delay power and the predicted power, at an input 8953 249.24 230.24 7.63
o S 51196 374.22 318.12 15.00
probability of 0.5. The average estimation error was equal 21938 318.56 915 3 3941
0 . . : . )
to 30.95%. We also_ compared the predlt_:ted power against ;94 629.8 303.63 51.20
the general-delay simulation results for input probabilities i7 586.51 408.31 30.38
ranging from 0.1 to 0.9. This is shown in Fig. 16. The average 51488 649.9 349.1 46.28
estimation error in this case was 33.7%. vda 337.12 583.35 73.04
alud 310.24 196.24 36.74
frg2 425.45 510.48 20.00
. . x3 850.9 605.90 28.79
B. Results at Minimum-Delay Point apex6 657.3 435.14 33.80
In Table VII, we compare the predicted power with the ac- i8 850.74 700.84 17.62
tual power dissipated by the gate-level optimum-delay imple- k2 282.20 501.37 7277-618
mentation under zero-delay conditions at an input probability 513207 1453.8 1060.1 :
. L 535932 2317.6 2266.24 2.21
of 0.5. As seen in the table, the average estimation error was
Average 30.95

30.21%. It must be noted that two circuits, nameaf}932 and
s13207*, are missing from the table because they could not
be synthesized in SIS at the minimum-delay point. In Fig. 17,
we compare the actual and predicted power values for input
probabilities ranging from 0.1 to 0.9. The average estimation 1000
error for this range of input probabilities was measured to be
30.1%.

In Table VIII we compare the error between the actual .
power under general-delay conditions with the predicted powei
for an input probability of 0.5, and in Fig. 18, we compareg 600 -
these quantities over an input activity range of 0.1 to 0.9%
The estimation errors obtained were 31.91% and 31.2%G
respectively. S

It must be noted that average estimation error at th&
minimum-area and minimum-delay points for the benchmark 200
circuits is approximately the same. Also, for 80% of
the circuits, the relative estimation error in zero-delay ‘
power between the minimum-area and minimum-delay 0 200 400 600 800 1000
implementations was within 25%. Hence, it can be concluded Actual Power Under General-Delay Model (uW)
that the proposed high-level power estimation approach d§ 15 comparison between actual general-delay power
relatively accurate across different implementations. power at minimum-area point.

800

400

dic

and predicted
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TABLE VII
AcCTUAL VERSUS PREDICTED ZERO-DELAY POWER VALUES FOR
BENCHMARKS AT MINIMUM -DELAY POINT INPUT PROBABILITY OF 0.5

TABLE VIII
AcTUAL GENERAL-DELAY PowER VERSUSPREDICTED POWER FOR
BENCHMARKS AT MINIMUM -DELAY POINT FOR INPUT PROBABILITY OF 0.5

CIRCUIT| Act. GD Power | Pred. Power | Abs. error CIRCUIT | Act. GD Power | Pred. Power | Abs. error
Name uW uW % Name uW uW %
c8 259.49 397.40 53.14 c8 318.60 397.40 24.73
5298 275.66 244.12 11.44 5298 308.61 24412 20.89
b9 285.78 212.58 25.61 b9 321.13 212.58 33.80
terml 286.21 139.35 51.3 terml 342.09 139.35 59.3
5386 196.30 66.21 66.3 s386 9226.53 66.21 70.8
s400 285.44 217.28 23.9 5400 350.05 217.28 37.9
s444 275.93 166.45 39.7 s444 340.19 166.45 51.1
5510 296.50 209.64 29.3 s510 366.54 209.64 42.8
526 351.03 355.18 1.18 8526 412.40 355.18 13.8
cht 594.98 602.13 1.20 cht 695.89 602.13 13.5
s526n 393.86 396.62 0.70 s526n 443.12 396.62 10.49
ttt2 386.05 255.37 33.85 ttt2 464.80 255.37 45.06
s641 251.15 320.39 27.56 s641 292.40 320.39 9.57
s713 280.11 340.85 21.68 s713 354.62 340.85 3.88
apex7 405.87 291.07 28.28 apex7 493.50 291.07 41.02
5832 444.30 290.29 34.66 5832 541.39 290.29 46.38
x1 678.16 534.71 21.15 x1 744.34 534.71 28.16
5820 475.14 304.48 35.92 s820 554.59 304.48 45.09
alu2 343.69 265.75 22.67 alu?2 481.43 265.75 14.8
i6 1302.64 1115.44 14.37 i6 1604.35 1115.44 30.47
example2 656.57 803.44 22.37 example2 866.32 803.44 7.26
x4 602.09 663.12 10.13 x4 749.71 663.12 11.55
s953 495.51 531.76 7.30 s953 618.52 531.76 14.03
51196 843.60 810.52 3.90 51196 1060.04 810.52 23.5
51238 800.38 672.07 16.03 51238 996.75 672.07 32.58
51494 1009.99 649.41 35.7 51494 1202.54 649.41 46.0
1488 1098.87 712.99 35.11 51488 1328.34 712.99 46.32
i7 1950.48 1667.22 14.54 i7 2414.36 1667.22 30.94
alud 494.18 609.54 23.34 alug 724.42 609.54 15.86
x3 1303.24 1052.80 19.21 x3 1626.27 1052.80 35.26
vda 588.52 1345.49 128.6 vda 737.90 1345.49 82.3
apex6 1083.56 736.02 32.07 apex6 1407.94 736.02 47.72
frg2 946.91 1377.47 45.47 frg2 1180.9 1377.47 16.64
i8 1196.23 1854.67 55.04 i8 1716.17 1854.67 8.07
k2 652.09 1073.51 64.60 k2 857.20 1073.51 25.23
Average 30.21 Average 31.91
2500 r i s 2700 T T -
2000 | pad . 2250 ¢
s Q O /// R -
& SIS G e g 1800 - > o
g 1500 AP 1 5 ¢ g 8 e
g N AN z A 2R
8 o Rl 4 @ 1350 - Q?%/ SIS
3 A HT - 3 P @ J?‘( Ll 4
3] H“/‘ué@ © § o /‘% ' ?%%
5 ﬂ\& PN 5 o W PGty |
&) “" i &3 900 |- | \H‘ %U&g é
450 7
0 500 1000 1500 2000 2500 0 0 450 900 1350 1800 2250 2700

Actual Power Under Zero-Delay Model (uW) Actual Power Under General-Delay Model (uW)

Fig. 17. Comparison between actual zero-delay power and predicted poWég. 18. Comparison between actual general-delay power and predicted
at minimum-delay point. power at minimum delay point.

Finally, before leaving this section, we would like to discusa feel for relative accuracy, we compared the ratio of actual
therelative accuracy of the proposed approach. In order to gpbwers at the minimum-area and minimum-delay points with
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TABLE IX estimate of total capacitance. The predicted capacitance was

RELATIVE ACCURACY COMPARISONS RAP Is RATIO OF ACTUAL then combined with average activity estimates to get high-level
Powers RPP E RaTIO oF PREDICTED POWERS AND ARE Is .
power estimates.

ABSOLUTE VALUE OF THE RELATIVE ERROR BETWEEN RPPAND RAP

Circuit | RAP | RPP|ARE (%)

5298 0.587]0.517| 11.90 REFERENCES
c8 0.504|0.521 3.37 [ F. Najm, °T d a hioh-level imati bility ”
. Najm, “Toward a high-level power estimation capability,” Fvoc.
5386 10.367)0.624]  70.03 ACM/IEEE Int. Symp. Low-Power Desigh995, pp. 87-92.
b9 0.609|0.716| 17.57 [2] D. Marculescu, R. Marculescu, and M. Pedram, “Information theoretic
s444 0.495(0.572| 15.56 measures for power analysi$EEE Trans. Computer-Aided Desigrol.
s400 0.464|0.576| 24.14 ] I%/IS’ Ep- 599—613'5]11”[\? _1996;|_ d a highlevel dimati
. . . Nemani an . Najm, “Toward a high-level power estimation
cht 0.62110.762|  22.70 capability,” IEEE Trans. Computer-Aided Desigvol. 15, pp. 588-589,
s510 0.608|0.387| 36.30 June 1996.
terml | 0.685]|0.521| 23.94 [4] C. E. Shannon, “The synthesis of two-terminal switching circuigll
$526 0.57610.6681 15.97 Syst. Tech. Jvol. 28, no. 1, pp. 59-98, 1949.

[5] N. Pippenger, “Information theory and the complexity of Boolean
$526n 0":81 0‘683 V.62 functions,” in Mathematical Systems Theoryol. 10. New York:
ttt2 0.52210.507} 2.87 Springer-Verlag, 1977, pp. 129-167.
s641 0.401{0.397 1.00 [6] K.-T. Cheng and V. Agrawal, “An entropy measure for the complexity
s713 0.31310.3661 17.25 of multi-output Boolean functions,” ifProc. 27th ACM/IEEE Design

Automation Conf.1990, pp. 302-305.

apex7 | 0.46310.573) 23.76 [7] A. C.-H. Wu, V. Chaiyakul, and D. D. Gajski, “Layout area models for

5832 0.531]0.492 7.34 high-level synthesis,” ifProc. Int. Conf. Computer-Aided Desigh991,
5820 0.52010.512 1.54 pp. 34-37.
x1 0.47510.577| 21.47 [8] F. J. Kurdahi, D. D. Gajski, C. Ramachandran, and V. Chaiyakul,
“Linking register transfer and physical levels of desighgICE Trans.
ahl_Q 0.39910.407 2.00 Information and SystemsSept. 1993.
i6 0.201]0.223| 10.94 [9] F. Najm, “Statistical estimation of the signal probability in VLSI
example2 | 0.406 [0.539| 32.76 circuits,” Coordinated Sci. Lab. Rep., UILU-ENG-93-22%pr. 1993.
x4 0.4750.514| 8.21 [10] M. Xakellis and F. Najm, “Statistical estimation of the switching activity
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