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HIGH ORDER NUMERICAL SCHEMES
FOR TRANSPORT EQUATIONS ON BOUNDED DOMAINS *

B. Boutin!, T.H.T. NGUYEN?, A. SYLLA3, S. TRAN-TIEN? AND J.-F. COULOMBEL®

Abstract. This article is an account of the NABUCO project achieved during the summer camp
CEMRACS 2019 devoted to geophysical fluids and gravity flows. The goal is to construct finite dif-
ference approximations of the transport equation with nonzero incoming boundary data that achieve
the best possible convergence rate in the maximum norm. We construct, implement and analyze the
so-called inverse Lax-Wendroff procedure at the incoming boundary. Optimal convergence rates are
obtained by combining sharp stability estimates for extrapolation boundary conditions with numerical
boundary layer expansions. We illustrate the results with the Lax-Wendroff and O3 schemes.

Résumé. Cet article est un compte-rendu du projet NABUCO réalisé au cours du CEMRACS 2019
qui était consacré aux fluides géophysiques et aux écoulements gravitaires. Le but est de construire des
approximations par différences finies de I’équation de transport avec une condition d’entrée non-nulle
qui donnent lieu au meilleur taux de convergence possible dans la norme de la convergence uniforme.
Nous construisons, implémentons et analysons la procédure, dite de Lax-Wendroff inverse, pour les
mailles d’entrée. Des taux de convergence optimaux sont obtenus en combinant des estimations de
stabilité fines pour les conditions d’extrapolation en sortie et des développements de type couche
limite. Nous illustrons les résultats obtenus sur les schémas de Lax-Wendroff et O3.

1. INTRODUCTION

1.1. Context

The goal of this article is to propose a high order numerical treatment of nonzero incoming boundary data for
the advection equation. The methodology is developed here for the one-dimensional problem but it is our hope
that the tools used below will be useful for higher dimensional problems. We are thus given a fixed constant
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velocity a > 0, an interval length L > 0 and we consider the (continuous) problem:

ou+adyu =0, t>0, ze(0,L),
u(O,x) = f(x)a T e (OaL)v (1)
u(t,0) = g(t), t>0.

The requirements on the initial and boundary data, namely f and g, will be made precise below. The solution
to (1) is given by the method of characteristics, which yields the formula:

flx—at), ifzx>at,

g(t—g), ifxz<at. (2)

V(t,z) e Rt x (0,L), wu(t,z) = {

The question we address is how to construct high order numerical approximations of the solution (2) to (1) by
means of (explicit) finite difference approximations. This problem has been addressed in [CL20] in the case of
zero incoming boundary data (that is, g = 0 in (1)). The focus in [CL20] is on the outflow boundary (z = L
here since a is positive), for which extrapolation numerical boundary conditions are analyzed. Fortunately for
us, a large part of the analysis in [CL20| can be used here as a black box and we therefore focus on the incoming
boundary. To motivate the analysis of this paper, let us present a very simple -though illuminating- example
for which we just need to introduce the basic notations that will be used throughout this article. In all what
follows, we consider a positive integer J, that is meant to be large, and define the space step Az and the grid
points (z;)jez by

L
Ax = 7 % =jAz (je€Z).
The interval (0,L) corresponds to the cells (z;_1,z;) with j = 1,...,J, but considering the whole real line

{j € Z} will be useful in some parts of the analysis. The time step At is then defined as At := X\ Az, where
A > 0 is a constant that is fixed so that assumption 1.1 below is satisfied. We use from now on the notation
t" :=n At, n € N; the quantity uj will play the role of an approximation for the solution u to (1) at the time
t" on the cell (z;_1,z;).
We now examine an example where the exact solution to (1) is approximated by means of the Lax-Wendroff
scheme. The approximation reads:
Aa (Na)?

un“!‘l — fu,n _— (u‘?_"_l f— u‘?_l) + T

; ; 5 (uipy —2uf +ujq), neN, j=1,....J, (3)

where we recall that A\ = At/Ax is a fixed constant and a > 0 is the transport velocity in (1). The initial
condition for (3) is defined, for instance, by computing the cell averages of the initial condition f in (1), namely:

1 i
Vi=1,...,J, u? ::E/ flx)dx. (4)

Without any boundary, the Lax-Wendroff scheme is a second order approximation to the transport equation
[GKO95]. We would like, of course, to maintain the second order accuracy property when implementing (3) on
an interval. This implementation, however, requires, at each time iteration n, the definition of the boundary (or
ghost cell) values ug and u'} 11- At the outflow boundary, we prescribe an extrapolation condition [Kre66,Gol77],
the significance of which will be thoroughly justified in the next sections:

uj = 2uf—uj , neN. (5)
Combining (3) with (5), the last interior cell value u'} obeys the induction formula:

n+l _  n n n
u) = uf—Xa(uf—uj_y), neN,
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which is nothing but the upwind scheme. It then only remains to determine the inflow numerical boundary
condition ufj. Since we wish to approximate the exact solution to (1) and uj is meant, at least, to approximate
the trace u(t™,0), it seems reasonable at first sight to prescribe the Dirichlet boundary condition:

ug = g(t"), meN. (6)

In the case of zero incoming boundary data (g = 0), and for any sufficiently smooth initial condition f that is
“flat” at the incoming boundary, the main result of [CL20] shows that the above numerical scheme (3), (4), (5),
(6) converges towards the exact solution to (1) with a rate of convergence 3/2 in the maximum norm. Numerical
simulations even predict that the rate of convergence should be 2, or at least close to 2, for smooth initial data.
However, implementing the above numerical scheme! quickly shows that the rate of convergence falls down to
1 when ¢ is nonzero and satisfies the compatibility conditions? described hereafter with the initial condition f.

Our goal is to provide with a thorough treatment of nonzero incoming boundary data and to design numerical
boundary conditions that recover the optimal rate of convergence in the maximum norm (at least, the same
rate of convergence as the one in [CL20| for zero boundary data). The strategy is not new and is now referred
to as the inverse Lax- Wendroff method. It consists, as detailed below, in writing Taylor expansions with respect
to the space variable x close to the incoming boundary and then using the advection equation (1) to substitute
the normal derivatives 97"u(t,0) for tangential derivatives 9;*u(t,0), the latter being computed thanks to the
boundary condition in (1). This strategy is available when the boundary is non-characteristic [BGS07].

The inverse Lax-Wendroff method is a general strategy that has been followed in various directions. We
refer for instance to [TS10,ST17,FY13,VS15,DDJ18§]| for various implementations related to either hyperbolic
or kinetic partial differential equations. In these works, most of the time, the incoming numerical boundary
condition prescribes the ghost cell value u{ in terms of the boundary datum g but also of interior cell values
u? with j > 1. This is the reason why stability is a real issue in these works, see for instance the discussion
in [VS15, Section 4], and many rigorous justifications are still open. We develop here a simplified version of some
of those previously proposed boundary treatments, but we rigorously justify the convergence with an (almost)
optimal rate of convergence. As in [CL20], the key ingredient in our analysis is an unconditional stability result
for the Dirichlet boundary conditions which dates back to [GT78, GT81], see an alternative proof in [CG11].

1.2. The inverse Lax-Wendroff method

We first fix from now on some notations. In all this article, we are given some fixed integers p,r € N and
consider an explicit two time step approximation for the solution to (1):

P
u;-’“: Za@u?+e7 neN, j=1,...,J. (7)

b=—r
In (7), the numbers a_,, ..., a, are defined in terms of the parameter A and of the velocity a (see, for instance,

(3) for which p = 7 = 1). These numbers are fixed, which means that (7) is linear with respect to (u). For
simplicity, we follow [CL20] and choose as initial data for (7) the cell averages of the initial condition f in (1).
This means that the vector (uf,...,u%) is defined by (4). For (7) to define inductively (with respect to n) the
vector (uf,...,u7}), we need to prescribe the ghost cell values uf_,,...,uf and uj,,,...,u, . As explained
above, we focus here on the inflow boundary and we therefore follow the extrapolation boundary treatment

of [CL20] for the outflow boundary. Namely, if we define the finite difference operator D_ as:
(D-v)j = v; —vj-1,

1One can choose for instance a = 1, A = 5/6, L = 6, f(x) = sin(z), g(t) = — sin(¢) and increase the integer J geometrically.
2The rate of convergence could be even smaller than 1 when the compatibility conditions are not satisfied but that would just
reflect the fact that the exact solution (2) is not smooth (for instance, not even continuous if f(0) # g(0)).
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and its iterates D™ accordingly, we choose from now on an extrapolation order k;, € N for the outflow boundary
and prescribe:

(D**u™) ;00 =0, neN, £=1,...,p. (8)
The example (5) corresponds to k, = 2 (recall p = 1 for the Lax-Wendroff scheme so there is only one ghost cell).
It now remains to prescribe the inflow values uf'_,., ..., ug. Unlike some previous works, we are going to prescribe

Dirichlet boundary conditions, meaning for instance that the value u{ will be determined in terms of the
boundary datum g only. Let us assume for a while that 7 is a second order approximation of u(t™, (xj_1+x;)/2)
where u is the exact solution (2) of the continuous problem (1). Then we formally have:

A A
ug = u <t", —;) ~u(t™,0) — 733 Ou(t",0),

where ~ means “equal up to O(Az?)”, and we then use (1) to get:

Az Ax
0~ u(t",0) + — du(t",0) = g(t") + — ¢'(t").
uf = ult",0) + 5 (", 0) = g(t") + 5 g/ (1")
The last term Az/(2a)¢’(t") in the previous equality is precisely the correction that is required to recover
the second order accuracy when dealing with the Lax-Wendroff scheme (compare with (6)). More generally
speaking, we could have pushed further the above Taylor expansion and obtained as a final (formal !) result
that uf should be “close” (whatever that means !) to some quantity of the form:

K

Az"®
> a, g™ ("),

k!la®
k=0

where K is a truncation order and ay,...,ax are numerical constants.
The general form of the Dirichlet boundary conditions that we consider below is:

K Agr
U?ZZWQK,EQ(N)(tn)v TL€N, 821—7",...,0,
k=0
where the ay ¢’s are numerical constants which will play a role (together with the truncation order K) in
the consistency analysis. There are two main choices which we discuss in this article. The first one is given
in [T'S10,VS15]:

1 K
Qg = (2—£> y HEN, 521—7‘,...,0,

and is relevant if u} is eventually compared in the convergence analysis with u(t", (z;-1 + x;)/2), u being the

exact solution (2). The other possible choice we advocate is:

_ ="
Qg =

E m(z*@ﬂf(eq)““), keEN, £=1-r,...,0, (9)

and is relevant if u} is eventually compared (as in our main result, which is Theorem 1.1 below) in the convergence
analysis with the average of u(¢",-) on the cell (x;_1,x;). The truncation order K is discussed with our main

result in the following paragraph.

1.3. Results

We assume that the approximation (7) is consistent with the transport operator and that it defines a stable
procedure on ¢2(Z).
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Assumption 1.1 (Consistency and stability without any boundary). The coefficients a_,., ...,a, in (7) satisfy
a_, ap # 0 (normalization), and for some integer k > 1, there holds:

p
Ym=0,...,k, Z {Mag = (—Xa)™, (consistency of order k), (10)
b=—1r
p .
sup agett® < 1, (£-stability on Z). (11)
0€[0,27] —r

For the Lax-Wendroff scheme (3), we have p = r = 1 if Aa # 1, the integer k equals 2, and (11) holds if and
only if Aa < 1. In Theorem 1.1 below and all what follows, the velocity a > 0, the length L > 0, the parameter
A = At/Az and the extrapolation order k;, € N at the outflow boundary are given. Subsequent constants
may depend on them. The integer £ > 1 is also fixed such that assumption 1.1 holds. We consider the initial
condition (4) and its evolution by the numerical scheme (7), (8), the inflow ghost cell values being given by:

k—1
Az” +1
TL: —_— r — _1’i+1 (K) n :1_ . 12
Uy ;(K&—f—l)'(—a)” (E (f ) )g (t)v ’I’LEN, 14 T, ,0 ( )

Of course, prescribing (12) is meaningful only if g is sufficiently smooth (say, g € C¥~!). One could push further
the Taylor expansion in (12) and consider higher order correctors but it would require further smoothness on g
and it would eventually not improve our convergence result below, so fixing the truncation order K = k—1 seems
to be the most convenient choice. Our main convergence result is the extension of the main result in [CL20] to
the case of nonzero boundary data.

Theorem 1.1 (Main convergence result). Under assumption 1.1, there exists a constant C > 0 such that for
any final time T > 1, any integer J € N*, any data f € H*1((0,L)) and g € H*T1((0,T)) satisfying the
compatibility requirements att = x = 0:

Ym=0,....k, f"(0) = (—a)"™g"™|(0),

the solution (u}) to (4), (7), (8), (12) satisfies:

sup sup

< COT eCT/L Apmin(kky)—1/2 (Hf”H"‘“((O’L)) + HgHHk+1((O,T)))7
0<n<T/At 1<5<J

1 [
u?—E/x 1u(t”,ac)daﬁ

(13)
with u the exact solution to (1), whose expression is given by (2).

Actually, the constant C' in (13) is independent of L > 1, which is consistent with the convergence result we
shall prove below for the half-space problem on R* with inflow at z = 0. As in [CL20], the loss of 1/2 in the
rate of convergence of Theorem 1.1 looks somehow artificial and is mostly a matter of passing from the E%‘J@
topology to £;°;. Our next result examines a situation where the optimal convergence rate min(k, ky) can be
obtained. In order to simplify (and shorten) the proof of Theorem 1.2, we only examine here the case of a
half-space with extrapolation outflow conditions. The extension of the techniques to the case of an interval is
left to the interested reader.

Theorem 1.2 (Optimal rate of convergence for the outflow problem). Under assumption 1.1 and under the
additional assumption 3.1 stated hereafter, there exists a constant C' > 0 such that for any final time T > 1,
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any integer J € N*, any data f € H*1((—o0, L)), the solution to the scheme:

1 T
0_ .
uj = M/zj_lf(l‘)dx, J<J,
(Dﬁbun)JM:U, 0<n<T/At, (=1,...,p, (14)
P
u;H'l = Zagu?“, 0<n<T/At-1, j<J,
b=—1r

satisfies the error estimate

sup  sup < CT Azk I £l zrx+1(00,L)) »

0<n<T/At j<J

1w
uj — s /Ij1 fle—at™)dx

as long as ky < k.

In other words, the technical assumption 3.1 hereafter, which is verified on many examples such as the Lax-
Wendroff and O3 schemes, allows to recover the optimal rate k;, = min(ky, k) in the case k, < k. Of course, one
would also like to improve the rate min(kp, k) — 1/2 in the case k;, = k, which is clearly the most natural choice.
However, in that case, both the interior and boundary consistency errors scale like Az* and, in the framework
of assumption 1.1, stability in the interior domain is available only in the E? topology, so it is quite difficult to
derive the convergence rate k in the £5° topology. Theorem 1.2 already indicates that combining the approach
of [CL20| with other techniques (here, boundary layer expansions) may improve some results. We hope to deal
with the case k, = k in the future.

2. CONVERGENCE ANALYSIS FOR THE INVERSE LAX-WENDROFF METHOD

This Section is devoted to the proof of Theorem 1.1. In order to shorten the exposition, we shall use some
results of [CL20] as a black box and we refer the interested reader to [CL20] for more details. Following [CL20],
we shall prove Theorem 1.1 by using a stability estimate for (7), (8), (12) and a superposition argument, which
amounts to considering separately two half-space problems: one in which there is only inflow at z = 0, and one
for which there is only outflow at x = L. The novelty here is the nonzero inflow source term so we first deal
with that case.

2.1. Convergence analysis on a half-line for the inflow problem
We focus here on the inflow source term, and therefore start by proving the main convergence estimate that

is the new ingredient for the proof of Theorem 1.1.

Theorem 2.1 (Convergence estimate for the inflow problem). Under assumption 1.1, there exists a constant
C > 0 such that for any final time T > 1, for any J € N*, for any initial condition f € H**1((0,+00)) and
boundary source term g € H*1((0,T)) satisfying the compatibility conditions:

Vm=0,....k, f(0) = (—a)"™g¢"™(0), (15)
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the solution (U}l)jzl—r,neN to the numerical scheme:

0 L[ '
“j:m/x“f(x)dx’ =t
k—1 A
n= (et — (0= 1)) g (g <n<T/At, £=1—r,...
u ;(Hm(_a)ﬁ( (€= 1)) gy, 0<n < T/At, o0, (16)
p
uftt = "aul,,, 0<n<T/At—1, j>1,
b=—r
satisfies:
o\ 1/2
1 3
sup Ax un——/ u(t", x)dr < CT AzF 1 o)) 1 ,
A ; <J Az ), (t", x) (1w (0,400 + gl ms1(0,77))

where u s the exact solution to the half-line transport problem:

ou+ad,u =0, te€(0,7),z>0,
u(0,z) = f(z), =x2=0, (17)
u(t,0) = g(t),  te(0,T).

Proof. For convenience, we first extend g into a function g, € H**1((0,+00)) and then define:

| f@), ifx >0,
VzeR, fy(x) = {gb(—ﬂ?/a)’ if x <0.

Since f and g satisfy the compatibility conditions (15), we have fy € H**1(R), and the exact solution u to (17)
is given by:

V(t,z) € [0,T] x (0,400), wu(t,x) = fi(z—at).

Let us now define:

1 [
Vi€Z, VneN, w? ::A—I/ filz —at™) de,
Tj_1

which corresponds to the cell average of the exact solution to (17). With (u});j>1-r0<n<r/a¢ the solution to
the numerical scheme (16), we define the error €} := u? — w, that is a solution to:

g9 =0, j=>1,

€Y = ulf —wp, 0<n<T/At, {=1-r,...,0, (18)
p

5;+1:Za@sy+é+mey+1, 0<n<T/At—1, j>1.

b=—r
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The interior consistency error (e?“) j>1,0<n<T/At—1 18 easily estimated by means of the Cauchy-Schwarz
inequality and Fourier analysis:

2
ZA ”H 2—; ( ntl _ Z agwi, )
i>1

Jj=21 b=—r
P 2
AmAt2 Z </ 3 (fu z—at" —alt) — eragfﬁ(xat"JrﬁAx)) d:c)
1 4 2
S Az A (fu(x—at”—aﬁt)—l;raefﬁ(x—at”JréAz)) dx

—itaAAz € Z a ez@AwE
277At2 /} ‘

R©F a5 < cant [ @00 | Fof ac,
where the final inequality comes from assumption 1.1 and the fact that the ratio A¢/Ax is constant. Going

back to the definition of f;, we have obtained the bound:

1/2

sup ZAfE (e *h)? < C Az (£ ls+1 (0,400)) + N9l 51 (0, » (19)
0<n<T/At-1 \ 553

for some constant C' that is independent of the final time 7" > 1 and the data f and g.
We now turn to the boundary errors in (18), and wish to estimate the following quantities:

ST At(up—wp)?, f=1-r...,0.

0<n<T/At—1
Let us consider an integer n such that 0 < n < T/At — 1. From the definition of w}, ¢ < 0, we have:

k—

1 e
no__,n _ r+1 _\k&+HLY L (R) (4 n_
uf 70“1 i e g0 - o [ e - afa) e
(

/ / _11 (k) (t”f%> dydx,

where we have used the Taylor formula®. By the Cauchy-Schwarz inequality, we get:

n\2 c o ! 2k, 2 (k—1) (k) Ty\?
(uf = wp) Sm/m/o st g (=) dyda,

and we now apply the change of variables (z,y) — (zy, ) to get:

n n)2 o 0 2(k—=1) (k) (4n u\?
(up —wp)™ < [v| ul 9, (t - E> du | dv.
Ty—1 v

3This is precisely at this point of the analysis that the definition of the coefficients o, , in the inverse Lax-Wendroff method
arises. Our choice in (12) is motivated by the fact that we compare the numerical solution with the cell average of the exact
solution.

K
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Restricting to £ =1 —r,...,0, we have:
0 2 rAx/a
Z —wz < C A2 / gék)(t” +7)2dr.
{=1—r 0

Summing now with respect to n, we end up with the estimate:

0 +00
SoAL Y (9)? < 0 ARt / g (2 dt < C AL gl Ee o) - (20)

0<n<T/At—1 (=1—r 0

for some constant C' that is independent of the final time 7" > 1 and the data f and g.
We now apply the main stability estimate for the error problem (18), for which we refer to the seminal
papers [GT78,GT81] and to the more recent works [CG11,CL20]:

1/2 1/2 o 1/2
sup ZAx (5?)2 <CKT sup ZAx (e?)2 + Z At Z (e7)?

0<n<T/At \ ;51 1<n<T/At \ 557 0<n<T/At—1  b=1—r

The conclusion of Theorem 2.1 then comes from the combination of the estimates (19) and (20). O

2.2. Convergence estimate for the outflow problem

We recall the convergence estimate obtained in [CL20| for the complementary half-space problem where
extrapolation conditions are prescribed at the outflow boundary. We refer the reader to [CL20] for the details.

Theorem 2.2 (Convergence estimate for the outflow problem [CL20]). Under assumption 1.1, there exists
a constant C' > 0 such that for any final time T > 1, for any J € N* and for any initial condition f €
H**1((—~00, L)), the solution (u})j<iipo<n<T/Ar to the numerical scheme:

uj A.’E/ f JI, jSJ7

(Db nJ+e_() 0<n<T/At, £=1,...,p,
W = Zwuﬁe’ 0<n<T/At-1, j<.J,
(=—r
satisfies:
N o\ 1/2
0<nsTa ;,Am <U? - Aix / fla— at”)dx> < CT ARl i ((—oo,n)) -

2.3. Proof of Theorem 1.1

It remains to combine the convergence estimates of Theorems 2.1 and 2.2 to prove Theorem 1.1. We use a
slight modification of the superposition argument in [CL20] in order to cope with the nonzero incoming condition,
but we basically follow the same lines. Let us consider a final time T' > 1 and some data f € H**1((0,L)),
g € H¥1((0,T)) that satisfy the compatibility conditions stated in Theorem 1.1. We consider some function
X € C*(R) such that x(z) =0if  <1/3 and x(z) =1 if x > 2/3. We then decompose the initial condition f
as:

Vee(0,L), flz)= (1-x(/L))f(x)+x(z/L)f(z).
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Since (1 — x(+/L)) f vanishes on (2 L/3, L), we can extend it by zero to the interval (L, 4+o00) and thus consider
(1 — x(-/L)) f as an element of H**1((0,400)). Furthermore, the functions (1 — x(-/L)) f and g satisfy the
same compatibility conditions as f and g at ¢t = x = 0. We can thus apply Theorem 2.1 to the sequence
(V7)j>1-r0<n<T/At that is defined as the solution to the numerical scheme:

1 [
0o _ - 1—v(2/L > 1
R S N =1,

k—1

Az"®

n=y (st (1)) gy 0<n<T/At, (=1-7...,0
vl Z(H+1) (_a)n( ( ) )g ( )v =N / ) T, y Yy
vptt = Zawﬁg’ 0<n<T/At—1, j>1.

b=—r

We obtain the estimate:
1/2

2
1 *i
sup Ax vnf—/ v(t", x) dx < CT Az (||l mes1c0.y) + gl e , (21
0<n<B/at ; <] Az J, ) ( ) (|| ||H ((0,L)) H HH ((O,T))) ( )

where v is the exact solution to the transport problem:

v+ ad,v =0, te(0,7), >0,
v(0,2) = (1-x(z/L)) f(z), z=0,
v(t,0) = g(t), te (0,T).

Similarly, we can view x(-/L) f as an element of H**!((—oo, L)) that vanishes on (—o0, L/3). Theorem 2.2
then shows that the solution (w7);<4p0<n<r/Ar to the numerical scheme:

w;’:A/ \(/L) f@)dw, <,
(Db J+Z*0 OSTLST/Ata 6:17"'7297

n+1 ZangZ, OSnST/At—l, jSJ,
b=—1r
satisfies:
1/2

2
1 Zj .
sup | D Aw | wf — / (@ —at™)/L) f(z — at")dz < CT Ad™™ %) | £l i o.ry) -
0<n<T/At \ 75 Az T
(22)
Using the support property of the function x and the fact that the scheme (7) is explicit with a finite stencil,
we find that for all time iteration n up to the threshold:

¥ = i (i (2302) | (B2

there holds:
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In particular, the solution (u});1_r<j<sipo<n<r/ac to (7), (4), (8), (12) satisfies:

n

vn=0,....N, Vj=1-r....,J+p, uj=v]+w;.

Combining then the error estimates (21) and (22), we obtain:

1/2

2
sup Y Az ( Ui~ A / u(t", z) dx) < O T Ax™™FR) (|1 £l g 0.0y + 9l e o.1))) »
0snsN A\ 1<y T
(23)
where u is the exact solution to (1).
It remains, as in [CL20], to iterate in time the error estimate (23). We follow again the argument in [CL20].
For any time iteration n between N and 2N, we split the solution (u})1 r<j<sipo<n<r/at to (7), (4), (8),

(12) as the sum of the solution to the problem:

1 [
aé\]:ﬂ/ u(tN,J:)dx, 1<5<J,
i1
(DEralN+m) ;0 = 0, 0<n<N, (=1,..,p,
o, Azt

~N+n _ =" 0 (st -1 k41 (k) (+N+n < <N 1
u[ Z(H+1) ( Q)H (g (e ) )g (t )7 O_n_ , e T, ’0’

= Zaeuﬁz, 0<n<N-1, 1<j<J,

b=—r

and of the (presumably small) solution to the ‘error’ problem:

ej»v :u]N—Alx/wjjlu(t]\ﬂac)dav7 1< <J,

(DFveN+ny, =0, 0<n<N, (=1,...,p,

et =0, 0<n<N, {=1-7r,...,0,
P

eNtHl = N g, N 0<n<N-1, 1<j<J.
b=—r

Since the initial condition u(-—a ") and the boundary source term g(t" + ) satisfy the compatibility conditions
at the corner t = = 0, we can apply the first step of the proof (leading to the error estimate (23)) for the
(~N+") part, and we apply the stability estimate of [CL20, Proposition 4.1] for the (¢ N+”) part. This leads to
the second error estimate:

2
1 i
N<su<p Z Az (uj — Az / u(t", x) dx
_7L_2N 1§]§J Tj—1

< Oy (L+ Co) T Ax™™ER) (|| £l spisao,y) + gl zre+1 0.1y »
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and, more generally, to:

1/2

2
1 i
sup Z Az (u? — A—I/ u(t", ) dx)
Tj—1

uN<n<(u+D) N \ <5<
H )
< (Z Cz”) T Az R (|| fll e 0,0 + gl o,my) -
v=0

The end of the proof is the same as in [CL20] and we refer the interested reader to that reference for the details.

3. HIGH ORDER OUTFLOW BOUNDARY LAYER ANALYSIS

In the present section, we explain how the analysis of [BC17], which dealt with the case of the Dirichlet
boundary condition at the outflow boundary, can be extended to the case of high order extrapolation (8). The
goal is to obtain an accurate description of the numerical solution close to the outflow boundary by means of
a boundary layer expansion. The leading order term in the expansion corresponds to the exact solution to the
transport equation. However, this leading order term does not satisfy the extrapolation condition (8), leading
to a consistency error of magnitude O(Az**) on the boundary. Under some mild structural assumption on the
numerical scheme (7), we show below that this O(Axz**) error on the boundary gives rise to a boundary layer
term which scales as O(Az*11/2) in the Z? norm. This gain of a factor Az'/2 enables us to recover the optimal
convergence rate k in the maximum norm on the whole spatial domain for k; < k.

3.1. An introductive example

Let us go back for a while to the case of the Lax-Wendroff scheme (3), which we consider here on the left
half space:

n+1 n /\a ()‘ CL)2

uit = uj —7(u?+1—u?,l)—i—T(u?H—Qu?—i—u?,l), neN, j<J.

At the outflow boundary, we impose the first order extrapolation condition (which corresponds to k, = 1 while
k = 2 for the Lax-Wendroff scheme):

wi, =uj, neN.
We start with some smooth initial condition f defined on (—oo, L) which we project as a piecewise constant
function:

Y
0 ._ ;
U -—Al,/w“f(fﬂ)dw, J<J.

The exact solution to the transport equation on (—oo, L) with initial condition f is u(t,z) = f(z — at) (recall
a > 0). Hence the consistency analysis of the Lax-Wendroff scheme indicates that uj reads:

1 [
up = o /le f(z —at™)dx + error, (24)

where the first term in the expansion on the right hand side yields an O(Axz?) consistency error in the interior
domain, but also an O(Ax) consistency error on the boundary. If we wish to push forward the above expansion,
we need to take into account the boundary consistency error and introduce a corrector which will hopefully not
alter the interior consistency error. This can be achieved by observing that the sequence:

1+ Xa
1—Xa’

’Uj::Iij, JjEZL, K =
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is kept unchanged by the Lax-Wendroff scheme on Z, and belongs to £2(—o0,J) (we assume 0 < Aa < 1 so

|k| > 1). Hence, to remove the boundary consistency error, we can add a corrector on the right hand side of
(24) in the following way:

1 i
up = ~ /le flz —at")de + Az w" v;_; + error, (25)

where w” is defined in such a way that the two first terms on the right hand side satisfy the first order
extrapolation condition, that is:

de, neN.

0o 1 e+ Ax —at™) — f(z —at™)
v Ax(n:—l)/x Ax

J—-1

If f is sufficiently smooth, then w™ is O(1) and the first corrector on the right hand side of (25) is O(Az) in £3°.
Note however that the /2 norm (in space) of this boundary layer corrector scales as Az3/? since the sequence
(k7) is square integrable on (—o0,0). Another important observation at this point is that defining w™ requires
the real number x not to equal 1. This fact follows here from a mere verification but it is a general consequence
of the analysis in [Gol77] of the Lopatinskii determinant associated with the boundary condition (8) (see also
the proof of Lemma 3.3 below).

At this stage, the error analysis amounts to studying the system satisfied by the sequence:

<u;’—A1/ f(x—at”)dx—Axw"ﬁjJ> ,
S

j<J+1,neN

the main point being that there is no boundary forcing term, and since the added boundary layer corrector is
O(Az?/?) in 2] the initial condition and interior consistency errors will be O(Axz3/2). Overall, the stability
estimate for the Lax-Wendroff scheme with first order extrapolation at the boundary yields the convergence
estimate:

1 i
sup ||uf — —— / flx—at")de — Azw"vj_; = O(Az%/?).
n<T/At Az Tj_1 02(=00,J)
By the triangle inequality, we thus obtain:
1 i
sup  ||luj — A / flx—at™)dx = O(A2*/?),
n<T/At x xTj-1 2(—o00,J)
and this immediately gives the uniform convergence estimate:
a7 s = o(an)
sup uy — —— T—a x| = x).
j<Jn<T/At ’ Az T 1

The above brief sketch is made complete and rigorous below in the general framework of Theorem 1.2.

3.2. Discrete steady states

Formalizing somehow the previous example in a more general framework, let us now introduce the following
definition.
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Definition 3.1 (Steady state for the numerical scheme). A sequence (v;);jez is called a (discrete) steady state
for the scheme (7) if it is kept unchanged by the time iteration process on Z, that is, if it satisfies:

p
Vi€, Za,gvj+g=vj. (26)

b=—r

In order to characterize the discrete steady states, it is natural to introduce the characteristic polynomial:

p
AX) = > ag X - X", (27)
b=—r

From the consistency property (10), any constant sequence is a discrete steady state for (7), the same property
being available for the continuous model (namely, the transport operator). However, the discrete nature of the
differentiation operator involved in the numerical scheme (7) allows the existence of many other discrete steady
states. The latter play an important role when considering the half-space problem with some discrete boundary
conditions.

From the non-characteristic assumption a > 0, it follows that among the roots of A, X = 1 is always a simple
root. Let us now introduce the whole set of (pairwise distinct) roots of A together with their multiplicities
through the factorization of A in C[X]:

AX) = ap J] (X = ko)H. (28)

Clearly, looking at the degree of the polynomial A, one has the equality

-
Zug =r+p.
o=1

For convenience, we order the roots of A with decreasing modulus:

k1] > |w2| > o > ke

To make the analysis more intelligible, we will work under the following assumption, which was already present
in [BC17].

Assumption 3.1. The characteristic polynomial A defined in (27) has a unique root (equal to 1) on the unit
circle St = {z € C, |z| = 1}. In other words, we assume:

T

U{ro}ns = {1}. (29)

o=1

As observed on the above example of the Lax-Wendroff scheme, the steady states we are looking at should
decrease rapidly as j tends to —oo, so that they provide with a localized correction (near the boundary) to the
usual convergence analysis and belong to £?(—oo,J). We are therefore only concerned with those roots of A
that have modulus larger than 1. Lemma 3.1 below gives the precise number of such roots (counted with their
multiplicities). We refer to [BC17, Lemma 2.1] for the proof.
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Lemma 3.1 (Unstable roots of A [BC17]). Under assumptions 1.1 and 3.1, letting k1, ..., ks, be the roots of
A that belong to U := {z € C, |z| > 1} with their corresponding multiplicities pi1, ..., jir. , then one has

T4
> po =p. (30)
o=1

A direct consequence of Lemma 3.1 is the following description of steady states for (7) that belong to ¢?(—occ, J).
The proof follows from the standard description of the set of solutions to the recurrence relation (26).

Lemma 3.2. The set of discrete steady states for the scheme (7) that belong to £2(—o0,J) is the finite dimen-
sional linear subspace spanned by the p linearly independent sequences p(@") :

P = (G- dy R, JEZ, 1<o<t, 0<U<p,. (31)

o

Equivalently, such discrete steady states in £*(—oo, J) read:
T+ )
v; = Zpg(j) K= e, (32)
o=1

where p, € C,, _1[X] for all index 1 <o < 7.

Let us detail the parametrization of the set of (stable) discrete steady states on the two main examples we
are concerned with. For the Lax-Wendroff scheme (3), one has:

Aa(l—Xa)
2

Aa(Aa+1)

AX) = - :

X2+ (1-MNa)?) X+
The (two simple) roots of A are 1 and:
1+ Xa
1-Xa’
with x € U assuming, as usual, 0 < Aa < 1. For the half space problem on (—o0, J), « is therefore the unique
stable root, and 1 counts as an unstable root (see [BC17]). In particular, assumption 3.1 is satisfied. The set of
solutions to (26) that belong to £?(—o0, J) is the one-dimensional subspace spanned by the sequence (/ﬁj_‘])jez.
Let us now consider the so-called O3 scheme, which is a convex combination of the Lax-Wendroff and Beam-
Warming schemes, see [Str62, Des08]. We now have p = 1 and r = 2, and the scheme reads:

n+1__)\a(1—()\a)2) n Aa(l1+Xa)(2—Xa)

e ; -

1

L= (Aa>22> 2=29) p_ Aell ‘A? C2AD s @9

with, again, 0 < Aa < 1. Assumption 1.1 is then satisfied (with k¥ = 3). The roots of the corresponding
characteristic polynomial A are:

_ —(1+Xa)(5-2Xa)++/(1+Xa) (33— 15Xa) —
T 2(1—Xa) (2— Aa) e

each of them being simple. The root x_ is the only one in U and x4 belongs to the open unit disk I, which is
consistent with Lemma 3.2 (p = 1). In particular, assumption 3.1 is satisfied.
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3.3. The boundary layer expansion. Proof of Theorem 1.2

We now start proving Theorem 1.2, and for that, we consider some initial condition f € H**!((—o0, L))
which, for convenience, we extend to the whole real line R as an element of H**1(R). Our aim is to compare
the solution to the scheme (14) (which is set on a half line) with the piecewise constant projection of the exact
solution to the transport equation. We thus introduce the notation:

1 i
§oi= o= —at")d < J € N.
w] Ax /vjlf(x a ) z, )J<J+p, n

The consistency analysis in [CL20] of the scheme (14) amounts to considering the numerical scheme satisfied by
the error (u} — wf). It is proved in [CL20] that the resulting boundary consistency errors have size O(Azhv),
while the interior consistency errors have size O(Az*). Here we have k;, < k so the worst term is on the
boundary. Following the arguments in [BC17|, we are therefore going to introduce a boundary layer corrector
in order to remove the boundary consistency error, up to introducing new initial and interior consistency errors,
whose size will be proven to be O(Axz**1/2) hence the final result of Theorem 1.2. Let us make this argument
precise.

The consistent expansion of the numerical solution (uf) takes the form of a corrected version of (w7'), involving
now a boundary layer term (vf') € £*(—00,.J) as for the above introductive example. The aim is to reduce the
magnitude, at the boundary, of the following error:

€5 ::w?—u?—{—Azkbv;L, ji<J+p, neN. (34)
The definition of (an) j<J+p,neN is chosen so as to correct the consistency error at the boundary. The simplest way
to do so consists in chosing (U?)js(}ﬂ,mGN so as to get precisely in the ghost cells the relations (Dlibs”)“_g =0,
{=1,...,p. From now on, we formulate the problem in such a way to normalize the generating sequences
according to the value of J. In view of Lemma 3.2, the problem to be solved writes:

T+ ,u,ofl
=3 N ) j<J+p, neN, (35)
o=1 v=0
1
(DR ") rpe = =5 (D0 ppe, £=1,....p, neN, (36)

where the sequences p(**) are defined in (31). Equivalently to (35), we can look for the boundary layer corrector
(v7)j<J+pnen under the form

T
V= puoli— Il (37)
o=1
where p,, » € C, _1[X] for all index 1 < ¢ < 7. The existence of the corrector (v7

) is given by the following
result. We recall that in the framework of Theorem 1.2, there holds k; < k.

Lemma 3.3. Consider the initial condition f € H**'((—oo, L)) extended to the whole real line R. Then
the boundary layer problem (35)-(36) admits a unique solution (v});j<j+pnen, and this solution satisfies the

estimate:
1/2

sgg Z Az (v;-l)2 < CAz'/? £ 1 erss+1 ((—o0,L)) » (38)
" J<J

where the constant C' > 0 is independent of Ax >0, J, L and f.
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Proof. Let us fix some integer n € N. The solution (u});<s4, to (14) solves the homogeneous boundary
condition (8), thus equivalently to (36) one has to find the vector of coordinates z € CP solution to the linear
system Ay, z +b =0 where b = Ag—Fo ((D’fbw")eug)lggp, and the p x p matrix Ay, is defined as follows:

(DEpM)y ... (DEp®),
Ay, = )
(DEpM), ... (DEp®)),
where we have relabeled the sequences p(®"), o =1,..., 7., v =0,..., s — 1 as p ..., p® in order to make

the definition of Aj, easier to read. The latter matrix is somehow the kpth-order discrete derivative of the
so-called confluent Vandermonde matrix. It seems possible to compute the determinant of Ag, see [HJ94], and
then to extend this result to higher values of k;, but we prefer to avoid such complicated computations. From
the identity of dimensions, we shall just prove that the matrix Ay, is one-to-one, in other words we shall prove
that the problem (35)-(36), or equivalently (32)-(36), admits a trivial kernel.

Dealing with discrete derivatives of products of polynomial and/or geometric sequences, the divided difference
algebra appears as a suitable tool in our analysis. For more details we refer the interested reader to [Ste39,
Pop40,dB05]. For consistency in the notation, we recall hereafter the recursive definition of divided differences,
but specified for the case of consecutive integer abscissae. Being given a sequence of complex numbers (w;) ez,
one defines:

w[]] = wy, jGZ,

: _ 1/ _ _ _ _ . (39)

wlj —k,....j] = E(U}[]—m—i—l,...,j]—w[j—m,...,j—l]), j€Z,meN*.

The quantity (D" w) ; is directly related to the divided difference w[j — ks, ..., j] by the equality:
(D w); = kylwlj — ky,...,5], jEZ. (40)

Importantly, we may also use the Leibniz formula for divided differences of a product of two sequences:
kp
(Wd)j —koy . g] = D wlj—ky,...,j—m]dfj —m,....j], jEZ. (41)
m=0

In terms of the D_ operator, using the relation (40), the Leibniz formula (41) rewrites under the more recog-
nizable form:
ko
D wa); = 3 (M) (D" (Dm0, e
m=0 m
Let us continue with the representation formula (32) of the solution to the boundary layer problem. Looking
at the kernel of the linear problem (36), we have to find polynomials (ps)1<s<r, With respective degrees less
than or equal to (to — 1)1<o<7, , satisfying the set of equations:

T+  ky

ZZpa[gfkba"'a‘gfm}ﬂo[gfmv"',g]:07 1§€§pa

o=1 m=0

where we denote, with a slight abuse in the notation, x, for the corresponding geometric sequence (K, )mez,
for any o = 1,...,74. Actually, from the identity (40) and by induction on the integer m (or using (39)), it is
easy to prove that the m-th order divided difference of k. is given by:

1
Kol —m,... 0] = (D"ky)e =

oo (1-—rHmel, 1<t<p.

1
m' o o
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Let us introduce, for any integer o and any polynomial p, with degree less than or equal to u, — 1, the following
polynomial @, also with degree less than or equal to p, — 1:

ky
Qo(X) =Y (1 =k, ") po[X = kp,..., X —K]. (42)

k=0

With these notations, the equations to solve now equivalently read:

D> Qs(0)ry =0, 1<t<p. (43)

Actually, the above set of equations (43) exactly corresponds to the generalized Lagrange-Hermite interpolation
problem, which is known to be invertible. Thus one necessarily has @, = 0 for any o = 1,..., 7. It then only
remains to deduce that any of the polynomials p, is also zero.

Observe that for any integer k with 0 < k < kj, from the divided difference algebra, the polynomial p,[X —
kb, ..., X — k] has degree less than p, — (ky — k), see (40). Thus the highest degree polynomial involved in the
sum (42) is po[X — k] (for k = kp). Since we know that @, is zero, then p, is also necessarily zero (consider the
highest degree coeflicient). The injectivity of the boundary layer problem (32)-(36) is proved, and the matrix
Ay, is therefore invertible.

As a consequence, there exist some uniquely determined coefficients (5,.,.¢) that depend only on the consid-
ered scheme and on the extrapolation order k; (but neither on the initial condition f nor on the time index n),
such that the solution to (35)-(36) has the form:

T+ Ho—1

3= A S S Y B (D)) (44)

o=1 v=0 /(=1

Using now triangular inequalities, we obtain, for some constant C' > 0, the upper bound:

T+ po—1
) < CAr Y (D)) Y S (IR, <
=1 o=1 v=0

On the one side, we recall the definition (31) of the sequences p%¥) in Lemma 3.2, hence the estimate:

o 1/2
S a3 S ) < ovan (15)
i<J o=1 v=0

where the constant C' > 0 is independent of J and Az. On the other side, from [CL20, Lemma 3.6] and the
continuity of the reflection operator from H**!((—oo, L)) to H**+1(R), we have the upper bound:

|(DPw™) jre| < CAZ™ | fllgrsri(—oory: £=1,...,p, n€EN,
and thus the required estimate (38) follows. O
The interested reader will find in [Gol77] a similar argument to the one developed in the proof of Lemma

3.3. In [Gol77|, the analysis of the determinant of the matrix Ay, arises from the verification of the so-called
Uniform Kreiss-Lopatinskii Condition (a condition whose significance is based on the work [GKS72]). Let us
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now prove Theorem 1.2. The error (€});<sipnen introduced in (34), and fully defined through Lemma 3.3,

satisfies the following set of equations*:

0 k 0 -
g; = Az™ Vi, J< Ja

DFe™) ;1 =0, 0<n<T/At, £=1,....p,
( )+ / (16)
ettt = Za@aﬁﬁmwﬂ, 0<n<T/At—1, j<J.

b=—r

Here above, the consistency error F ;L'H consists of two terms: a first one coming from the usual interior
consistency error denoted e"“ and a second one coming from the time evolution of the boundary layer corrector
Yy y lay

denoted 5]"“. In other Words, we split FJnH = e?“ + 5?“ with:

AgFe
n+1l ,__ n+1 n+1 . n+1
e’ = ( g agwﬁ_@), and 5j = AL E apvﬁ_[ .
b=—r

Considering the scheme (46), the error (€});<s1po<n<7/A¢ Obeys the stability estimate applicable in the case
of the homogeneous extrapolation boundary condition, see [CL20, Proposition 3.4]:

sup Az (e")? < C Az (eD?+T%  sup Az (FM)? 3 . 47

It therefore remains to estimate the initial and interior consistency errors in (46):

e The initial consistency error. Estimating the initial condition (5?) j<J directly follows from the estimate
(38) in Lemma 3.3:

Z Az (e))? < C Az?Fet! ||fH§—[kb+1((foo,L)) :
i<J

e The interior consistency error. I. Estimating the interior consistency error (e) related to the projected
exact solution (w}') has already been achieved in [CL20] so we just report the result:

i ST AT < CAPE sy
1§n§T/AthS;] J H¥#+1((—00,L))

e The interior consistency error. II. Estimation of the new error term related to (7). Observe that, first
due to the steady states decomposition from Lemma 3.2, and then using successively (35) and (44), the
interior consistency error arising from the boundary layer corrector rewrites as:

T+ po—1 p
Ax

kp
A MBI vD DD DD WL S ST e

o=1 v=0 (=1

Thus, from Cauchy-Schwarz inequalities, there exists a constant C' such that

n+1y2 ks Wt — W
Z Az (0777) < CAz sup | DX N
P J+0

=7 0=1,...,

2

4Here we use u? = w? for 5 < J.
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In the above formula, the discrete in time derivative of w} rewrites, for any j < .J +p as

Wit — 1 (% f(z—at" —aAt) — f(z — at™) 1 [ 1 fooattoaldt
J J - - T /
At Az / At dv =37 /x At /th Fly)dy da.

j—1

=:F(x)
Since f € H*TY(R) with k > ky, we have at least f € H**2(R) and therefore F' € H**1(R) with
IF® D 2y < a® [ fE 42| 2w

from which we deduce, using again [CL20, Lemma 3.6]:

Dkb (wn+1 _ wn)
B At J+L

Thus, using again the upper bound (45), the above estimate and the H***+2-continuity of the extension
operator, we end up with:

< CAz™ || fllgrore@y, €=1,...,p.

sup Az (§7)2 < C AR F 12y -
1§n§T/At§] (J) I ”H“l(( ,L))

Let us now come back to the stability estimate (47) and use the three above consistency estimates to get
(recall T > 1 and ky < k):
1/2
sup Z Az (})? < CT Aghot1/2 Il s+t (=00, 1)) -

0<n<T/At \ 127

From the constructive formula for the boundary layer corrector (U;L>, we have derived the bound (38) which, by
the triangle inequality, yields the convergence estimate (recall e =wi —ul + Agke v;?):
1/2
sup Z Az (uj — w?)Z < CT AZPTY2| s
0<n<T/At \iZ7
Using now the (crude) estimate:
1/2
sup |b;| < Az~ 1/? ZAm b? ,
=7 <7

we complete the proof of Theorem 1.2.

4. NUMERICAL EXPERIMENTS

4.1. The Lax-Wendroff scheme

We report in this paragraph on various numerical experiments with the Lax-Wendroff scheme (3) (which
corresponds to p = r = 1). Assumption 1.1 is satisfied provided that Aa < 1, and the order k equals 2. In all
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what follows, we choose a = 1 and A = 5/6. The interval length is L = 6 and the final time T equals 8. The
initial condition is f(x) = sinz and the boundary source term is g(¢) = —sint so that the exact solution to (1)
is u(t, ) = sin(x —t). With the values of J reported in Table 1 below, we implement the Lax-Wendroff scheme
(3) with the following numerical boundary conditions:

uj,; = u7, (first order outflow extrapolation condition),

n —sint", (Dirichlet inflow condition (6)),
u. =
0 —sint™ — (Az/2) cost™, (inverse Lax-Wendroff inflow condition (12)).

The errors, as measured in the statement of Theorem 1.1, are reported in Table 1 below for each of the two
cases (either the Dirichlet inflow condition (6) or the inverse Lax-Wendroff inflow condition (12)). In either
case, the observed convergence rate is 1 since increasing J by a factor 2 decreases the error of the same factor
2. This behavior is fully justified by Theorem 1.2 since we have k;, < k here.

Number of cells J | Dirichlet inflow condition | Inverse Lax-Wendroff inflow condition
1000 41-1073 51-1074
2000 2.1-1073 2.5-1074
4000 1.1-1073 1.3-107¢
8000 5.3-107% 6.3-107°

TABLE 1. The £7°; error for the Lax-Wendroff scheme (3) with first order outflow extrapolation
and either the Dirichlet, or inverse Lax-Wendroff, inflow condition.

We now turn to the second order outflow extrapolation condition:

uf,y = 2uf —uj_;, (second order outflow extrapolation condition (5)),

—sint” Dirichlet inflow condition (6
uw? = ’ ( ’
O 7 ] —sint™ — (Az/2) cost™, (inverse Lax-Wendroff inflow condition (12)).

The errors, as measured in the statement of Theorem 1.1, are reported in Table 2 below for each of the two cases
(either the Dirichlet inflow condition (6) or the inverse Lax-Wendroff inflow condition (12)). For the Dirichlet
inflow condition, the observed convergence rate is 1 again (despite the more accurate outflow treatment), but
one recovers the convergence rate 2 with the inverse Lax-Wendroff inflow condition (12). However, proving
rigorously that this numerical scheme converges with the rate 2 in the maximum norm might be very difficult
(it might actually even be wrong !), even for smooth data, since the Lax-Wendroff scheme is known to be
unstable in ¢°°(Z). Improving the convergence rate 3/2 of Theorem 1.1 in the case of the Lax-Wendroff scheme
with second order extrapolation outflow condition is left to a future work.

Number of cells J | Dirichlet inflow condition | Inverse Lax-Wendroff inflow condition
1000 3.7-1073 1.2-107°
2000 1.8-1073 2.9-107°
4000 9.3-107% 7.3-1077
8000 4.7-107% 1.8-1077

TABLE 2. The £7°; error for the Lax-Wendroff scheme (3) with second order outflow extrapo-
lation (5) and either the Dirichlet or inverse Lax-Wendroff inflow condition.
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4.2. The O3 scheme

Let us now consider the O3 scheme (33), which is implemented by considering the recurrence:

uptt = asuf ptaufy taguf tarufy,, neN, j=1....J,
with:
A A
a_g = _?a (1-(a)?), a_y:= 7a(1—|—)\a) (2-Xa),
1 A
ag = 5(17()\a)2) (2—Xa), a1 := —?a(lf)\a)@f)\a).

The reader can verify that assumption 1.1 is satisfied provided that Aa < 1, and the order k equals 3 (r = 2 and
p = 1 here). To maintain third order accuracy, we implement the latter scheme with the following boundary
conditions:

uj,; = 3uj—3uj_y +uj_,, (third order outflow extrapolation condition, ky = 3),

uf = —sint”™ — (Ax/2) cost™ + (Az?/6) sint™, (inverse Lax-Wendroff inflow condition (12)),

u", = —sint™ — (3 Ax/2) cost™ + (7 Az?/6) sint™, (inverse Lax-Wendroff inflow condition (12)).
The measured errors are reported in Table 3 below. They correspond to a rate of convergence 3. Let us observe
that the O3 scheme is known to be stable in £°°(Z), see [Tho65,Des08], hence there is a genuine hope of proving

rigorously that this rate of convergence does indeed hold (for smooth compatible data). Such a justification is
also left to a future work.

Number of cells J | Inverse Lax-Wendroff inflow condition
1000 2.1-10°8
2000 2.6-107°
4000 3.3-10710

TABLE 3. The £;°; error for the O3 scheme (3) with third order outflow extrapolation and the
inverse Lax-Wendroff inflow condition.
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