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The high power impulse magnetron sputtering (HiPIMS) discharge is a recent addition to plasma

based sputtering technology. In HiPIMS, high power is applied to the magnetron target in unipolar

pulses at low duty cycle and low repetition frequency while keeping the average power about 2

orders of magnitude lower than the peak power. This results in a high plasma density, and high

ionization fraction of the sputtered vapor, which allows better control of the film growth by

controlling the energy and direction of the deposition species. This is a significant advantage over

conventional dc magnetron sputtering where the sputtered vapor consists mainly of neutral species.

The HiPIMS discharge is now an established ionized physical vapor deposition technique, which is

easily scalable and has been successfully introduced into various industrial applications. The

authors give an overview of the development of the HiPIMS discharge, and the underlying

mechanisms that dictate the discharge properties. First, an introduction to the magnetron sputtering

discharge and its various configurations and modifications is given. Then the development and

properties of the high power pulsed power supply are discussed, followed by an overview of the

measured plasma parameters in the HiPIMS discharge, the electron energy and density, the ion

energy, ion flux and plasma composition, and a discussion on the deposition rate. Finally, some of

the models that have been developed to gain understanding of the discharge processes are

reviewed, including the phenomenological material pathway model, and the ionization region

model.VC 2012 American Vacuum Society. [http://dx.doi.org/10.1116/1.3691832]

I. INTRODUCTION

Plasma based physical vapor deposition (PVD) has found

widespread use in various industrial applications, in particu-

lar in coating processes. In plasma based PVD processes the

deposition species are either vaporized by thermal evapora-

tion or by sputtering from a source (the cathode target) by

ion bombardment. Sputtering has been known for decades as

a flexible, reliable, and effective coating method. The mag-

netron sputtering technique that was developed during the

1960 s and 1970 s has been the workhorse of plasma based

sputtering applications for the past three decades.1–3 In the

planar configuration the magnetron sputtering discharge is

simply a diode sputtering arrangement with the addition of

magnets directly behind the cathode. With the introduction

of magnetron sputtering the disadvantages of diode sputter-

ing, such as poor deposition rate, were overcome as the

operating pressure could be reduced,1 while maintaining

the energy of the sputtered species,1,4 often resulting in

improved film properties.4–6 Through the years there has

been a continuous development of magnetron sputtering

processes to increase metal ionization, improve target utili-

zation, avoid target poisoning in reactive sputtering, increase

deposition rates, and minimize electrical instabilities such as

arcs.

For many applications a high degree of ionization of the

sputtered vapor is desired as the ion flux to the substrate is

known to have a significant influence on the overall quality

of the resulting film.7,8 Ionized sputtered flux may be used to

bring about controlled ion bombardment of the growing film

by acceleration of the sputtered vapor across the plasma

sheath created by a negative bias applied to the substrate.

Ionized flux of the sputtered vapor therefore introduces an

additional control parameter into the deposition process. It is

referred to as ionized physical vapor deposition (IPVD)

when the sputtered vapor has more ions than neutrals.9,10

Over the past decade various ionized sputtering techniques

have appeared that can achieve a high degree of ionization

of the sputtered vapor.11 Common to all the IPVD techni-

ques is a very high density plasma. The development ofa)Electronic mail: ulfhe@ifm.liu.se
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IPVD techniques was initially mainly driven by the need to

deposit metal layers and diffusion barriers into trenches or

vias of high aspect ratio for integrated circuits,9,10,12–14 but

has during the past years found a number of additional areas

where the beneficial properties of increased ionization of the

sputtered vapor can be utilized, which will be addressed in

more detail at the end of this section. One of the most impor-

tant process parameters is the plasma density, since it affects

both the deposition rate as well as the ionization fraction of

the sputtered material flux. The plasma density increases

with increased power density supplied to the target. But

increased power density leads to overheating and eventually

melting of the sputtering target. Thus, there is an upper limit

to the power that can be delivered through the discharge tar-

get. Initially magnetron sputtering based IPVD processes

relied on a secondary discharge to create a dense plasma,

placed between the source (the cathode target) and the sub-

strate, to ionize a large fraction of the sputtered atoms.11,15

Recently, IPVD has been achieved by applying a high power

unipolar pulse of low frequency and low duty cycle to the

cathode to create a very high plasma density.11,16,17 This is

referred to as high power pulsed magnetron sputtering

(HPPMS). The HPPMS techniques have the advantage of

using essentially the conventional magnetron sputtering

equipment, except for the power supply. Thus, this technique

can be implemented into full scale industrial size deposition

systems, independent of the target geometry, with relative

ease. There are a few variations of the HPPMS technique. In

high power impulse magnetron sputtering (HiPIMS) a pulse

of very high amplitude, an impulse, is applied to the cathode

and a long pause exists between the pulses. In order to distin-

guish this technique from other pulsed magnetron processes

Anders18 defines HiPIMS as pulsed magnetron sputtering,

where the peak power exceeds the time-averaged power by

typically 2 orders of magnitude. This is sometimes done by

using a dc power supply to maintain a conventional dc mag-

netron sputtering (dcMS) discharge and then overlay high

power pulses with low duty cycle, referred to as preionized

HiPIMS.19 Other approaches include modulating the pulse

such that in the initial stages of the pulse (few hundred

microseconds) the power level is moderate (typical for a

dcMS) followed by a high power pulse (lasting a few hun-

dred microseconds up to a millisecond), and is referred to as

modulated pulse power (MPP).20 The nomenclature for

pulsed discharges used in this paper is based on the peak

power density at the target pt, combined with the duty cycle

(the percentage of the time that the pulse is on) as shown in

Fig. 1. We take pt¼ 0.05 kW/cm2 to be a typical upper limit

for a dcMS before target damage sets in. Pulsed discharges

below this limit are referred to as pulsed dcMS and include

the bipolar asymmetrically pulsed discharges, operating in

the medium frequency range 10–250 kHz, developed for

reactive sputtering.21,22 All discharge operation above the

dcMS limit is referred to as HPPMS. In this range, the higher

peak power must be compensated for by a lower duty cycle.

For square shaped pulses, this gives the power density

limit line shown in Fig. 1. The HiPIMS range in peak

power density is defined to lie above an HiPIMS limit,

pt> 0.5 kW/cm2. MPP pulses typically begin at a low power

level, often in the dcMS range, followed by a stronger pulse

of intermediate power density (0.05< pt< 0.5 kW/cm2) or

even into the HiPIMS range. As development proceeds, a

finer subdivision of the MPP discharges into various types is

envisaged. An almost unexplored area is pulse train structur-

ing, which we propose to mean cases when the time delays

between the pulses are varied, rather than the pulse form.

The HiPIMS discharge operates with a cathode voltage

in the range of 500–2000V, current densities of up to

3–4A/cm2, peak power densities in the range of

0.5–10 kW/cm2, repetition frequency in the range of

50–5000Hz, and duty cycle in the range of 0.5%–5%.11,15

Although the peak power is 2–3 orders of magnitude larger

than commonly used in a conventional dcMS discharge, the

average power is the same. The parameter range is much

wider in the pulsed system compared to conventional dc and

radio frequency (rf) operation and the pulsing of the dis-

charge allows for a much greater flexibility due to additional

control parameters such as pulse width, duty cycle, and pulse

frequency. A thorough review on IPVD techniques and their

applications was given by Helmersson et al.11 An early

review focusing only on the HiPIMS discharge was given by

Helmersson et al.23 and a more thorough review was given

by Sarakinos et al.24 More recently Anders18 gave a tutorial-

like overview of the HiPIMS technique. A recent review of

the MPP technique was given by Lin et al.25 An introductory

review on thin film processing using HiPIMS has been writ-

ten by Lundin and Sarakinos26 and a brief review on the

advantages of the HiPIMS technique for metallic thin film

coatings was given by Alami et al.27

High ionization of the sputtered vapor leads to better con-

trol of the film growth through the application of substrate

bias that can be used to control the ion arrival energy and

guide the deposition material. It is well known that low

energy working gas ion bombardment during deposition of

thin films has a significant influence on the structure and

properties of the growing film, including degree and direc-

tion of orientation, grain size, the film density, and film

stress.7,8,28 Increased ionization of the sputtered vapor also

gives improvement of the film quality, such as density,29–31

FIG. 1. (Color online) Nomenclature for pulsed discharges used in this paper

is based on the peak power density at the target pt, combined with the duty

cycle.
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higher hardness,32,33 improved adhesion,34 improved surface

roughness,35,36 control of the reactivity, the deposition tem-

perature can be lower while maintaining the film quality,37

phase tailoring,38 and guiding of the deposition material to

the desired areas of the substrate.39 Furthermore, due to the

pulsed nature of the deposition flux the instant deposition

rates are very high, giving a high supersaturation of adatoms

on the growth surface. This leads to changed growth condi-

tions with flat films and dense microstructures as a result.40

It has been shown that a higher deposition rate is achieved in

HiPIMS on surfaces that are not parallel to the target surface,

compared to deposition in a dcMS and that the film proper-

ties are equivalent to the films grown parallel to the target.41

Also, hysteresis-free reactive sputtering has been demon-

strated in an HiPIMS discharge.42 All of these advantages

are of particular importance for deposition on substrates of

complex nature.27,41

Here the development of the HiPIMS discharge will be

reviewed, its basic properties summarized, and the principle

of operation explained by simple models. This review

focuses on the discharge and its properties and does not dis-

cuss the nucleation and/or growth of thin films. In Sec. II the

magnetron sputtering discharge is discussed and its various

configurations in use today. This section is intended to be an

introduction to magnetron sputtering for the nonexpert and

also to emphasize that with the HPPMS techniques, IPVD

can be utilized in various configurations. Then we discuss

the development and properties of the high power pulsed

power supply. But the pulsed power supply is what distin-

guishes the conventional dcMS from an HPPMS system.

Section III gives an overview of the properties of the

HiPIMS discharge and summarizes the experimental find-

ings, such as the spatial and temporal variations of the

plasma parameters and the energy of the electrons and ions.

Keep in mind that the experimental characterization has

been performed on various configurations and multiple com-

binations of cathode targets and gas mixtures. Also, some of

these experimental results remain to be fully understood.

Thus, this section is supposed to serve as a starting point for

researchers entering the field. Section IV discusses the

physics of the HiPIMS discharge and summarizes the models

that have been constructed and simulations that have been

performed to describe its properties and understand its

behavior. This discussion starts with a simple phenomeno-

logical model and moves on to more involved discussion on

transport properties of charged particles in the presence of

electric and magnetic fields.

II. MAGNETRON SPUTTERING

The introduction of the magnetron sputtering discharge1

and its development into the planar magnetron sputtering

discharge2 defined the advent of a new era in vacuum coat-

ing technology. Here we discuss briefly the development of

the magnetron sputtering technique, the basic physics of its

operation, and the modifications that have been made over

the years. We describe the various configurations of the mag-

netron sputtering discharge that are in use both under labora-

tory and industrial conditions. Then we move on to discuss

the development, design, and characteristics of the pulsed

power supply that is used to drive the HPPMS discharges,

including HiPIMS and MPP.

A. Planar magnetron sputtering discharge

Sputtering is the ejection of atoms due to bombardment

of a solid or a liquid surface (the target) by energetic par-

ticles, often ions. Secondary electrons are also emitted from

the target surface as a result of the ion bombardment. The

source of ions for the sputtering process is most easily

achieved by a plasma discharge. Sputtering in gas discharges

was discovered in the mid-19th century.43 But it gained sig-

nificant interest in the late 1950 s and early 1960 s with

improved vacuum technology and the realization that a wide

range of materials could be deposited using sputtering,44,45

including dielectrics.46 These were often low aspect ratio

(L/R< 1) dc glow discharges, the cathode serves as the target

for ion impact sputtering, and almost all the applied voltage

appears across the cathode sheath. Here R is the discharge

radius and the discharge length L is typically a few centi-

meters, the negative glow extends almost to the anode, and

the positive column is absent. For decades these discharges

were used as a sputtering source for both metallic (dc glow

discharge) and dielectric targets (rf glow discharge).44–48

The discharge is maintained by the secondary electrons cre-

ated at the cathode (the target) by the impact of energetic

ions. These electrons sustain the discharge by accelerating

from the cathode and ionizing the neutral working gas,

which then bombards the cathode target and releases more

secondary electrons. To achieve high enough ion current for

commercially acceptable deposition rates very high dis-

charge voltages have to be applied, of the order of 2–5 kV.49

Since the discharge is maintained by secondary electron

emission, the operating pressure must be high enough so that

the secondary electrons are not lost to the anode or to the

grounded surfaces before performing ionization. These pres-

sures are higher than preferred for optimum transport of the

sputtered deposition atoms due to scattering by the gas

atoms. Hence, there is a narrow pressure range around 4 Pa

for dc glow discharge sputtering to be viable.49 In order to

lower the discharge voltage and expand the operation pres-

sure range the lifetime of the electrons in the target vicinity

had to increase. Penning50 had proposed the use of magnetic

field in a sputtering system to extend the lifetime of the elec-

trons escaping from the cathode, and trap them in the vicin-

ity of the cathode target. Exploration of the effects of

magnetic field on a dc glow discharge in diode configuration

led to the discovery of an additional ionization region in the

negative glow in the presence of magnetic field and

increased ion intensity at the target.51 This idea was devel-

oped into a cylindrical hollow cathode device in which axial

magnetic field is used to trap electrons, coined as magnetron

sputtering.1 The enhanced ionization with magnetic field

lead to acceptable deposition rates as well as operation at

pressures significantly lower than 4 Pa.1 These coaxial cylin-

drical magnetron sputtering sources52,53 were demonstrated
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in both hollow cathode1,6 and center cathode configura-

tions.54,55 These were followed by the introduction of the

planar magnetron sputtering device.2,3 In the planar configu-

ration, the magnetic field can be created by permanent mag-

nets,2 electromagnets,56,57 or a combination of both.58,59 A

schematic of a dc planar magnetron sputtering configuration

is shown in Fig. 2. In the planar configuration the magnetic

field lines go out in the center of the cathode and go back

into the cathode at the annular. If the cathode plate is circular

(can also be rectangular), the magnetic confinement is seen

as a torus shaped plasma that hovers in front of the target

and leads to the formation of a circular grovelike erosion

pattern (the “race track”) on the target surface.

Sometimes a planar magnetron discharge consists of a

planar cathode (sputtering source or target) parallel to an an-

ode surface. However, in most cases the anode is the

grounded shield around the magnetron target (as seen in

Fig. 2). Since the electrons will move along magnetic field

lines with ease, the magnetic field lines closest to the cathode

target that go through a grounded structure, e.g., the ground

shield, will define a virtual anode for the magnetron. The

position of the anode, including the virtual anode, is very

important for the interaction between the plasma and the

substrate. If the anode shields the plasma generated at the

cathode from the substrate, the plasma will be very weak in

the substrate vicinity and the possibility to utilize the plasma

to modify the growing film, with, e.g., low-energy ion bom-

bardment, is very limited.

In a conventional dcMS discharge the cathode is kept at a

constant negative voltage. Positive ions generated in the

plasma are accelerated toward the cathode target generating

a vapor of atoms and molecules from the target surface

through sputtering. In the magnetron sputtering discharge

the secondary electrons are accelerated by the potential dif-

ference between the cathode and the bulk plasma. The main

advantage of the planar magnetron is that the sputtered mate-

rial flows in the direction normal to the cathode plane and

will uniformly coat a surface that is translated past the mag-

netron target. Conventional planar dcMS sources are com-

monly operated using argon as the working gas in the

pressure range 0.1–1.5 Pa and the applied cathode voltage in

the range of 300–700V. This leads to current densities of the

order of 4–60 mA/cm2 and power densities of several tens of

W/cm2.3 This pressure regime and operation parameters lead

to a collisional-free sputter deposition process where the

deposition rate is limited by the target power density and the

sputtered atoms maintain their energy of a few eV obtained

from the sputtering event. The electron density in the sub-

strate vicinity is typically in the range 1015–1017m�3.60–63

The static deposition rate is in the range 1–10 nm/s. The

degree of ionization of the sputtered vapor is generally very

low, often on the order of 0.1% or less.64 The majority of the

ions bombarding the substrate are ions of the working gas.

Also, the density of the sputtered particles is much lower

than the density of the noble working gas.65 The primary

mechanism for the ionization of the sputtered metal vapor in

a dcMS is Penning ionization through impact with the work-

ing noble gas atoms that are in the metastable state.66 The

mean free path for the sputtered vapor with respect to elec-

tron impact ionization is over 50 cm.67

The cathode current voltage characteristics are found to

follow the relationship

Id ¼ kVn
d ; (1)

where Id is the discharge current (or cathode current), Vd

the discharge voltage (or cathode voltage), and n is in the

range between 3 and 15.3,53,68,69 Equation (1) is purely an

empirical observation. The exponent n depends on the effi-

ciency of the electron trapping in the plasma. The more ef-

ficient the electron trapping is the higher the n value.3 A

high value of n indicates that the discharge can accommo-

date a significant increase in discharge current with a rela-

tively small change in target voltage. This can be achieved

since the plasma is relatively weakly ionized and more

charge carriers are generated as needed.70 The constant k

depends on the target material, gas pressure, gas type, mag-

netic field shape, and the geometry of the discharge. As the

discharge is sustained by secondary electron emission from

the cathode by ion bombardment, the discharge current at

the target consists of electron current Ie and ion current Ii or

Id ¼ Ie þ Ii ¼ Iið1þ cSEÞ; (2)

where cSE is the secondary electron emission coefficient.

Note that cSE� 0.05–0.2 for most metals,71 so at the target,

the dominating fraction of the discharge current is ion

current.

The number of electron–ion pairs created by each second-

ary electron that is trapped in the target vicinity is then

N � Vd

Ec

; (3)

where Ec is the energy loss per electron–ion pair created

with the flow of secondary electrons into the plasma as the

source of energy.49,52,72 But, not all the secondary electrons

are confined in the target vicinity. To account for the elec-

trons that are not trapped, Thornton and Penfold52 assume an

effective secondary electron emission coefficient,

cSE;eff �
1

2
cSE; (4)

FIG. 2. Schematic of the dc planar magnetron discharge used for sputtering.
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that takes into account both the return probability and the

loss of secondary electrons due to poor electron trapping. To

sustain the discharge the condition,

cSE;effN ¼ 1 (5)

has to be fulfilled. This defines the minimum voltage to sus-

tain the discharge as

Vd;min �
2Ec

cSE
: (6)

Electrons in the target vicinity are magnetized, i.e., their

gyration radius is much smaller than the characteristic size

of the confining magnetic field structure. As seen in Fig. 2

the magnetic field is arched and the electrons are reflected

back into the ionization region above the race track when-

ever they encounter the cathode sheath edge. They bounce

back and forth along the magnetic field lines in cycloidal-

like trajectories until a collision occurs. The majority of the

ionization events occur in this region where the energetic

electrons are trapped. The path of the electrons is more com-

plicated due to the presence of both a magnetic field B and

an electric field E. In the absence of an electric field an elec-

tron will gyrate in the magnetic field with the electron cyclo-

tron angular frequency,

xe ¼
eB

me

; (7)

and the corresponding gyration radius is

rce ¼
ue;?
xe

¼ ue;?me

eB
; (8)

where ue;? is the electron speed perpendicular to the mag-

netic field B. In the presence of an electric field the electron

exhibits a net drift perpendicular to both the B and E field

vectors, often referred to as the Hall drift, or the E�B-

drift,49,73 which is given by

vE ¼ E� B

B2
; (9)

and the electrons perform trochoid movements. For a

planar magnetron discharge this drift is in the azimuthal

direction and the resulting azimuthal current is often

referred to as the Hall current.53,74 In addition, there is a

drift driven by the electron pressure gradient (or diamag-

netic drift) written as

vrp ¼
rpe � B

eneB3
: (10)

The Hall drift [Eq. (9)] and the diamagnetic drift [Eq. (10)]

result in an azimuthal current flowing above the target race

track. Notice that, as pointed out by, e.g., Thompson,75 the

curved vacuum B field drifts (the drifts of the gyro centers

that are proportional to the electron energies Ek and E?) give
no contribution to the macroscopic current in a homogene-

ous plasma. Ions have a gyration radius rci that is larger than

the characteristic size of the system, and thus the ions are not

magnetized by the relatively weak static magnetic field.

B. Modifications to the magnetron sputtering
discharge

Over the years various modifications have been made to

improve the magnetron sputtering technology (see, e.g., the

reviews by Kelly and Arnell76 and Sproul77), in particular to

increase the flux of ions to the substrate and to allow deposi-

tion of dielectric films. The magnetron sputtering technique

can be applied to a large variety of materials, and is easily

scalable to large areas. The coating uniformity can be in the

range of a few percent even for cathodes in the range of

meters. Over the past decades magnetron sputtering has

become an extremely important technology for thin film dep-

osition in a wide range of industrial applications. These

include metalization in integrated circuits,9,14 coatings for

wear resistance and corrosion protection,78 large area coat-

ing of architectural glass,79 and display applications.80

Depending on the application the applied target voltage can

be dc, radio frequency,81 or pulsed.82 The pulsed magnetron

sputtering arrangement can be either an asymmetric bipolar

pulsed21,22,83 or an unipolar pulsed16 discharge. Conven-

tional dcMS is ideal for depositing thin metallic films from

electrically conducting targets. When depositing from thick

electrically insulating (often compound) target materials, rf

power is the only option. Compounds such as oxides and

nitrides can also be deposited with reactive sputtering, in

which a metal target is sputtered inside a discharge of reac-

tive gas. The asymmetric bipolar dc sputtering discharge

was developed to optimize the deposition of insulating films

from conductive targets with reactive sputtering.21 Pulsing

the magnetron discharge in the medium frequency range

(10–250 kHz) when depositing insulating films can signifi-

cantly reduce the formation of arcs and; consequently,

reduce the number of defects in the resulting film. In asym-

metric bipolar mode the target is pulsed between the normal

operating voltage and a slightly positive (roughly 10%–20%

of the negative voltage amplitude) voltage for a short dura-

tion. More recently, high-power pulsed magnetrons in unipo-

lar mode have been proposed for highly ionized

sputtering.16,17 Over the past two decades there has been sig-

nificant progress in enhancing the level of ionization in the

magnetron sputtering discharge. This was initially achieved

by the application of a secondary discharge to a conventional

magnetron sputtering discharge,15 either an inductively

coupled plasma source (ICP-MS)12,84–86 or a microwave

amplified magnetron sputtering.87–90 The secondary dis-

charge typically creates plasma with electron density in the

range of 1017–1018m�3 and with electron temperature in the

range of 1.5–4.5V,91,92 which corresponds to electron

impact ionization mean free path for the sputtered vapor of a

few centimeters.9,67 The ICP-MS discharge is currently

widely used in the semiconductor industry for deposition of

metal and compound lines, pads, vias, and contacts.14 The

combination of magnetron sputtering and secondary high

density discharges was also applied to demonstrate a
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collisionless deposition process at pressures below

0.1 Pa.89,93 The low pressure sputtering can be realized with

improved plasma confinement or a secondary discharge that

provides additional ionization of the working gas.93 HiPIMS

is a sputtering technique where a high density plasma is cre-

ated by applying high power pulses at low frequency and

low duty cycle to a magnetron sputtering device. Then the

peak electron density is in the range of 1018–1019m�3,94,95

which corresponds to an electron impact ionization mean

free path for the sputtered vapor of order of 1 cm or less.67

These discharges are the subject of this review.

The conventional planar magnetron sputtering discharge

is considered to be balanced if the magnetic fluxes through

the pole faces of the outer poles and through the pole face of

the inner pole are similar. If the condition is fulfilled the

magnetic trap confines the plasma just in front of the cathode

target. The substrate thus experiences very little impinge-

ment by ions, which is useful when depositing on heat sensi-

tive substrates. The unbalanced magnetron was developed as

an attempt to increase the ion current density to the sub-

strate.56,96,97 A strengthening or weakening of the magnetic

flux through one of the poles leads to an unbalance in the

magnetic circuit. Window and Savvides56 define two types

of unbalancing. In type I, all field lines originate from the

central magnet with some not passing into the annular mag-

net. So in this case the unbalanced field lines are directed to-

ward the chamber walls, leading to low plasma density in

the substrate vicinity. In type II, all the field lines originate

from the annular magnet with some not passing into the cen-

tral magnet. These unbalanced field lines extend into the

substrate vicinity. Some of the secondary electrons can fol-

low these magnetic field lines away from the target toward

the substrate. Thus, the plasma is not strongly confined to

the target region, but is allowed to flow out toward the sub-

strate. This leads to a significant increase in the ion current

density in the vicinity of the substrate.77,97 As a consequence

the energy of the ions bombarding the substrate during film

growth can be tuned by the substrate bias.

C. Discharge configuration

The planar magnetron sputtering discharge is well estab-

lished for deposition of thin films of both metallic and

dielectric materials. It is widely used in both laboratory set-

tings (using small circular targets) and in industrial applica-

tions where the targets are linear (rectangular). For industrial

applications the productivity depends on the deposition rate

and the sputter target utilization. One disadvantage of the

planar configuration is the nonuniform magnetic field on the

target surface that leads to nonhomogeneous ion current dis-

tribution across the target surface and thus induces a local-

ized erosion area on the target (the race track). This implies

a low utilization of the target. For a planar magnetron sput-

tering discharge the target utilization is often in the range

26%–45%.2,3 However, this issue has been resolved to a

large degree by using rotating magnetic assemblies that

increase the target utilization and improve the film thickness

homogeneity dramatically,98,99 and target utilization of up to

77% has been reported using an asymmetric yoke magnet

structure.100

The rotable cylindrical magnetron target was proposed to

further alleviate the problem of low utilization.101 Then the

cathode target is a cylindrical tube and the magnet assembly

is installed inside the cylinder as seen in Fig. 3. The target can

rotate during the sputtering so the target erodes uniformly as

the target material is continuously exposed to the plasma

zone, resulting in a uniform erosion around 360� of the target
surface. Thus the target life increases substantially and the tar-

get utilization is as high as 90%. In the cylindrical configura-

tion the target surface area may be in hundreds and up to tens

of thousands of square centimeters. In some cases the magnet

assembly is wobbled for improved layer thickness distribu-

tion.80 The rotating magnetron sputtering discharge is widely

used for large-scale industrial applications, in particular in

large in-line flat glass coating plants.79 For large area coat-

ings, using a typical in-line coater, the substrate is moved rela-

tive to the magnetron cathode target in a linear fashion. In

particular for reactive sputtering the active region of the rotat-

able target is maintained free of dielectric layer build up due

to continuous sputtering with rapid rotation speeds (20 rpm).79

It is difficult to coat uniformly complex components at ac-

ceptable rates from a single source. Therefore, in order to

exploit the magnetron sputtering technology to large scale,

industrial systems consisting of multiple magnetron sputtering

targets have been developed.76 A dual magnetron sputtering

system can be set up in either closed field or open field (mir-

ror) configuration.102 In the closed field configuration the two

magnets have opposite polarity and in the open field configura-

tion they have the same polarity. So, in the closed field config-

uration, the field lines are linked between the magnetrons,

losses to the chamber walls are low, and the substrate is situ-

ated in a high density plasma (note that this arrangement

requires unbalanced magnetrons of type II). The dual configu-

ration is often applied to enhance process stability in large

industrial coaters where the power is switched between two

cathodes of the same material. The two magnetrons alternately

act as a cathode and anode, so a coating of the anode by an

insulating layer during reactive growth, phenomena referred to

FIG. 3. Rotating magnetron sputtering discharge. The cathode target is a

tube that rotates around the fixed magnet assembly with a frequency of

roughly 1 Hz. After Wright and Beardow (Ref. 101).
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as the disappearing anode effect, can be avoided. Hence, the

dual configuration can provide a stable operation over a long

process time and thus the dual magnetron sputtering systems

are the preferred choice for large area coating on an industrial

scale.103 It is also frequently applied for the growth of complex

materials of varying stoichiometry by varying the power to the

targets independently as well as the target to substrate dis-

tance.104 A dual magnetron sputtering system for deposition

inside tubular substrates has been developed using a combina-

tion of dcMS and HiPIMS discharges arranged in the open

field configuration105 and a dual HiPIMS discharge in the

closed field configuration has been demonstrated.106

In the closed configuration (using unbalanced magnetrons

of type II, with stronger outer poles) a virtual anode between

the magnetrons can be avoided, and the expansion of the

plasma to fill the space between the magnetrons is promoted.

This was developed further into unbalanced multimagnetron

sputtering systems referred to as closed field unbalanced

multimagnetron systems (CFUBMS).107 In the CFUBMS

configuration, magnetrons with alternating polarities, and

hence joining of magnetic field lines between magnetrons,

are lined up using even numbers of magnetrons (2,4,6,8),

and surround a rotating substrate holder. As demonstrated in

Fig. 4 these adjacent magnetrons have opposite magnetic

polarities and the field lines are closed. This leads to signifi-

cantly enhanced ionization in the substrate vicinity. This

configuration has been used successfully in industrial scale

systems for almost two decades.

D. Pulse power supply

As discussed in Sec. II A, for a conventional dcMS dis-

charge the power loading is typically a few tens W/cm2. For

the HiPIMS discharge the power loading during the pulse

can peak to several kW/cm2. It is this high power density

that is the key to achieving the dense plasma and the high

degree of ionization of the sputtered vapor. At first glance

the only difference between a conventional dcMS system

and an HiPIMS system is the pulsed power supply. However,

in reality some modification of the magnetron may also be

necessary, which may include increased isolation to handle

higher potentials, weakening the magnetic field to avoid too

strong deposition rate loss, and improved cooling. Various

pulsed power supplies have been developed to drive the

HiPIMS discharge. Currently there are several commercially

available HiPIMS power supplies capable of driving large

area sputter targets. Here we first review the historical devel-

opment of the pulsed power supply and its introduction to

the magnetron sputtering technology. Then we describe the

basic circuit and the circuit parameters that are used to create

the high power pulse. Finally, we discuss the temporal varia-

tion of the discharge current and voltage, and their features.

1. Historical remarks

The design of the pulse generators is based on the tech-

nology developed to drive radars in the 1940 s,108 and xenon

flash-lamp pump sources for solid state lasers in the

1960 s.109 They have more recently been developed to drive

pulsed arc deposition sources.110,111 The historical develop-

ment of the power supplies for the HiPIMS discharge has

recently been reviewed by Ochs et al.112 They trace their de-

velopment to the Moscow Engineering and Physics Institute

in the early 1970 s where the initial work was on glow dis-

charges (without magnetic confinement). In 1993 Mozgrin

et al.113 reported a peak power of 200 kW (200A) onto a

1200mm diameter target giving 1.8 kW/cm2 at a repetition

rate of 10Hz. Bugaev et al.114 report on a pulsed power sup-

ply that operates at repetition frequency 5–20 Hz and pulse

duration 2–10ms, and gives peak power of 4 kW, for pulsing

a filament-assisted hollow cathode magnetron with a pulse

voltage up to 800V and a peak current of 450A. They report

cathode current densities as high as 2.8A/cm2. Kouznetsov

et al.16 discuss a thyristor based power supply capable of

peak power pulses of up to 2.4MW at repetition frequency

50Hz and pulse width 50–100 ls generating a peak target

power density as large as 2.8 kW/cm2 on a planar magnetron

target. Christie et al.115 report on a power supply capable of

peak powers of up to 3MW operating at single shot to

500Hz repetition frequency and pulse width of 100–150 ls.

These early HiPIMS power supplies are characterized by an

initial voltage peak in the kilovolt range followed by a drop

in the voltage to several hundred volts, typical of the operat-

ing voltage of a conventional dcMS. After a slight delay

from the inital voltage peak the target current increases up to

a peak value which also decays with falling voltage (see the

discussion by Gudmundsson et al.95). A power supply that

provides a constant voltage (a nearly rectangular waveform)

throughout the length of a 400 ls long pulse due to a large

storage capacitance has also been developed for HiPIMS

applications (SPIK2000 A)116 (see, e.g., Anders et al.117).

FIG. 4. Top view of a closed field unbalanced multimagnetron system com-

monly used in industrial scale configurations. Here four magnetrons with

alternating polarities are lined to surround a rotating substrate holder. After

Kelly et al. (Ref. 78).
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Musil et al.118 report on experiments with a pulsed power

supply (Rübig MP120) that works in the frequency range

0.5–50 kHz with maximum peak voltage of 1000V and a

peak current of 120A, and thus maximum pulse power of

120 kW. Another approach to HPPMS is arbitrary tailored

pulse shape utilizing multistep pulses, as introduced by Chis-

tyakov et al.,119,120 and referred to as MPP (see Fig. 1). Typ-

ically, a stable weakly ionized discharge is formed with a

low power density (typical for dcMS) prior to a transition to

a strongly ionized discharge created with a power density of

0.1–1.5 kW/cm2 with a pulse length up to 3ms and pulse fre-

quency in the range 4–400Hz.25 Ehiasarian and Bugyi121

demonstrate a pulse generator (HMP 6/16) that supplies up

to 3000A at 2000V in 0–200 ls pulses at 0–100Hz fre-

quency for large area cathodes (>400 cm2). For industrial

applications the HiPIMS technique was demonstrated on

linear magnetron targets of 400 cm2 area121 and later of

1200 cm2 area.122,123 Leroy et al.124 have demonstrated

HiPIMS using a rotating cylindrical magnetron. They oper-

ated the discharge up to power densities of 2.7 kW/cm2. It

should be noted however that for applications in glass and

web coating the cylindrical target area can be as large as a

several times 10|000 cm2, and thus the peak power has to be

in tens of MW. Currently, a power supply that operates at

voltages up to 3 kV and can give a peak current of 6 kA and

thus a pulse power of 18MW is in production.125

2. Pulse generator

Pulser technology is often based on a switched capacitor

bank in which a thyristor (historically a vacuum tube) switch

is used to connect an energy storage capacitor to the load to

initiate the pulse and then disconnect it at the end of the

pulse. Sometimes this is arranged into what is referred to as

line type pulsers. The energy storage device is essentially a

lumped-constant transmission line108 and consists of a

lumped element network approximating a transmission

line.126 This component of the line-type pulser is both the

source of the electrical energy during the pulse as well as the

pulse-shaping element and is generally referred to as the

pulse-forming network. The design of a power supply for a

high power pulsed magnetron sputtering is discussed by

Christie et al.,115,127 Sproul et al.,128 and Kouznetsov.129 It

is usually based on the pulse-forming network and consists

of a single or multiple mesh LC network as seen in Fig. 5.

These systems operate in a repetitively pulsed manner. The

pulse generator consists of a discharge capacitor which is

connected to be charged from a charging circuit through a

thyristor switch. The energy for the pulse is stored in an elec-

trostatic field in the amount 1=2ð ÞCsV
2
0 , were Cs is the net-

work storage capacitance and V0 is the peak charge voltage

on the capacitor. The charging circuit generally consisted of

a power supply and a charging element. The use of an in-

ductance makes it possible to design a very highly efficient

resonant charging circuit.130 Resonance charging of the ca-

pacitor is most often accomplished from a dc voltage source

through a thyristor switch.113,131 The power supply can also

be a transformer that has its primary winding connected to

line mains and its secondary winding connected to the dis-

charge capacitor through a diode and a thyristor switch.129

The pulse forming line is switched to the magnetron dis-

charge through another thyristor. The pulse shaping element

can be either a resistance or an inductance. If the pulse shap-

ing element is an inductance coil it is connected in series

with the magnetron discharge for pulse shaping (matching)

in order to reduce the rate of current rise. This inductor often

has a variable inductance in order to match various cathodes

and to eliminate oscillations.125 This inductor is chosen so

that it limits the current peak of the discharge in order to

obtain the desired plasma parameters of the sputtering

gas.115,129 Without the inductor connected in the circuit the

current during the discharge of the capacitor the current

could rise to hundreds of kiloamperes. The size of the dis-

charge capacitor is typically of the order of 1–50 lF and the

inductor has an inductance of the order of

20–100 lH.59,115,127,129 The charge voltage V0 varies from

hundreds of volts to several thousand volts. The pulse repeti-

tion rate is generally varied from a few Hz to 5000Hz.

Some of the high power pulse systems include a

preionizer.19,113,131–134 An electric circuit diagram illustrat-

ing a pulse generator with a preionizer is shown in Fig. 6.

Here a dc power supply maintains a conventional dcMS dis-

charge. The storage capacitor Cs is charged through a thyris-

tor switch from a charging circuit and a trigger circuit

discharges the capacitor through a thyristor switch.

Christie et al.115 and Sproul et al.128 point out that arc

handling is required for practical application of HiPIMS.

Arc can be detected in various ways.115 One way is to moni-

tor the discharge current: when the current increases beyond

a set threshold an arc is detected. Also, the time derivative of

the current can be monitored in order to detect any fast cur-

rent rise characteristic for arcs. Similarly a sudden voltage

decrease can be used to detect an arc. When arc suppression

initiates, the increase in current is stopped by disconnecting

the capacitor from the inductor and then disconnecting the

inductor from the discharge load. At last the inductor energy

is recycled into the capacitor.

3. Discharge current and voltage waveforms

To describe the discharge current–voltage characteristics

the current–voltage–time space is required. The exact shapes

of the current and voltage waveforms are to a great extent

determined by the size of the storage capacitor Cs, and also

depend on whether the circuit inductance L or the resistance

of the plasma discharge dominate in limiting the current.

When the inductance L is relatively small the output voltage

rises rapidly to a sharp peak. Then the output voltage

FIG. 5. Basic single mesh LC network between the charging power supply

and the discharge load.

030801-8 Gudmundsson et al.: High power impulse magnetron sputtering discharge 030801-8

J. Vac. Sci. Technol. A, Vol. 30, No. 3, May/Jun 2012

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jva.aip.org/jva/copyright.jsp



decreases to a level that is determined by the discharge prop-

erties. This output voltage slowly decreases as the capacitor

discharges, until it has dropped to a level where it cannot

sustain the plasma. As the plasma dies, the current decreases

to a low level. When the inductance L is so large that it, and

not the plasma resistance, is limiting the current, the pulse

width can be estimated as115

tw � 3
ffiffiffiffiffiffiffiffi

LCs

p

(11)

and is typically in the range 50–500 ls. The exact pulse

shape is also determined by the load, the discharge formed

in the sputtering device, and depends thus on the gas type,

gas pressure, and magnetron design and size. An example of

the temporal variations of the cathode voltage and discharge

current can be seen in Fig. 7 measured using the same power

supply (SINEX I) as used in the seminal work of Kouznetsov

et al.16 It can be seen that the waveform of the cathode volt-

age and the discharge current depend on the discharge gas

pressure. The actual pulse width decreases with increasing

discharge gas pressure. In the initial phase the applied volt-

age is in the kilovolt range. The voltage then drops to several

hundred volts, which are typical operating voltages for a

dcMS discharge. As the voltage drops the discharge current

increases up to a peak value followed by a decay of the cur-

rent. Generally, the discharge does not reach stationary

plasma discharge conditions for pulse lengths of 100 ls or

less. Some pulser units have a storage capacitor Cs that is

large enough to keep a constant voltage for a relatively long

pulse. Using a pulse power supply that keeps a constant volt-

age throughout the pulse length of 400 ls, Anders et al.117

recorded a set of current waveforms each taken at a fixed

voltage for various target materials. They demonstrated that

the current waveform for the HiPIMS discharge typically

exhibits an initial pressure dependent peak that is followed

by a second phase that is power and target material depend-

ent. They claim that the initial peak is dominated by the ions

of the sputtering gas while the later phase has a strong con-

tribution from self-sputtering. To reach the latter phase the

pulse length has to be longer than 100–200 ls depending on

the target material.

A delay is always noticed between the target voltage and

the discharge current. This can be clearly seen in Fig. 7 and

this delay time decreases as the pressure is increased from

0.4 to 2.7 Pa. This delay depends on the gas pressure,95 gas

composition,136 target material,137 and applied voltage.138

The delay time increases with decreasing pressure and can

be in the range of a few ls to over 100 ls.95,134 Yushkov and

Anders138 explore this phenomena both experimentally and

theoretically. The delay of current onset consists of a statisti-

cal time lag ts and the formative time lag tf or

td ¼ ts þ tf : (12)

It is known that the fluctuation in the delay time in the

HiPIMS discharge is very small so we can assume ts � tf .

By treating the initiation of the discharge as a vacuum break-

down Yushkov and Anders138 derive an equation for the

formative time lag,

tf �
a

Vd � Vb

exp
b

Vd

� �

; (13)

where Vb is the static breakdown voltage, Vd is the applied

voltage, a¼Ap, and b¼Bpd, where A and B are constants

determined experimentally and depend on the gas type and

are listed in Table I for common working gases. Poolcharuan-

sin et al.134 have demonstrated how a dc preionizer can be

used to reduce or eliminate the formative time lag and thus

the ignition delay time in an HiPIMS discharge when operat-

ing at pressures below 0.1 Pa. If the pressure is very low and

the delay time is significant the plasma cannot fully develop

within the pulse and if the delay is longer than the actual pulse

width the plasma will not ignite at all. The role of the preion-

izer is to provide a seed of charge in the discharge volume

between the pulses. This allows for the HiPIMS discharge to

be operated at low enough pressure to reach the region of bal-

listic transport of sputtered particles.139

FIG. 6. Electric circuit diagram illustrating a pulse generator with a preion-

izer. A dc power supply maintains a conventional dc magnetron discharge.

The storage capacitor Cs is charged through a thyristor switch ðT2Þ from a

charging circuit and a trigger circuit discharges the capacitor through a thyr-

istor switch ðT1Þ.

FIG. 7. (Color online) (a) Applied target voltage Vd and (b) the applied tar-

get current Id for an argon discharge at 0.4 and 2.7 Pa. The target is made of

copper 150mm in diameter. After Gudmundsson et al. (Ref. 135).
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III. HIGH POWER IMPULSE MAGNETRON
SPUTTERING DISCHARGE

There has been extensive investigation of the spatial and

temporal variation of the plasma parameters in the HiPIMS

discharge. A brief overview of the key plasma parameters

observed experimentally in an HiPIMS discharge was

recently given by Gudmundsson.67 Here we give an

extended overview of the measured plasma parameters in the

HiPIMS discharge, first discussing the electron energy, elec-

tron density, and electrical potential in Sec. III A, then the

ion energy and plasma composition in Sec. III B, deposition

rate in Sec. III C, self-sputtering in Sec. III D, and reactive

sputtering in Sec. III E.

A. Electron energy, electron density, and electrical
potentials

There have been several studies of the spatial and tempo-

ral variation of the electron density in the HiPIMS discharge

using Langmuir probe diagnostics.94,95,135,140–148 Measure-

ments of the temporal and spatial behavior of the plasma pa-

rameters indicate a peak electron density of the order of

1018–1019m�3,94,95,140 which during the ignition and growth

phase expands from the target as an ion acoustic wave, with

a fixed velocity that depends on the gas pressure.149 This is

roughly 2 orders of magnitude higher density than com-

monly observed in the substrate vicinity for a conventional

dcMS discharge. Figure 8 shows the spatial distribution of

the electron density in front of a titanium target for various

times after initiating the pulse for a gas pressure of 2.7 Pa

(after Bohlmark et al.140,150). The plasma density remains at

a relatively high level of 1017–1018m�3 even 540 ls after

the pulse is off. In fact a high plasma density �1017 is com-

monly observed to linger at large distances from the target

surface for a rather long time, up to a few milliseconds.95,151

Also, at larger distances, measurements of the temporal vari-

ation of the electron density at higher pressures (above

1.3 Pa), show two maxima.95,141 A second peak in the elec-

tron density appears several hundred microseconds after the

end of the high voltage pulse.95 The timing of this second

TABLE I. Value of the constants A and B for various noble gases.a

A B Range of E/p

Gas (cm�1Torr�1) (V cm�1 torr�1) (V cm�1Torr�1)

Ne 4.4 111 100–400

Ar 11.5 176 100–600

Kr 15.6 220 100–1000

Xe 24 330 200–800

aFrom Lieberman and Lichtenberg (Ref. 48).

FIG. 8. (Color online) Temporal and spatial variation of the electron density. The snapshots are taken (a) 40, (b) 160, (c) 280, and (d) 640 ls after initiating the

100 ls long pulse. The gas pressure was 2.7 Pa, pulse energy 9 J, and the target made of Ti 150mm in diameter. After Bohlmark et al. (Refs. 140 and 150).
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peak depends on the chamber dimension, and it is thus

believed to be due to reflections of neutrals from the cham-

ber walls (the existing plasma will be locally densified by

the reflection).141 Vetushka and Ehiasarian142 report a factor

of 2 higher electron density in the substrate vicinity for a dis-

charge with a chromium target than for a titanium target for

the same discharge current. They also report mass spectrom-

etry measurements that show the metal argon ratio for chro-

mium nCrþ=nArþ is roughly twice of the ratio nTiþ=nArþ for

the same discharge current.152,153 In a reactive Ar/O2 dis-

charge the electron density peak value, slightly below

1018m�3, is roughly independent of the discharge pressure

but the peak electron density increases with increased dis-

charge current.147 MPP sputtering uses relatively long pulses

(a few milliseconds) of high, but not extreme power den-

sities, and allows the operator to play with the voltage wave-

form, e.g., apply a stepwise increase or decrease in the

applied power.20,25,119 Because of this limited peak power

the peak plasma density is in the range 1017–1018m�3,154

which is lower than is observed for the shorter and more

intense HiPIMS pulses as discussed earlier. In summary, it is

seen that the HiPIMS discharge generates a dense plasma

both in metal as well as reactive mode with peak densities

reaching up to 1019m�3. Generally a monotonic rise in

plasma density with discharge gas pressure95 and applied

power141 and linear increase in electron density with

increased discharge current,144 is observed.

For dcMS the electron energy distribution function

(EEDF) is commonly observed to be bi-Maxwellian in the

substrate vicinity.61,63,155 Sheridan et al.61 claim that the hot

electrons are not energetic enough to be the ones emitted

from the target, but are created in the magnetic trap in the

cathode fall regions and drift to the downstream region under

the influence of a diverging magnetic field.60,155 For the

HiPIMS discharge the EEDF during the pulse has been

observed to be Maxwellian.135 However, bi-Maxwellian

behavior, with weakly populated hot electrons, has been

reported for the initial stages of the pulse.143 Poolcharuansin

and Bradley146 claim that there are three distinct groups of

electrons in the initial stages of the pulse (<4 ls). They

describe these three distinct groups as super-thermal, hot,

and cold electrons with effective electron temperatures in

the ranges 70–100, 5–7, and 0.8–1 eV, respectively. The ex-

planation given by Poolcharuansin and Bradley146 for the ex-

istence of the super-thermal electrons assumes that initially

the sheath is very thin or nonexisting depending on the off-

time remnant plasma. After the pulse initiation the sheath

expands rapidly due to increasing target cathode voltage.

The electrons from the remnant off-time plasma then get

accelerated in the increasing axial field of the forming

sheath. This results in an E�B-drift and azimuthal current.

As the sheath edge advances these electrons may then

bounce from the leading edge of the sheath, similar to what

is referred to as stochastic heating in capacitively coupled rf

discharges.49 Thus, beamlike electrons are formed and are

detected as a very high effective electron temperature in the

first few microseconds after the voltage initiation. This leads

to a very high negative floating probe potential as has been

observed by Pajdarová et al.143 and Poolcharuansin and

Bradley.146 The temporal variation of the effective electron

temperature shows generally relatively high values (2–6 eV)

about a few tens of microseconds into the pulse, which then

decrease to values of 0.3–1 eV.135,142,144,145 Vetushka and

Ehiasarian142 report a peak electron temperature of

2.3–7 eV, depending on the pressure and target material,

early in the pulse and then a relatively constant value of 0.4

and 0.8 eV after the pulse is off for at least 300 ls at 0.3 Pa,

for Cr and Ti targets, respectively. Similar findings were

reported by Gudmundsson et al.,135 which see the effective

electron temperature fall before the end of the pulse to a con-

stant value of about 0.7 eV at 0.4 Pa and 0.3–0.4 eV at

2.7 Pa. Electron temperatures of 1.5–2 eV a few tens of

microseconds into the pulse that cool off during the pulse

have also been observed in a reactive Ar/O2 discharge.
147 By

optical emission spectroscopy Ross et al.156 find a stable

well-defined electron temperature of roughly 1.2 eV from

20 ls after the plasma ignition to the end of the pulse when

sputtering from a titanium target in argon at 0.67 Pa. The

electrons are expected to be cooled down more effectively in

the HiPIMS discharge since there is a significantly higher

density of metal species during the pulse (but not necessarily

on average) in an HiPIMS discharge compared to a conven-

tional dcMS discharge, and electron impact excitation and

ionization of the metal atoms have lower thresholds than the

inert working gas. During the initial stages of the pulse the

ions of the inert working gas dominate the discharge, while

later in the pulse metal ions build up and become the abun-

dant ion species (see Sec. III B).

The spatial and temporal variation of the plasma potential

has been measured by an emissive probe in an argon dis-

charge with titanium target at 0.54 Pa.157 These measure-

ments show that in the initial stages of the 100 ls pulse

(�6–8 ls into the pulse) the plasma potential exhibits very

deep negative values (~�150V) next to the target (1 cm

away). This value decreases with distance, but does never

reach ground potential. Within the confined plasma region

Mishra et al.157 also find extraordinarily high axial and radial

electric field components, or up to several kV/m, calculated

from the plasma potential measurements. As the plasma

develops and the discharge current reaches a maximum

(roughly 40 ls into the pulse), the plasma potential is ele-

vated everywhere within the plasma, but deep values (down

to �40V) remain at positions closest to the target surface

(z¼ 1 cm).

There are also reports on characterization of multiple

magnetron systems that allow for additional control parame-

ters, such as the delay between subsequent pulses. Stranak

et al.158 performed time resolved Langmuir probe measure-

ments in a dual HiPIMS system with two cathodes in a

closed magnetic field configuration. They explored the effect

of a delay between the subsequent pulses and demonstrate

that the delay can be applied as an additional control param-

eter to adjust the process parameters. The peak electron den-

sity during the second pulse as well as the temporal variation

of the effective electron temperature and the ion fluxes on

the substrate can be controlled by the delay time between the
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pulses. Vozniy et al.159 apply high power pulses to four cath-

ode targets. They find that if a 20 ls long pulse is applied

first to two magnetron targets, and then 20 ls later to the sec-

ond pair of cathode targets, the ion density is about 40%

higher than when applying the pulse simultaneously to all

four cathode targets. In this experiment the average power

was 200W and the repetition frequency 1 kHz.

B. Ion flux, energy, and composition

In dcMS, the sputtered vapor is considerably more ener-

getic than thermally evaporated atoms (a few eV as com-

pared to about a tenth of an eV). Usually it is desirable to

maintain this initial kinetic energy of the sputtered atoms,

because of its effect on the film growth.160 Relatively low

pressures are normally used to minimize scattering of the

sputtered atoms. The sputtering process is, therefore, nor-

mally a line-of-sight process where the deposition flux can-

not be easily controlled, since it consists of neutral atoms.

The ion energy distribution of the ions of the sputtered vapor

in a dcMS generally shows a narrow low energy peak, due to

thermalized ions that are accelerated by the plasma potential,

and a broad distribution at higher energies that originates

from the sputtered neutrals which have been ionized by elec-

tron impact within the plasma (see, e.g., Ref. 161). Due to

the small mass of the electron the electron impact ionization

does not change the energy of the resulting ion by much.

This broad distribution has been measured for sputtered neu-

trals162 and is predicted by the Thompson random collision

cascade model.163,164 According to the Sigmund–Thompson

theory the energy distribution function can be approximated

by

fS�T / E
ðE þ EbÞ3

; (14)

where Eb is the binding energy of the target material.164–166

This model predicts an energy spectrum that peaks sharply

at 1
2
Eb, followed by a gradual decrease to higher energies

ð/ 1=E2Þ.
The first measurements of the ion energy distribution

function (IEDF) in an HiPIMS discharge were reported by

Bohlmark et al.167 for a titanium target sputtered with argon

as the working gas at 0.4 Pa. The mass spectrometer was

inserted from the side of the chamber, parallel to the target

surface. The ion energy for Tiþ ions showed a high energy

tail with ions traced to an energy up to 100 eV. The average

ion energy was roughly 20 eV. Furthermore, a highly metal-

lic ion flux was observed during the active phase of the dis-

charge. The energetic metal ions are mainly created during

the pulse, while the target current reaches its maximum. For

comparison the ion energy distribution from a dcMS has a

peak ion energy of about 2 eV and high energy tail that

extends to 20 and 40 eV for Arþ and Tiþ ions, respectively.

This is demonstrated in Fig. 9, which shows a comparison of

the ion energy distribution for the Tiþ ion from a HiPIMS

discharge and dcMS discharge with titanium target (from

Ref. 168). Ehiasarian et al.152 report somewhat lower maxi-

mum energy for the Tiþ ions or 45V at 0.4 Pa, which may

be due to a different geometry of the experiment. Tiþ ions

deflected sideways from the magnetron target were investi-

gated further by Lundin et al.168 They observe a high energy

tail that extends up to 80 eV when the mass spectrometer is

perpendicular to the cathode target surface but only up to

23 eV when the mass spectrometer is perpendicular to but in

a plane 5 cm from the target surface. This is shown in

Fig. 10. Furthermore, in the same experiment when the ori-

fice of the mass spectrometer was facing two opposite sides

of the target race track, it was seen that the high energy tail

reached about 60 eV from one side, but only about 40 eV

from the other side. This azimuthal kick of the ions is con-

sistent with the forces exerted by the azimuthally rotating

current below the circular magnetron, which tangentially

ejects the ions sideways with an asymmetric ion energy dis-

tribution. Independent corroboration of this result was

recently presented by Poolcharuansin et al.,169 who used a

retarding field analyzer to measure the velocity and energy

distribution functions of ions ejected sideways out of an

FIG. 9. (Color online) Time averaged ion energy distribution for Tiþ ions

from HiPIMS and dcMS discharges measured at 0.80 Pa and 1 cm below the

target using equal average power. Note that the displayed intensities are in

arbitrary units and that no correlation between the different abundances of

Tiþ can be made based on this measurement only. Furthermore, the distribu-

tions have been normalized to fit into one single plot. The mass spectrometer

was inserted from the side of the chamber (i.e., parallel to the target sur-

face). From Lundin et al. (Ref. 168).

FIG. 10. (Color online) Time averaged ion energy distribution for Tiþ ions

at 0.53 Pa using 500V HiPIMS pulses for different distances from the target

surface. The average ion energy is found to be around 18 eV when measured

at the target position. The mass spectrometer was inserted from the side of

the chamber (at z¼ 0.00m). From Lundin et al. (Ref. 168).
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HiPIMS discharge. This revealed high-energetic tails with

ion energy measured up to 50 eV, with the ion flux and the

mean energy of the ions distributed asymmetrically; the

maxima were obtained into the direction of an oncoming ion

fluid rotating in the same direction as the electron E�B

drift. The physical mechanism for the origin of this behavior

is further discussed in Sec. IVD. With a mass spectrometer

that faces the target Vlček et al. observed copper ions that

have energies of up to 45 eV,170 and titanium ions that have

energies of up to 50 eV,171 at 0.6 Pa, and zirconium ions

with energies up to 100 eV at 1 Pa.172 They find Cuþ ions to

be up to 80%–95% of the total ion flux to the substrate.173

Mishra et al.174 also have the mass spectrometer facing the

race track region of the target 10 cm from a titanium target.

They find Tiþ ions having a high energy tail extending up to

100 eV.

Hecimovic et al.153,175,176 explore the IEDFs from Cr, Ti,

and C targets. The average energy of metal ions was higher

for Tiþ ions than for Crþ ions, while Cþ ions had the lowest

mean energy for a given target current. With a mass spectrom-

eter facing the center of the magnetron target they also

explored the temporal evolution of ions at various distances

from the target and found that the plasma composition and the

IEDF depend strongly on the distance from the target surface,

and that the sputtered ion-to-working gas ion flux ratio is in

the range from 1 to 3.5.176 The IEDFs of the ions of the sput-

tered vapor consist of two Maxwellian distributions with low

and high energy groups of ions.153 They attribute the low

energy group to fully thermalized ions of the sputtered vapor

that exist in the post-discharge and claim that the high energy

tail originates from the pulse on period and shortly after the

end of the pulse175 and originates from the sputtering cascade,

by electron impact ionization of the sputtered vapor atoms

which follow the Thompson distribution.163 They also find

that the average ion energy increases with increasing peak dis-

charge current. The ions of the working gas exhibit lower

energy but still have a high energy tail. They also observed

that the metal ions have a lifespan of a few milliseconds, the

actual lifespan depending on the target material, where light

elements, such as C and Al lose more energy in collisions

with Ar atoms and thereby have a shorter lifetime than, for

example, Nb, and that the lifespan of argon ions is longer than

that of the metal ions.137,175 Also, in the time off phase only

thermalized low energy ions are observed and the ion flux

decays exponentially with time.

At pressures below 0.1 Pa the sputter deposition is essen-

tially a collisionless line-of-sight deposition process.93 Pool-

charuansin and Bradley139 use a preionizer to shorten the

ignition time while sputtering a carbon target with argon as the

working gas at a very low pressure (86 mPa). For the argon

ions the main peak is at roughly 0 eV with a secondary feature

at �5–10 eV. The carbon ions exhibit two distinct peaks in the

ion energy distribution, one at low energy (�0 eV) and another

at higher energy (�10 eV). The higher energy peak is of much

higher intensity than the lower energy peak. They find that the

high energy peak was created during the on-time phase of the

HiPIMS pulse, while the low energy peak dominated the ion

energy distribution during the off time. Thus the high energy

peak reflects the energy of the sputtered atoms as they are

ejected from the target (the Thompson distribution). When the

operating pressure was increased the intensity and the energy

of the energetic peak decreased. They claim that for the low

pressure condition the energetic ions are transported ballisti-

cally to the orifice of the mass spectrometer and suggest that

this allows for a condition of a collision-free operation.

Quantitative measurement of the metal ion to metal atom

ratio is rare. Bohlmark et al.177 measured the degree of frac-

tional ionization of the sputtered vapor to be over 90% for

an argon discharge with titanium target using optical emis-

sion spectroscopy (OES). Measurement of the ionized flux

fraction has also been made using weight gain differences on

a floating and a positively biased substrate. In this way, the

ionized flux fraction for Cu and Cr has been estimated to be

roughly 70% (Ref. 16) and 30%,178 respectively. The same

group estimated the degree of metal ionization of the flux

from a Ti0.5Al0.5 target to be around 40%.17 Using a quartz

crystal microbalance mounted behind a two layer-gridded

energy analyzer, the degree of ionization of C and Al during

sputtering was measured as 4.5% and 9.5%, respectively.179

These values are significantly lower than those reported by

the other groups. For C, a lower ionization fraction is

expected since it has a higher ionization potential and a

smaller electron impact cross section as compared to metals.

Recently, it has been demonstrated that using neon as the

working gas the electron temperature can be elevated when

sputtering carbon target that leads to higher ionization frac-

tion of the sputtered vapor.180 Keep in mind that for a

weakly ionized discharge the electron temperature is much

larger than the neutral gas temperature or Te � Tg so that

the ion flux fraction for the sputtered vapor is larger than the

ionization fraction of the sputtered vapor in the plasma.

Thus, it is not necessary to completely ionize the sputtered

vapor to create a highly ionized flux to the substrate.9,67

There have also been several studies of the ion composi-

tion and ion energy distribution in reactive HiPIMS dis-

charge, including titanium target in an Ar/O2 discharge181

and Ar/N2 discharge,40,152,182 aluminum in an Ar/N2 dis-

charge,183 and chromium in an Ar/N2 discharge in an indus-

trial size reactor.184 Measurements of the IEDF of Tiþ and

Oþ ions in an Ar/O2 discharge while sputtering Ti target

show a main peak at low energy and a shoulder extending to

a high energy tail for both species.181 The high energy tail

extends to higher energy for Oþ compared to Tiþ. Further-
more, the energy of both Tiþ and Oþ ions increased with

increasing peak power (while the average power was kept

fixed), while Arþ only exhibit energy in the few eV range,

for a 35 ls long pulse and 100W average power. For the

highest peak power explored the energy of the Oþ ions

extendend to 100 eV, while the tail for the Tiþ-ions extended
to 60 eV. Greczynski and Hultman184 report on time and

energy resolved mass spectrometry in an industrial deposi-

tion system for both pure argon and reactive Ar/N2 sputter-

ing of a Cr target. The IEDFs of Crþ ions comprise an

intense low energy peak and pronounced high energy tails

and the number of ions in the high-energy portion of the

IEDF increases with increased pulse energy. The majority of

030801-13 Gudmundsson et al.: High power impulse magnetron sputtering discharge 030801-13

JVSTA - Vacuum, Surfaces, and Films

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jva.aip.org/jva/copyright.jsp



Arþ ions are thermalized and the IEDF comprises an intense

peak around 2–3 eV. The intensity of the Arþ signal does not

depend on the pulse energy and the Arþ ions clearly precede

the Crþ ions. During reactive sputtering in Ar/N2 discharges,

low energy Nþ
2 -ions and energetic Nþ ions are present in re-

active mode. The IEDF of the Nþ ion possesses a high-

energy tail just like the Crþ ions (or the Cr2þ ions), which is

not observed for Arþ or Nþ
2 . Furthermore, there is a time

synchronization between the Crþ and Nþ signals. The initial

phase is always dominated by relatively low-energy ions of

the working gas ðArþor Arþ;Nþ
2 Þ. This is followed by a

phase dominated by the ions of the sputtered species

Crþor Crþ;Nþð Þ. Finally, thermalized ions of the working

gas dominate. Similar findings have been reported for an Ar/

N2 discharge with a titanium target40,152 and Ehiasarian

et al.182 find the metal ion-to-metal neutral ratio nTiþ=nTi as
well as the atomic ion to molecular ion ratio nN=nNþ

2
to be

directly proportional to the peak discharge current. Also

Jouan et al.183 find that Nþ and Alþ ions have a high energy

tail and that the discharge is dominated by Alþ ions while

sputtering Al target in Ar/N2 discharge.

There have been several reports on the presence of

multiply charged ions in the HiPIMS

discharge.117,134,144,152,168,172,176,184–186 As will be discussed

in Sec. III D, multiply charged ions are essential for the

maintainence of the discharge when self-sputtering domi-

nates. Bohlmark et al.168 report that for a Ti target a signifi-

cant fraction of the ion flux is the Ti2þ ion and an

observation of the Ti4þ ion has been reported.134,186 Pool-

charuansin et al.133 claim that there is an increase in multiply

charged ions with decreasing operating pressure, in particu-

lar in the low pressure regime below 0.5 Pa.

Greczynski and Hultman184 find that the number of doubly

charged Cr2þ ions increased almost linearly with increased

pulse energy in an Ar/N2 industrial scale discharge. Lazar

et al.172 see a significant fraction of doubly charged zirconium

ions in the total ion flux. The flux fraction of doubly charged

zirconium ions was higher than the fraction of singly charged

zirconium ions. It increased with increased distance from the

cathode target, and could become strongly dominant. In their

experiment the mass spectrometer was located on the target

substrate axis facing the target surface of a strongly unbal-

anced magnetron source. As discussed by Ross et al.156 there

is an optimum condition for the HiPIMS discharge where the

maximum number of singly charged ions are created per unit

energy. They argue that the sputtering efficiency decreases as

energy is wasted, creating the more highly ionized species

and that the multiply charged species are created by secondary

electrons.

As discussed earlier, this high ionization fraction and high

ion flux to the substrate have significant influence on the over-

all quality of the growing film.7,8,187 The benefits of high ion

flux to the substrate are even more pronounced when deposit-

ing on a complex substrate, where deposition on substrate

such as drills and cutting inserts is of utmost importance for

industrial applications. For films grown on substrates that are

orthogonal to the target surface the line-of-sight deposition

typically leads to film columns aligned in the direction of the

incoming flux. It has been demonstrated that column tilt in Ta

films grown on surfaces orthogonal to the target can be elimi-

nated by using HiPIMS.41 As films grown by dcMS showed

pronounced columns aligned toward the direction of incident

material flux, the films grown by HiPIMS had columns grow-

ing normal to the surface. This effect has been further

explored by Greczynski et al.188 for the growth of Cr films.

They show that the Cr ion-to-neutral ratio in the flux incident

onto the substrate depends on the peak target current density.

They find that the column alignment commonly observed for

growth at low ion-to-neutral ratio decreases with increasing

ion content in the flux and that column tilting can be almost

eliminated at high values of ion-to-neutral ratio. When the

material flux to the substrate is highly ionized the deposition

takes place along the substrate normal despite the high incli-

nation angle, and the growth is mostly independent of the sub-

strate orientation. Alami et al.27 demonstrated an equal

deposition rate of TiAlN coating on the flank and rake faces

of a cutting insert when depositing in an industrial system

with four magnetrons, in the CFUBMS configuration, using a

combination of dc and HiPIMS power supplies and a rotating

substrate holder. Also Bohlmark et al.39 demonstrated, that

due to a high degree of ionization of the sputtered vapor, the

spatial distribution of material flux during HiPIMS can be

steered when using an external magnetic field. Furthermore,

the ion bombarding energy at the substrate can be controlled

by a bias voltage. Note that the ion currents during the pulse

can be high and the bias voltage supply has to be able to han-

dle the high currents. Bugaev and Sochugov131 control the ion

bombarding to the film substrate by a high-voltage bias that is

synchronized with the pulsed power supply of the magnetron

discharge.

There have been reports of significantly lower heat trans-

fer to the substrate in HiPIMS compared to dcMS. This has a

significance in particular when depositing on temperature

sensitive substrates. Both Lundin et al.189 and West et al.190

claim that the substrate heating is severely reduced in the

planar HiPIMS discharge compared to conventional dcMS

discharge at the same average power. However, the energy

flux per deposited particle is higher for an HiPIMS discharge

compared to a dcMS discharge. It is also pointed out that

heating due to radial energy flux reached as much as 60% of

the axial energy flux.189 However, for a rotating cylindrical

magnetron sputtering discharge with a titanium target Leroy

et al.191 find that the total energy flux arriving at the sub-

strate is slightly lower for HiPIMS than for dcMS for the

same average power, but that the difference is smaller for

shorter pulse length. In addition, from absolute temperature

measurements at a common substrate position during an

HiPIMS process it was found that the maximum equilibrium

temperature reached about 70 �C using an average power of

500W on a 150mm diameter Ti target and a peak current

density of about 1.5A cm�2.189

C. Deposition rate

The deposition rate is generally found to be lower in an

HiPIMS discharge than in a conventional dcMS discharge at
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the same average power. Sputtering rates are determined by

the ion current density at the target and the sputter yield,

which is determined by the target material, the bombarding

species, and the bombarding ion energy (the target voltage).

Sputtering is most conveniently described in terms of aver-

age effects or by sputter yield Y, which is defined as the

number of atoms ejected by sputtering per incident projec-

tile. The deposition rate depends on the sputtering rate. For

the dcMS the deposition rates are practically found to be

directly proportional to the power applied to the target.3 The

deposition rates are thus determined by the power density,

target material, size of the erosion area, target-to-substrate

distance, and discharge pressure. In the HiPIMS regime the

absolute deposition rate increases almost linearly with

increasing applied power, while the deposition rate per unit

power decreases.156 The early investigations on the high

power pulsed sputtering reported on lower deposition rate, a

factor of 2 lower for both Cu and Ti thin films.114 This was

further confirmed by comparing the deposition rates of vari-

ous metals (Ti, Cr, Zr, Al, Cu, Ta, Pt, Ag) for both dcMS

and HiPIMS discharges applying the same average power.31

The deposition rate for the HiPIMS discharge is lower than

the deposition rate for dcMS in all cases as seen in Fig. 11.

However, the reduction in the deposition rate was not more

pronounced for materials with low sputtering yield as had

been concluded from measured data.23 Konstantinidis

et al.192 find that the deposition rate depends on the pulse

length and increases from 20% to 70% of dcMS values as

the pulse length is decreased from 20 to 5ls for the same av-

erage power of 300W when sputtering a titanium target in

argon at 1.33 Pa. For a rotating cylindrical magnetron Leroy

et al.191 find the deposition rate to be up to 75% lower for

HiPIMS compared to dcMS, and the decrease in deposition

rate becomes more pronounced with increased pulse length.

This may be due to the fact that the shorter pulse length does

not allow the gas rarefaction, self-sputtering and other proc-

esses to develop (these mechanisms will be discussed in

more detail in Sec. III D as well as in Sec. IV). In short,

HiPIMS pulses (ton< 50 ls) Arþ ions are the dominant sput-

tering particles,193 which means that very little self-

sputtering is taking place and, thus, that the effective sputter

rate can be kept high, as discussed in Sec. IVA. In general,

the deposition rate in the self-sputtering mode is found to be

lower than when argon sputtering is dominating.194

There have been several suggestions on the cause of the

lower deposition rate. One explanation for the reduction in

deposition rate is that the sputtered material is ionized close

to the target. Alternatively, the negative potential can extend

far into the plasma as an extended presheath. In both cases

many of the metal ions will be attracted back to the target

surface by the cathode potential.195 This is often referred to

as back attraction or the returning ion effect. A reduction in

the deposition rate would then be more pronounced for met-

als with a low self-sputter yield and for metals with a high

degree of ionization.11,23 A phenomenological model describ-

ing this process will be discussed in Sec. IVA. The target

material (or the target binding energy) mainly determines the

sputter yield and it depends only slightly on the type of ion

bombarding the target. The curves for sputter yield versus ion

energy for argon ions and self-ion sputtering for various tar-

get materials are very similar; however, they are not identical

and the self-sputter yield is typically 10%–15% lower.196 In

addition, the projectile particle is lost and that decreases the

“effective yield” by 1, which reduces the sputtered material

flux considerably. Also, as the primary sputtering ion changes

from the ion of the sputtering gas to self-sputtering, a change

in the secondary electron emission yield is expected, in par-

ticular at the relatively low ion bombarding energy applied in

magnetron sputtering Ei < 1 keV.117,197 As a rule of thumb,

the secondary electron yield decreases as the incoming pro-

jectile changes from a gas ion to a metal ion (cSE � 0.1 for

Arþ while cSE � 0 for Mþ). As discussed in Sec. IVB, gas

rarefaction leads to lower density of the working gas in front

of the target and thus a reduction in the number of ions avail-

able for sputtering. This subsequently leads to a reduction in

the deposition rate.

Emmerlich et al.198 argue that when comparing dcMS

and HiPIMS discharges at the same average power the non-

linear scaling of the sputter yield with the applied voltage is

not taken into account (often Y � ffiffiffiffiffi

Vd

p
). This would reduce

the sputtering rate since in HiPIMS operation the target volt-

age is significantly higher than for a conventional dcMS dis-

charge, so it is not reasonable to compare the two at the

same average power. Alami et al.199 explain the lowered

deposition rate partially by a lower average target current

during HiPIMS deposition when the same average power is

applied due to higher voltage necessary for HiPIMS opera-

tion, and thus comparison should be made for the same aver-

age current. They also find up to 40% higher deposition rate

for HiPIMS than for dcMS for the same average current

when depositing TiOx films from a TiO1.8 target.
35 Aiempa-

nakit et al.181 find that the deposition rate decreases with

increased peak power (lower repetition frequency) when the

average power is kept fixed (35ls long pulse and 100W av-

erage power) and only a marginal loss in deposition rate

compared to dcMS is observed for repetition frequency of 4

kHz when depositing TiO2 films.

FIG. 11. (Color online) Deposition rates for dcMS and HiPIMS discharges

plotted as bars for the different target materials used (left axis). The deposi-

tion rate of HiPIMS over dcMS deposition rate is shown as a scatter plot

(right axis). From Samuelsson et al. (Ref. 31).
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It has been claimed that the magnetic confinement influ-

ences the deposition rate.39,114 Mishra et al.200 explored the

effects of the magnetic field strength on the deposition rate.

They demonstrate that by lowering the mean magnetic field

in the trap region (by 33% at the target surface) the deposi-

tion rate increased by up to a factor of 6. They relate the

increase in deposition rate to a decrease in the effective

potential barrier in the trap region, which hampers the ions

leaving the trap. This is also seen as reduced drop in poten-

tial over the trap region as the magnetic field strength is

reduced. Controlling and optimizing the potential profile in

the cathode region will therefore greatly affect the number

of metal ions incident on the target surface, which has so far

not been carried out. Similarly, an increase in deposition rate

with decreasing magnetic field strength has been observed

for an MPP discharge in a thorough study that included vari-

ous target materials.201 However, this increase in deposition

rate was accompanied by a decrease in ionization fraction of

the sputtered vapor and influenced the microstructure and

properties of the resulting films. Lundin et al.167 show that a

significant fraction of the sputtered metal species is depos-

ited sideways. This enhanced radial transport (across the

magnetic field lines) increases the deposition rates perpen-

dicular to the target surface, but decreases the amount of

sputtered vapor that reaches a substrate directly in front of

the target. The reduced deposition rate observed in the

HiPIMS discharge is likely to be a combination of all the

above-mentioned factors. To resolve this issue, modeling of

the HiPIMS process is needed to explore the contribution

from each of these factors.202

Among the early claims about the HiPIMS technique was

improved target utilization.16 Indeed, Liebig et al.203 have

shown using 2D OES that the sputter distribution of the tar-

get is wider for an HiPIMS discharge than for dcMS. Similar

findings have been reported by Clarke et al.204 This is con-

sistent with empirical observations that show that the width

of the ion current density distribution in the target vicinity

and thus the erosion width increases with increased target

current and voltage,57 both of which are significantly higher

for HiPIMS than for dcMS.

There have been some attempts to increase the deposition

rate in the HiPIMS discharge. Konstantinidis et al.205 placed

an inductive coil, to create an inductively coupled discharge,

halfway between the target and the substrate in order to

increase the conductivity of the interelectrode gas. They

demonstrate increased ion collection at the substrate with

increased rf power to the inductive coil and claim this effect

could be used to minimize the decrease in deposition rate

due to self-sputtering as it would make it easier for the metal

ions to leave the magnetic trap. Also, Vlček et al.206 have

demonstrated an increase in the deposition rate (up to 1.9

times) by increasing the target surface temperature (up to

1700 �C) for a titanium target. They point out that the target

temperature can be controlled over a wide range in an

HiPIMS operation. A more detailed study of the target melt-

ing, including the spatial and temporal variation of the target

surface temperature for various discharge conditions, was

reported by Tesař et al.207

D. Self-sputtering

During the pulse the sputtered atoms replace the working

gas atoms in the vicinity of the target to some extent. These

atoms eventually thermalize and in some cases they experi-

ence electron impact ionization. A fraction of those ions are

attracted toward the target surface by the cathode fall. Thus,

for high enough electron density a significant fraction of the

target current is due to ions of the sputtered vapor that are

attracted back to the target and participate in the sputtering

process. This is referred to as self-sputtering. The sustain-

ability of the self-sputtering process depends on various pa-

rameters such as the working gas, the sputter yield, the

secondary electron emission yield, and the target voltage. It

is also important to remember that self-sputtering has to

release enough secondary electrons to maintain a high proba-

bility of ionizing those newly sputtered particles. Anders

et al.117,197 argue that for the ion bombarding energies typi-

cal for an HiPIMS discharge the secondary electron emission

is determined by the potential energy of the arriving ion pro-

jectile rather than its kinetic energy. For a potential emission

to occur the potential energy (ionization potential) of the

projectile has to exceed twice the work function of the target

material. A fit to experimentally determined secondary elec-

tron emission yield for various ions on clean surfaces is

given as208,209

cSE ¼ 0:032ð0:78Eiz � 2/Þ; (15)

where Eiz is the neutralization energy of the ion and / is the

work function of the target surface. The process can only

occur if 0.78Eiz > 2/. It has been pointed out by

Anders117,197 that the multiple charged metal ions are crucial

for the transition of the discharge from noble gas ion sputter-

ing to self-sputtering. He argues that singly charged metal

ions (in ground state) cannot create the secondary electrons

necessary to maintain metal self-sputtering. Thus, doubly or

higher charged metal ions have to be present in the discharge

in order for it to become self-sustained. The work function /

and the first and second ionization energies for several com-

mon elements are shown in Table II. We note that for some

of the common metals like Cr and Ti the ionization energy

to create doubly charged ions is relatively low, compared to

the ionization energy of argon. Thus the concentration of the

doubly charged ions of the sputtered vapor is expected to be

high. In fact, Andersson and Anders210 have demonstrated a

gasless self-sputtering from a high sputter yield copper target

in an HiPIMS discharge. A vacuum-arc discharge was used

to initiate the plasma at a background pressure of 10�3Pa. It

has also been suggested to use a pulsed laser ablation to trig-

ger the plasma and then run a gasless self-sputtering pro-

cess.211 Furthermore, it has been demonstrated that the

magnetron discharge not only self-sustains but amplifies via

self-sputtering runaway to high discharge cur-

rents.117,197,210,212 Self-sputtering runaway is driven by a

positive feedback, where a higher flux of ions leads to

increased sputtering, which in turn leads to more neutral

atoms that can be ionized in the vicinity of the target and

more ions lead to increased sputtering. This continues as
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long as enough power is being supplied, e.g., if the power

supply has a large capacitor that keeps the target voltage

constant for the entire pulse length. Horwat and Anders213

have measured the IEDF during such self-sputtering from a

copper target. Close to the target they identify the tail of the

Thompson distribution that transforms to a shifted Maxwel-

lian as the ions are accelerated and cooled. The self-

sputtering can operate in a self-sustained mode, when the

ions of the sputtered vapor are created at high enough rate

that the ions of the working gas are not needed. The condi-

tion for sustained self-sputtering is expressed as18,211,214

Pss ¼ abtYss ¼ 1; (16)

where a is the probability of ionization of the sputtered

atom, bt is the probability that the newly formed ion of the

sputtered vapor returns to the target, and Yss is the self-

sputter yield of the ion. This is a steady state situation and

the current remains constant. Note that since a< 1 and

bt< 1 the condition Yss> 1 is necessary but not sufficient for

achieving sustained self-sputtering. The transient phase of

self-sputtering runaway occurs when Pss > 1. This runaway

occurs at a well-defined threshold power, determined by the

discharge voltage and is readily obtained for high sputter

yield materials such as copper, silver, and zinc.18 But, a run-

away to a high density discharge has also been observed for

transition metals18 and target materials of low sputter yield

such as carbon and silicon,215 but in the presence of working

gas. This observation has lead to a generalized runaway

criterion,

P ¼
X

j

ajbjYj > 1; (17)

which involves both target and working gas atoms (ions),

and aj is the probability of ionization of atom j, bj is the

return probability of ion j, and Yj is the sputter yield when

ion j bombards the target, which can be either an atom (ion)

of the working gas or the sputtered vapor. Sputtering by the

working gas ions here provides a supporting feed into the

self-sputtering cycle, when in addition target atoms are sput-

tered by working gas impact. This allows runaway to occur

at lower threshold voltages than for pure self-sputtering as

the effective sputter yield is larger than the self-sputter yield.

Thus, the ionization of the working gas atoms, their bom-

bardment of the target, and their subsequent return to the

ionization region results in a “gas recycling” runaway that

can play a dominant role in the runaway for low sputter yield

target materials.215 So runaway of the discharge current is

due to a recycling mechanism, either by self-sputtering or by

working gas recycling.

E. Reactive sputtering

Reactive sputtering, where metal targets are sputtered in a

reactive gas atmosphere to deposit compound materials, is of

utmost importance in various technologies, including trans-

parent conductive oxides, permeation barrier coatings, hard

coatings, etc. In reactive sputtering processes a reactive gas

(e.g., O2, N2, etc.) is mixed to the noble working gas to syn-

thesize a compound film. The high electron density in the

HiPIMS discharge is expected to enhance the dissociation of

the molecular gas, which is sometimes considered beneficial

for the oxided or nitride deposition.216 The presence of reac-

tive gas can also lead to the formation of compound material

on the target surface, often referred to as target coverage or

target poisoning.217 Due to this target coverage the reactive

sputtering process is inherently unstable, and is commonly

represented in a familiar hysteresis curve that shows, e.g.,

the deposition rate or the target voltage versus the flow rate

of the reactant molecular gas.218 The target voltage versus

oxygen flow rate for a dcMS while sputtering a Ce target in

an Ar/O2 discharge is shown in Fig. 12. It can be seen that

for an oxygen flow rate in the range 0.6–0.8 sccm the dis-

charge can be operated at three different target voltages. The

upper curve refers to metal mode sputtering (where the target

remains clean) and the lower curve to oxide mode sputtering

(where the target is fully covered with a compound). Due to

fast feedback it was possible to operate in the inherently

unstable region in the middle (where the target is partially

covered with a compound). The hysteresis effect originates

from the changing target conditions due to the reaction of

the target surface with the reactive gas.71 Sputtering at low

reactive gas flows, where there is no significant reaction with

the sputtering target, is referred to as metal mode sputtering,

while for high flows of reactive gas, when a compound has

formed on the target, it is referred to as the compound mode

or the poisoned mode sputtering. The hysteresis occurs if the

TABLE II. Work function / and the first and second ionization energies for

several common elements.a

Element / (eV) Eiz;1 Eiz;2

Ar N/A 15.76 27.63

Al 4.08–4.28 5.99 18.83

Cu 4.9 7.73 20.29

Ti 4.1–4.3 6.82 13.58

Cr 4.5 6.77 16.50

aFrom Anders et al. (Ref. 117).

FIG. 12. (Color online) Discharge voltage Vd as a function of the O2 flow

during reactive dcMS and HiPIMS of a Ce target. For the HiPIMS process

pulsing frequencies of 1 and 4 kHz are shown. The average discharge power

was 70W and the argon partial pressure was 0.65 Pa at a pumping speed of

25 l/s. After Aiempanakit et al. (Ref. 219).
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effective etching rate of the compound is lower than for the

pure metal, which is commonly the case due to a lower sput-

ter yield of the compound. Also, due to a change in the sec-

ondary electron emission yield as a compound is formed,

more or less of the discharge current at the target surface can

be carried by the electrons rather than the ions.71,220 This

means that the current rises for some materials but decreases

for others when sputtering in the compound (transition)

mode.

The low deposition rate observed for the HiPIMS dis-

charge and discussed in Sec. III C is of particular concern

for reactive magnetron deposition of oxides due to the low

sputter yield of most oxides. This concern has been con-

firmed by several reports on reactive sputtering with

HiPIMS, a factor of 4–7 lower deposition rate for reactive

sputtering of TiO2 from a Ti target,221 a factor of 3–4 lower

for reactive sputtering of AlOx from an Al target222 and up

to a factor of 3 lower for reactive sputter deposition of

CrNx from a Cr target,223 compared to pulsed dcMS at the

same average power.

For reactive sputtering it can be argued that higher depo-

sition rates can be achieved if operated in the unstable region

of the transition between the two target states. Growth of

stoichiometric compound films at relatively high deposition

rates can be achieved in the intermediate target coverage re-

gime (or the transition zone) between the metallic and com-

pound mode. This can be achieved by fast feedback control

of the partial pressure of the reactive gas. Sproul et al.224 dis-

cuss a feedback system to control reactive sputtering by

monitoring the partial pressure or mass flow of the reactive

gas, the optical emission from the sputtered vapor, or the dis-

charge voltage to control the partial pressure of the reactive

gas. Feedback control of the reactive process has been dem-

onstrated for HiPIMS by Audronis et al.225 using optical

emission as input for the feedback control.

In the transition zone there is a balance between the re-

moval and formation of the compound film on the target sur-

face. The total number of sputtered compound molecules per

unit time removed from the target is

JiYchtSRT

q
; (18)

where Ji is the ion target current density, Yc is the sputter

yield of the compound, q is the charge state of the incident

ion, ht is the fraction of the target covered by the compound,

and SRT is the race track area.218 Similarly the formation of

the compound film on the target surface is described with

nCctð1� htÞSRT; (19)

where ct is the sticking coefficient of the reactive molecule

on the metallic portion of the target surface, n is the number

of reactive atoms in a molecule, and C is the flux rate of mol-

ecules on the target surface which is proportional to the par-

tial pressure of the reactive gas.217,218 In steady state, the

formation of the compound and the removal of the com-

pound film balance

nCctð1� htÞ ¼
JiYcht

q
: (20)

The peak target current density in an HiPIMS discharge is

very large (often 2–3 orders of magnitude larger than in

dcMS), which leads to a very high instantaneous erosion rate

during the pulse-on time which may clean the target surface

and displace the formation of compound film to higher reac-

tive gas flow. Rarefaction in front of the target (discussed in

Sec. IVB) also applies to the reactive gas and may lower the

impingement rate of reactive gas atoms significantly and

hamper the formation of compound film on the target

surface.35,42

Hysteresis-free reactive sputtering has been demonstrated

in an HiPIMS discharge42 and allows for operation in the

transition zone even without feedback control. Aiempanakit

et al.219 demonstrate suppression or elimination of the hys-

teresis. This is shown in Fig. 12, where for a dcMS a rela-

tively wide unstable region is observed while for an HiPIMS

the width of the unstable region is substantially smaller and

decreases with increasing repetition frequency. The reason

for the reduction, or removal of the hysteresis in some cases,

for HiPIMS is not fully understood. Kubart et al.226

also explored the hysteresis effect in am HiPIMS discharge

in Ar/O2 mixtures using a Ti target. For fixed pulse length

and a constant average power, they find an optimum

frequency minimizing the hysteresis. They explain their

results by an effect of gas rarefaction and gas refill time. For

off times longer than the refill time (lower frequency), the

effective oxygen pressure increases. For higher pulsing

frequency (assuming constant average power), the extent of

gas density reduction is lower due to the lower peak current

and target poisoning is more pronounced again. Furthermore,

it has been shown that increasing the repetition frequency

while keeping the average power fixed leads to increased

deposition rate for reactive sputtering of TiO2 in Ar/O2

discharge and repetition frequency of 4 kHz gives almost the

same deposition rate as dcMS.181

It has recently been observed that the current waveform

in the reactive Ar/N2 HiPIMS discharge when sputtering Ti

target is highly dependent on the pulse repetition frequency,

unlike the nonreactive Ar discharge.227 The current is found

to increase significantly as the frequency is lowered. This

has been attributed to an increase in the secondary electron

emission yield for self-sputtering when the nitride forms on

the target at low frequencies. The secondary electron emis-

sion yield is higher for a nitrided (poisoned) Ti target than a

clean Ti target when self-sputtering is the dominant sputter-

ing mechanism, since as discussed in Sec. III D the electron

emission yield for self-sputtering by singly ionized metal is

essentially zero, which is not the case for Nþ. This differen-
tiates HiPIMS from dcMS where self-sputtering is not as im-

portant. The current rises sharply as the pulse repetition

frequency is lowered as a result of increased target nitrida-

tion. However, Greczynski et al.223 report on a decrease in

deposition rate with increasing nN
2/nAr ratio. They relate this

decrease to nitride formation on the surface of the sputtering

target (poisoning effect) and lower sputtering efficiency of
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the N2 gas compared to argon gas. They also point out that

the relative drop in the deposition rate with increasing

nN
2/nAr ratio is similar for dcMS and HiPIMS.

IV. PHYSICS OF HIPIMS

The conventional magnetron sputtering discharge has

been successfully modeled by a 2D fluid model of the dc dis-

charge228,229 and by self-consistent particle-in-cell (PIC)/

Monte Carlo collisional simulations of the dc (Refs.

230–234) and the rf (Refs. 235 and 236) discharges. How-

ever, for the HiPIMS discharge the situation is more compli-

cated due to the high density of the charged species and the

long time scales required to resolve the full pulse period.

Thus other approaches have to be taken in order to improve

our understanding of the processes dictating the HiPIMS dis-

charge. There has been a significant advancement in the

understanding of the physics of the HiPIMS discharge over

the past few years and various approaches have been used to

model the discharge. Here we review some of the models

that have been developed and summarize the current under-

standing of the mechanisms involved.

A. Deposition rate: A phenomenological model

Christie195 developed a phenomenological model to

determine the ionized fraction of the target material arriving

at the substrate and to explain the low deposition rate

observed in HiPIMS discharges. This model is referred to as

the target material pathway model. The model was later

modified by Vlček et al.,237 Vlček and Burcalová,238 and

Lundin.239 Vlček and Burcalová238 added the feature of

evaluating the fraction of the sputtered vapor returning to the

target. Thus, this model allows for the calculation of the

fraction of ionized sputtered vapor that turns back to the tar-

get, the degree of ionization of the sputtered vapor, and the

ionized flux fraction onto the substrate. Figure 13 is a sche-

matic of the phenomenological model that shows the collec-

tive particle dynamics, where the Roman numerals

correspond to the different processes taking place (described

in the following). Here we follow the discussion by Lun-

din.239 There are two types of ions that are accelerated across

the high voltage sheath to bombard the cathode target sur-

face, the ions of the noble working gas Gþ (process I), and

the ions of the sputtered vapor Mþ (process II). These two

types of ions will sputter away different amounts of target

material depending on their respective sputter yield (III). Af-

ter the sputtering event the sputtered vapor is transported out

into the plasma. It is assumed that the mean free path for

elastic collisions against the working gas is so long that a

negligible fraction of the neutral sputtered species returns to

the target. On their way to the substrate there is a probability

a of an ionizing event (IV), while they are in the ionization

region (IR) next to the target surface through, for example, a

collision with an electron. A fraction of those ions (denoted

by bt, 0	bt	 1) will be close enough to the cathode fall and

have a low enough kinetic energy to be back-attracted to the

target surface (V) and take part in the sputtering. The rest of

the ions will escape into the bulk plasma (VI) [with probabil-

ity (1�bt)], where they either will be lost to the walls [with

probability (1� ni)] or end up at the substrate position (VII)

(with probability ni). The neutrals of the sputtered vapor that

have not undergone an ionizing collision in the IR might

later get ionized in the bulk of the plasma (VIII) (with proba-

bility c) due to enhanced electron confinement, while being

too far away to be affected by the negative potential drop.

They may also be lost to the chamber walls [probability

(1� nn)], or arrive at the substrate to take part in the film

growth (IX) (probability nn). The parameters nn and ni take

into account the geometry of the system, but the latter can

also be affected by the magnetic field configuration.39 Dur-

ing the transport there is also a likelihood that metal neutrals

will collide with the neutral gas background (X). These colli-

sions lead to heating of the gas followed by expansion

(decrease in gas density in front of the target), in a process

that is referred to as gas rarefaction, which will be further

discussed in Sec. IVB. A few percent of the bombarding gas

ions will not participate in sputtering, but merely be neutral-

ized at the target surface and reflected back to the plasma

(XI). These reflected working gas atoms will have an inher-

ently high energy, since they were first accelerated toward

the cathode (as ions) by the high potential cathode fall and

much of that energy was not transferred to the target

atoms.240 A fraction of the reflected gas neutrals will also

collide with the neutral background (XII) and thereby

enhance the gas rarefaction, while others will quickly leave

the bulk plasma region.

The total total number of atoms of the sputtered vapor

from the target is then

Mtotal ¼ Gþ
targetYtg þMþ

targetYss; (21)

FIG. 13. (Color online) Schematic of the target material pathway model.

The letters G and M stand for gas and metal ions, respectively. The lower

half of the discharge volume represents the ionization region and the upper

half the bulk plasma (BP) (see Fig. 16 for definitions). Processes VI and XII

represent the flow of sputtered flux from the former to the latter. From Lun-

din (Ref. 239).
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where Gþ
target is the number of ions of the working gas inci-

dent on the target, Mþ
target is the number of the ions of the

sputtered vapor incident on the target, Ytg is the sputter yield

for ions of the working gas hitting the target, and Yss is the

self-sputter yield for the ions of the target material hitting

the target. The sputtered target material is then transported

out into the plasma. Some of these neutrals will be ionized in

the target vicinity mainly due to electron impact ionization.

The fraction of ions of the sputtered vapor in the total ion

flux onto the target is238

mtarget ¼
Mþ

target

Mþ
target þ Gþ

target

; (22)

which is in the range 0 	 mtarget 	 1, so

Mtotal ¼ Ytgð1� mtargetÞ þ YssmtargetðGþ
target þMþ

targetÞ (23)

and the number of ions of the sputtered vapor returning to

the target is

Mþ
target ¼ Mtotalabt: (24)

Combining Eqs. (21) and (24) gives the total number of

metal atoms sputtered per gas ion incident on the target,

Mtotal ¼ Gþ
target

Ytg

1� abtYss
: (25)

The number of neutrals of the sputtered vapor incident on the

substrate per noble gas ion incident on the target is given as

Msubstrate ¼ Gþ
target

Ytgð1� aÞbtnnð1� cÞ
1� abtYss

: (26)

A fraction of the ions of the sputtered vapor will be created

close enough to the cathode fall to be back-attracted to the

target surface and take part in the sputtering. The number of

target material ions incident on the target per gas ion inci-

dent on the target

Mþ
target ¼ Gþ

target

Ytgabt
1� abtYss

: (27)

The rest of the ions with probability ð1� btÞ will reach the

bulk plasma where they either will be lost to the chamber

walls with probability ð1� btÞ ð1� niÞ or end up at the sub-

strate position taking part in the film growth. Thus the num-

ber of target material ions incident on the substrate per gas

ion incident on the target is

Mþ
substrate ¼ Gþ

target

Ytg½að1� btÞni þ ð1� aÞcni

1� abtYss

: (28)

From the above-presented equations we can derive equa-

tions for the ionized flux fraction of target material that

reaches the substrate,

h ¼ ½að1� btÞ þ cð1� aÞ
ni=nn
½að1� btÞ þ cð1� aÞ
ni=nn þ ð1� aÞð1� cÞ ; (29)

which is independent of the sputter yield, and the fraction of

ions impacting the target which are ions of the sputtered

vapor is

f ¼ abtYtg

1þ abtðYtg � YssÞ
: (30)

Note that when Ytg � Yss,

f ¼ abtYtg 	 Ytg: (31)

Furthermore, Christie195 introduced a normalized deposition

rate coefficient,

wðVdÞ ¼
qHiPIMSðVdÞ

qdcðVd; a ¼ 0Þ

¼ ð1� aÞð1� cþ cni=nnÞ þ að1� btÞni=nn
1þ abtðYtg � YssÞ

; (32)

where qdc¼ nnYtg is the deposition rate for conventional

dcMS and qHiPIMS is the deposition rate for HiPIMS dis-

charge and has contribution from both neutrals and ions of

the sputtered vapor due to sputtering by both ions of the

working gas and the ions of the sputtered vapor. Note that if

bt � 1, ni ¼ nn, and Ytg � Yss we find

w � 1� a; (33)

which implies that as more of the sputtered vapor is ionized

the rate will decrease, approaching zero as the ionization

fraction approaches unity. This is a natural consequence of

the primary assumption bt � 1, i.e., all the ions of the sput-

tered vapor are drawn back to the target.

To demonstrate the dependence of the above-mentioned

parameters for a typical metal target we use bt,initial¼ 0.8 as

a starting value and allow for the ionization fraction a to

increase from 0 to 1. In addition, when the presence of pro-

cess gas is assumed and we impose the condition

abtYss < 1 (34)

to ensure that the system is in equilibrium and the number of

atoms of the sputtered vapor is not increasing. That is, we do

not have sustained-self-sputtering. We follow Christie195

and for computational reasons write bt¼ 0.99/(aYss). This

condition implies that 99% of the total number of the sput-

tered atoms are sputtered by ions of the sputtered vapor. As

the ionization fraction a increases the value of bt decreases,

which implies that a smaller fraction of the ions of the sput-

tered vapor is trapped by the magnetic field. If the losses of

ions and neutrals of the sputtered vapor are the same as they

flow toward the substrate we can write ni¼ nn. The sputter

yield increases with applied target voltage. Anders196 gives

the sputter yield for various materials as a fit of the form

Yk ¼ akEbk
k ; (35)

where the parameters ak and bk are given in Table III. Figure

14 shows the dependence of the normalized deposition rate

coefficient w, the fraction of ions impacting the target which
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are ions of the sputtered vapor f, the ionized flux fraction of

target material that reaches the substrate h, and the fraction

of ions of the sputtered vapor directed back to the target bt
as a function of the degree of ionization of the sputtered

vapor a for aluminum and copper targets. The ion bombard-

ing energy is assumed to be 560V, c¼ 0.1 and ni/nn¼ 0.75.

Keep in mind that a is expected to increase with increasing

power density. We see in Fig. 14 that as the degree of ioniza-

tion of the sputtered vapor increases the normalized deposi-

tion rate coefficient w decreases and the fraction of ions

impacting the target which are ions of the sputtered vapor

increases. Thus the model predicts that the lower deposition

rate is due to significant backscattering of metal ions back to

the target. We also note that for copper target [Fig. 14(b)]

with a>�0.5 only copper ions are sputtering the target and

for a>�0.9 only copper ions reach the substrate. It should

be noted that this is a steady-state model that does not

account for time-dependent processes such as self-sputtering

runaway. It should also be noted that this calculation

depends on the assumed initial return probability, here

bt,initial¼ 0.8, and on the constraint of Eq. (34). The model

demonstrates the central importance of the ionization degree

a and the return probability bt, while the determination of

their actual values in a specific discharge must rely on exper-

imental data (Sec. III) and/or more advanced analysis and

modeling (Secs. IVC and IVD, to follow).

Vlček and Burcalová238 improved the model further by

including the effects of the secondary electron emission, the

sputter yield, and the effective energy lost per electron–ion

pair created when calculating the fraction of ionized sput-

tered vapor that is directed back to the target bt. Substituting

Eq. (24) into Eq. (23) gives

a ¼ mtarget

bt

1

Ytg þ mtargetðYss þ YtgÞ
: (36)

This can be rewritten as

mtarget ¼ abtYt 	 Yt; (37)

where the effective sputter yield of the target is

Yt ¼ Ytgð1� mtargetÞ þ Yssmtarget: (38)

The fraction of ionized sputtered atoms directed back to the

target bt is assumed to be the same as the fraction of ionized

working gas atoms bg. If we assume all the applied target

voltage drops across the cathode sheath we get

cSE;effð1� dcÞbt
Vd

Ec;eff
¼ 1; (39)

where cSE,eff is the effective secondary electron emission

coefficient of the target material and Ec;eff is the effective

energy loss per electron–ion pair produced, and dc is the

fraction of secondary electrons lost by diffusive transport to

the substrate and to the chamber walls. Also,

cSE;eff ¼ ð1� rÞ½cmgð1� mtargetÞ þ cssmtarget
; (40)

where r is the recapture probability reducing the total sec-

ondary electron emission coefficient. The effective energy

lost per electron–ion pair created is written as

Ec;eff ¼ Ec;gð1� mtargetÞ þ Ec;tmtarget; (41)

where Ec;g and Ec;t are the energy lost per electron–ion pair

created for the noble working gas and the sputtered vapor,

respectively. Substituting Eqs. (40) and (41) into Eq. (39)

gives

bt ¼
Ec;gð1� mtargetÞ þ Ec;tmtarget

Vdð1� dcÞð1� rÞ½cmgð1� mtargetÞ þ cssmtarget

: (42)

TABLE III. Fitting parameters for the sputter yield for aluminum and

copper.a

ak bk

Arþ ! Al 0.0296 0.512

Alþ ! Al 0.1042 0.370

Arþ ! Cu 0.1421 0.468

Cuþ ! Cu 0.0691 0.556

aFrom Anders (Ref. 196).

FIG. 14. (Color online) Calculated values of the normalized deposition rate

coefficient w, the fraction of ions impacting the target which are ions of the

sputtered vapor f, the ionized flux fraction of target material that reaches the

substrate h, and the fraction of ions of the sputtered vapor directed back to

the target bt, as a function of the degree of ionization of the sputtered vapor

for (a) aluminum target and (b) copper target.
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This model allows for calculation of a and bt as a function of

the applied target voltage Vd and the fraction of ions in the

sputtered vapor directed onto the substrate. Also, simple

scaling laws are achieved bt / 1=Vd and if we assume

Yt / V
1=2
d it is apparent that a / V

1=2
d and abt / V

�1=2
d .

B. Neutral particle flow—rarefaction

It is well known that for a conventional dcMS discharge

collisions between the sputtered particles and the neutral

working gas atoms results in gas heating and rarefac-

tion.241,242 The sputtered atoms leaving the target are

expected to have kinetic energy of a few eV.243 The density

of the sputtered vapor is significantly higher in an HiPIMS

discharge than a dcMS. The energy transfer from the increas-

ing number of sputtered atoms to the working gas atoms

leads to heating of the working gas followed by expansion, a

process that is referred to as rarefaction. Sometimes the term

“sputtering wind” is used to describe this momentum trans-

fer and displacement of the working gas by the sputtered

vapor.244 The sputtering wind has a direction away from the

target. This lowered density of the working gas leads to a

reduction in the number of ions available for sputtering,

which again leads to a reduction in sputter rate and thus dep-

osition rate. The number of sputtered atoms in the vicinity of

the target increases with increasing discharge current. This

has been demonstrated by laser absorption spectroscopy of

aluminum atoms comparing dcMS and a pulsed magnetron

sputtering discharge at the lower end of the HiPIMS re-

gime.245 There is almost an order of magnitude increase in

the instantaneous density of aluminum atoms when pulsing

the discharge at the same average power. Since the target

current is much higher for an HiPIMS discharge than for a

dcMS discharge the rarefaction effect is expected to be

much more pronounced. This phenomena has been demon-

strated experimentally for an HiPIMS discharge by Alami

et al.199 and Vlček et al.173,246 Using optical emission spec-

trometry Vlček et al.173,246 see almost an order of magnitude

decrease in the density of atomic argon but slightly less dra-

matic decrease in the density of argon ions roughly 50–70 ls

into a 200 ls long pulse while sputtering Cu target. Liebig

et al.203 apply 2D OES to explore the spatial and temporal

behavior of the argon working gas and also observe gas rare-

faction. In addition, Vitelaru et al.247 have recently per-

formed time resolved tunable diode-laser absorption

spectroscopy measurements of the argon metastable (Arm)

density in an HiPIMS discharge driven by 200 ls pulses

while sputtering a Ti target. From the Doppler profile the

evolution of the temperature and density were derived during

the pulse as well as during the plasma afterglow. Typical

results are shown in Fig. 15, where it is shown that the Arm

density sharply increases within the first 25 ls, followed by a

severe Arm depletion along with increasing gas temperature

around the peak of the HiPIMS discharge current at about

80 ls into the pulse. The authors claim that the reduction of

Arm density is due to a strong depletion of neutral Ar, which

is likely an effect of gas rarefaction as well as due to electron

impact ionization of Ar owing to the high plasma density

during the peak of the HiPIMS pulse. As the discharge cur-

rent starts to decrease (decreasing plasma density) a strong

increase of the Arm density is again detected until the pulse

is switched off at 200 ls, followed by the plasma afterglow

characterized by a decay of both density and temperature of

the Arm as the plasma species are lost through recombination

and diffusion toward the chamber wall. Hala et al.136 demon-

strate the development of a dense plasma of the sputtered

vapor close to the target and its expansion into the reactor.

As the target atoms are sputtered off the target a density gra-

dient is created that drives diffusion of both sputtered neu-

trals and ions away from the target. The wavefront of this

expanding plasma propagates outward from the target along

the axis of the magnetron discharge. In a pure argon

FIG. 15. (Color online) Typical results of time resolved time resolved tuna-

ble diode-laser absorption spectroscopy in HiPIMS taken at 1 cm from the

target surface at an Ar gas pressure of 1.3 Pa. The full black curve displays

the HiPIMS discharge current IdðtÞ (corresponding to a peak current density

of 0.5A cm�2), the red curve with circles is the temperature of the Arm and

the blue curve with squares represents the Arm density. Adapted from Vite-

laru et al. (Ref. 247).

FIG. 16. (Color online) Left side shows the division of the plasma into dif-

ferent regions, adapted from Brenning et al. (Ref. 202). The ionization

region is defined as the volume in which most of the ionization is located. It

is a subvolume of the magnetic trap, the region with closed magnetic field

lines (those that in both directions intersect the target). Recent optical stud-

ies (Ref. 136) show that during the first few tens of microseconds of an

HiPIMS pulse the IR rapidly expands, and then stabilizes approximately

coinciding with the magnetic field lines that intersect the active (race track)

part of the target. The bulk plasma consists of the rest of the magnetic trap.

The anode plasma (AP), finally, is the region with open magnetic field lines

with at least one end intersecting the substrate, the anode, or the walls. The

right side shows the currents carried by electrons and ions in, and across the

borders of the different regions.
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discharge the propagating plasma has a hemispherical shape.

In a reactive gas the plasma wavefront starts out hemispheri-

cal but changes to conical and then to droplike shape. This

dense plasma travels at speeds in the range of 0.7–3.5 km/s

depending on the working gas composition and the gas pres-

sure.136 A gas shock wave precedes this expanding dense

plasma; thus confirming the existence of the ion-acoustic

solitary wave expanding away from the cathode target.149

Hála et al.136,248 also report on emission from the working

gas due to excitation by fast electrons during the ignition

phase that spread outwards from the target at rather high

speed (24 km/s at 1.3 Pa Ar and at 7.5 km/s in 1.3 Pa of N2).

The behavior of the neutral particles during HiPIMS pulse

was studied by a direct Monte Carlo method by Kadlec.249

He assumes argon discharge and titanium target. When the

target current reaches the kA range very strong gas rarefac-

tion is observed and the volume density of sputtered metal

exceeds the working gas density several times. The gas starts

to move rapidly away from the target as a shock wave a few

microseconds into the pulse, similar to the shock wave meas-

ured by Hála et al.136,248 For a 200 ls long pulse (1 kA and

1 kV) the argon density falls roughly an order of magnitude

in front of the race track 100 ls into the pulse and the [Ti]/

[Ar] ratio reaches a value of roughly 5. This shows that gas

rarefaction is very strong in the HiPIMS discharge, indeed.

The reduction of gas density would not be much of a

problem if the refill process were fast enough. Unfortunatel,y

this does not seem to be the case in HiPIMS discharges193

due to high peak power densities.249 The effect of the gas

refill was studied for different pulse off times by Lundin

et al.,193 which showed that the high peak currents com-

monly found in HiPIMS could not be attained when decreas-

ing the off time below approximately 1ms. For pulse off

times greater than 3ms the influx of neutral gas could diffuse

into the most intense area of the discharge and thereby pro-

vide enough source particles for ionization in order to

recover the high peak currents. In a series of experiments

with long pulses with constant voltage Lundin et al.193 found

a transition from an initial high current peak to a lower cur-

rent steady plateau value. They proposed that the time dura-

tion of the peak was mainly determined by a new

mechanism they proposed for gas rarefaction in the high mo-

mentary current densities in HiPIMS. The idea is that the

integrated current, from the pulse start, corresponds to a

number of atoms in the ionization region that have been ion-

ized and attracted to the target given by

DnAr;iz ¼
IdðtÞ

eð1þ cSEÞ
dt: (43)

If these ions, after recombination, return with so high speed

that they spend negligible time in the ionization region, they

can be regarded as practically lost. An approximate rarefac-

tion time scale for this process, sraref,iz, is the time it takes

from the pulse start to ionize all argon atoms that are origi-

nally in the ionization region, nAr,0VIR, where VIR is the vol-

ume of the ionization region. The scaling found by Lundin

et al.,193 both with discharge current and with gas pressure,

indicated that this should be regarded as a major candidate

for determining the time duration of the initial high current

peak. It is not an important mechanism in dcMS discharges,

since in these sraref,iz is longer than the refill time at the gas

acoustic speed. This mechanism was not included in the sim-

ulations of Kadlec.249

C. Ionization of the sputtered vapor

The ionization of the sputtered vapor in low density

(ne� 1016m�3) sputtering devices, such as rf sputtering dis-

charges250,251 and dcMS,66 is primarily due to the Penning

process (e.g., for an argon discharge ArmþM ! ArþMþþ
e) and electron impact ionization is not very important. It was

shown by Hopwood et al.,91,252 using a volume averaged

global model of an ICP-MS, that for electron densities above

�1017m�3 electron impact ionization becomes the dominant

ionization mechanism for the sputtered vapor while for elec-

tron densities below �1017m�3 the Penning process is domi-

nating. To explore the ionization processes in the HiPIMS

discharge, the time dependent global (volume averaged)

model developed by Ashida et al.253 and the above-mentioned

(volume averaged) global model of the IPVD process in the

ICP-MS discharge developed by Hopwood et al.,91,252 was

combined and modified to describe the HiPIMS process.254

The results from this model indicate that electron impact ioni-

zation of the sputtered vapor is the dominant contributor to

the high ionization fraction in the HiPIMS discharge. How-

ever, this model did not take into account the spatial variation

of the density within the discharge so it was later improved by

defining an IR next to the race track instead of taking a vol-

ume average over the entire chamber.255,256 This is referred to

as ionization region model (IRM). The IRM is based on the

fact that in the magnetron sputtering discharge a high density

brightly glowing torus shaped plasma hovers in front of the

cathode target extending a few centimeters, and is embedded

in a lower density plasma bulk (see Fig. 16). The IRM is a

model of the plasma chemistry in this high density plasma

region, while the surrounding plasma can be treated by a bulk

plasma model.257 The IRM is intended to use data from a real

discharge as input [geometry, target and gas species, pressure,

pulse shapes Id(t) and Vd(t), etc.]. However, like in the target

pathway model (discussed in Sec. IVA), the ion return proba-

bility bt has to be assumed, measured, or separately moti-

vated. The output is the plasma parameters, the compositions

and degrees of ionization of all species, and the fluxes to the

bulk plasma and to the target. Also, the fraction of the electric

power that goes into heating the electrons FPWR, is an output

variable, obtained through an energy self-consistency condi-

tion. Values in the range 0.1<FPWR< 0.3 are typically found

when high current (Id,max� 100A) pulses are modeled. The

temporal variation is defined by a set of ordinary differential

equations giving the first time derivatives of the electron

energy and the particle densities for all the particles. The elec-

tron density is directly given by the ion densities assuming

quasi-neutrality of the plasma. The treatment is essentially

zero-dimensional, i.e., only volume averaged values over the

whole ionization region volume for the electron, ion, and
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neutral densities are calculated. However, geometrical effects

are included indirectly in the treatment of particle fluxes

across the boundaries to the target and the bulk plasma. These

coupled differential equations that describe the particle and

power balance are solved for the ionization region defined by

the distance from the target z1< z< z2 and the width of the

race track rc2� rc1 where rc1< rc< rc2. In the two region

model that was developed by Kozák and Pajdarová256 the ion-

ization region is assumed to be half a torus next to the target.

It is instructive to explore the terms that enter the energy

and particle balance equations to understand the processes

that dictate the HiPIMS discharge. The rate of change of the

electron energy density has three contributions: the exter-

nally supplied electrical power input, the surface losses, and

the electron energy loss due to inelastic collisions. This

translates into the temporal development of the electron tem-

perature which follows the rate equation,

3

2
ne

dTe

dt
¼ FPWR

IdVd

eVIR

� Te

2
� CArþ þ CMþð ÞSIR

VIR

� Ec;Ar þ
3

2
Te

� �

kizneðnAr þ nAr;hÞ

� Ec;Arm þ 3

2
Te

� �

kiz;mnenArm þ EdexkdexnenArm

� Ec;M þ 3

2
Te

� �

kiz;MnenM þ 6� 3

2
Te

� �

kpnMnArm ; (44)

where V denotes volume, S surface, and

Cnn ¼
1

SIR

ð

nnnunndSIR (45)

is the averaged flux density of species nn across the bound-

ary between the ionization region and the bulk plasma,

k¼hrvi is the rate coefficient, r is the cross section, C is the

flux, and E is the energy in eV. The indices are IR (ionization

region), D (discharge), M (metal), P (Penning ionization), m

(metastable level), iz (ionization), dex (deexcitation), c

(effective cost of ionization, the sum of elastic collisions

energy losses per electron–ion pair created), Ar (cold argon

ground state atoms), and Ar,h (hot argon atoms, returning

from the target after recombination).

The particle balance equation for the Mþ ions is

dnM
þ

dt
¼ kiz;MnenM þ kPnMnArm

þ kchexcnMnArþ � CMþSIR
VIR

: (46)

The first three terms are the internal collision processes in the

ionization region, electron impact ionization, Penning ioniza-

tion, and charge exchange collisions with Arþ ions. The

fourth term represents the surface losses of the metal ions.

The particle balance equation for the neutral metal atoms is

dnM

dt
¼� kiz;MnenM � kPnMnArm � kchexcnMnArþ

þ CArþSRTYtgþCMþSRTYss
VIR

� CM;diff

l
(47)

and l ¼ z2 � z1 is the thickness of the ionization region. The

three collision terms are the same as in Eq. (46). The fourth

term describes the flux of sputtered metal atoms into the ion-

ization region which follows from the ion fluxes to the race

track (with the surface area SRT), multiplied by the corre-

sponding sputter yields. The last term describes the diffusion

of metal atoms out of the ionization region.

The particle balance equation for the cold argon gas

atoms is

dnAr

dt
¼� kiznenAr � kexc;mnenAr þ kPnMnArm

�kdexnenArm þ CAr;diff

L

� ðCM;0�CM;diffÞþðCMþ ;0�CMþ ;diffÞð ÞðSIR�SRTÞ
VIR

�mM

mAr

� nAr

nAr þ nArm
:

(48)

The first four terms describe the collision losses due to elec-

tron impact ionization, electron impact excitation to metasta-

ble levels, and gains due to Penning ionization and electron

impact deexcitation from the metastable level, and were dis-

cussed earlier. The second term of the second line describes

the diffusional refill of argon from the surroundings, with a

flux density CAr,diff that is determined by the gas temperature

and the difference (nAr,0� nAr) in density. The last term

describes the effect of the metal sputter wind on the argon

gas, essentially reflecting momentum (or pressure) balance.

Due to collisions with argon there is a reduction proportional

to ðCM;0 � CM;diffÞ þ ðCMþ;0 � CMþ;diffÞ in the metal (both

neutrals and ions) momentum flow from the ionization region

to the bulk plasma, i.e., across the surface (SIR� SRT). This is

balanced by a corresponding outwards argon flux, taking into

account the difference in mass, and also the fraction of the

lost momentum that goes to metastable argon atoms.

These models provide a flexible tool to explore the dis-

charge properties and the internal processes such as the tem-

poral variations of the ionized fractions of the working gas

and the sputtered vapor, the electron density and tempera-

ture, and the gas rarefaction and refill processes.31,255,256

The model calculations show that during the main pulse,

10–15 ls into the pulse until 100 ls into the pulse, the elec-

tron density increases and decays closely in phase with the

discharge current.255 Furthermore, the calculations made for

aluminum target show that the degree of argon ionization

reaches 36%, and it peaks later than the discharge current

peak. This is due to extreme gas depletion, so that a given ar-

gon ion density corresponds to higher degree of ionization at

the end of the pulse. The degree of metal ionization on the

other hand has a broader and earlier peak, and a higher

degree of ionization, 80%–85%. The higher ionization frac-

tion is a direct consequence of the lower ionization potential,

5.96 eV for aluminum compared to 15.76 eV for argon. It is

also observed that electron impact ionization dominates the

production of metal ions, with the contributions from Pen-

ning ionization and charge exchange to be almost negligible

during the pulse-on time. Gas depletion reaches a value of

over 96% and is significantly delayed in time with respect to
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the discharge current maximum. Model runs258 confirm the

proposal by Lundin et al.,193 that in HiPIMS the gas deple-

tion due to ionization losses can dominate over the kick-out

by the sputter wind (discussed in Sec. IVB), in contrast to

what has been observed for dcMS.241 This model has also

been used to explore the ionization fraction of various target

metals in an HiPIMS discharge assuming typical values of

�880V (constant voltage) and current peak of �30A to gen-

erate approximately 100 ls discharge pulses at repetition fre-

quency of 100 Hz on a 7.6 cm diameter target.31 The

ionization fraction for Ti reaches 56% roughly 55 ls into the

pulse, while Cu reaches an ionization fraction of 27%. It can

be seen that, although Ti has a higher ionization potential

than Al, the ionization fraction for Ti is higher (56% at the

peak) than for Al (49% at the peak), since the electron

impact ionization collision cross section is twice as large as

that for Al and the mobility of Tiþ being slightly lower. Cu

on the other hand has higher ionization threshold than Ti or

Al and a much lower electron impact ionization collision

cross section, and exhibits lower ionization fraction.

D. Transport of charged particles

The motion of charged particles is one of the most chal-

lenging problems in HiPIMS plasma physics. The key param-

eters that determine the flow speeds ve and vi of electrons and

ions in the plasma are the magnetic field B; the gradient in

electron pressure rpe; the electric field which here is split up

into a quasi-dc part denoted by E (which varies on the time

scale of the HiPIMS pulse), and a high frequency Ehf part

associated with waves, turbulence, and anomalous resistivity

and transport; the classical elastic mean free path kcoll for col-

lisions with charged and neutral gas particles; and the charac-

teristic length scale lc of the device. In sputtering magnetrons

the inequalities rce � lc � rci generally hold as discussed in

Sec. IIA, meaning that the electrons are magnetized while the

ions are practically unmagnetized. Ion-neutral mean free paths

are found in ranges from kcoll � lc to kcoll > lc depending on

apparatus size and gas pressure. However, for the electron

flow and transport, classical collisions are usually less impor-

tant than anomalous collisions, mediated by the high fre-

quency Ehf fields. In a fluid description these can be

represented by an anomalous effective ion–electron momen-

tum exchange time constant seff which, however, only applies

to the cross-B component of the electron–ion relative motion

(alternatively expressed, the resistivity is a tensor �g with a

small field-aligned component). Often, seff is called the effec-

tive collision time.

We attempt to introduce the mechanisms involved in the

motion of charged particles in Table IV in such a way that

they appear in a natural sequence. For each new mechanism

we will refer to the corresponding box in Table IV. Three

types of charged species will be treated: working gas ions, in

the text denoted as Arþ, ions of the sputtered vapor, Mþ, and
electrons, e. The motion of each type of species in the mag-

netic trap (the IR plus the BP regions, see Fig. 16) is dis-

cussed in three physical situations of increasing complexity,

which also means increasing closeness to a real HiPIMS dis-

charge: zero E field, finite E field, and anomalous resistivity.

For the following discussion we define z¼ 0 at the target sur-

face and the þz direction is away from the target.

1. Ar1 ions, zero E field (Table IV, box 1)

A high return probability of the Arþ ions to the target bg
is beneficial for sustaining the discharge. The physical rea-

son is that upon bombarding the target the ions lead to sec-

ondary emission of electrons which, after acceleration across

the sheath, provide the energy needed for ionization in the

plasma. From the discharge energy budget point of view,

this energy source is proportional to the return probability

bg. Due to the large cross section for resonant charge

exchange collisions, in the first approximation the ion

motion for zero E field can be treated as diffusion through

the background gas, with a flux given by Ficks law,49

Cdiff ¼ �DdiffrnArþ : (49)

However, both the neutral gas and the Arþ ions are, in addi-

tion, moving away under the action of the sputter wind

(including fast, recombined, argon reflected from the target

surface). This gas flow speed must be added to the diffusion

flow speed. In the case of significant gas rarefaction, the

problem becomes more complicated because the collision

dominated assumption might no longer be valid.

2. Ar1 ions, finite E field (Table IV, box 4)

As discussed in Sec. IIIA there is usually an electric field

extending into the plasma and directed toward the target, here

denoted Ez. In such a situation there are two simple extreme

cases. In the collision-free extreme the Arþ ions move in bal-

listic orbits and will end up on the target if, at their point of

ionization, their kinetic energy in the þz direction (away from

the target) is lower than the remaining potential hill qiDU

they have to climb in the þz direction. In the collision domi-

nated case the electric mobility drift uz¼liEz is added to (and

directed against) the outwards flow speeds from the diffusion

and the rarefaction flows treated earlier. They will move to-

ward the target if they become ionized in a region where this

total drift has a negative sign. Although exact calculations of

the Arþ-ion drift speeds remain to be done we propose, based

on estimates of the energies and drift speeds involved in the

diffusion and rarefaction flow mechanisms earlier, that an

electric potential UIR of a few volts across the ionization

region should be sufficient for a rather high Arþ return proba-

bility, say, 0.7< bg.

3. M1-ions, zero E field (Table IV, box 2)

If there is no electric field in the plasma, the Mþ ions

behave as neutrals of the same species (disregarding the dif-

ference in the elastic cross sections). The motion of the neu-

tral sputtered species has been studied by Msieh et al.259 by

Monte Carlo simulations. Test particles were injected at

z¼ 0 with a sputtered energy and angular distribution, and

followed in time in a uniform neutral gas. The resulting ve-

locity distribution was extracted as function of z. Two
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distinct populations were identified: one not collided popula-

tion retaining the original sputter distribution, with density

decreasing approximately as exp(�z/kcoll), and another col-

lided population, approximately thermal with the ambient

gas temperature. In the zero E field case, the not collided

Mþ-ion population does not return to the target, while the

collided population will behave as the Arþ ions in zero E

field treated earlier, moving according to the combined

mechanisms of diffusion and rarefaction flow.

4. M1 ions, finite E field (Table IV, box 5)

This is the key combination to understand for the return

probability bt of the Mþ ions, the major unknown in both the

material pathway and the IRM models, and also probably one

of the major reasons for the reduced deposition rate discussed

in Sec. III C. Each ion has, at the time and place of ionization,

the same initial velocity ui0 as the neutral had (we distinguish

here between individual particle velocities u and flow veloc-

ities v). After ionization, and until the next collision, the ions

follow ballistic orbits where dui0/dt (i.e., not ui) is determined

by the local electric fields E. A fluid description cannot accu-

rately describe such motion. However, a few observations can

be made. The collided, thermal, part of the Mþ-ion distribution
will behave much as the Arþ population discussed earlier and

is therefore expected to return to the target already at potentials

of a few volts. Uncollided Mþ ions; on the other hand, start

with ui0 directed away from the target, and with the sputtered

energy distribution [Eq. (14)]. Their point of ionization is fur-

thermore determined by their velocity: those with low initial

velocity uz spend more time close to the target, and are there-

fore on the average ionized closer to it. These slow ions both

have a lower directed kinetic energy in the þz direction, and a

larger average potential hill qiDU to climb, which creates a

high-energy-pass filtering effect. The average point of ioniza-

tion also depends on the time during the pulse: at peak current,

the plasma density is higher, and ionization occurs closer to

the target as the mean free path for electron impact ionization

changes from a very small value to several centimeters.

In summary, the ion transport speeds can generally be

expected to be very complicated functions both of the local

parameters and the time histories of the individual

particles.

Even if the electric potential profile U(r, t) were known,

calculations of the ion transport velocity would require PIC

simulations or at least Monte Carlo simulations. However,

the above-presented discussion demonstrates the possibility

that there might exist a high deposition rate window some-

where in the range 1 < UIR < 20 V, in which the potential is

high enough to give the high bg needed to sustain the dis-

charge, but so low that it lets most of the not collided part of

the Mþ population escape to the bulk plasma.

5. Electron transport along B (Table IV, box 3)

The magnetic field aligned component vek of the electron
drift speed ve is not determined by the local plasma parame-

ters. The reason is that electrons, with their light mass, easily

respond by a redistribution along B to departure from the

equilibrium state in which the pressure gradient is balanced

by the electric volume force,

rpek ¼ eneEk: (50)

If there is a loss (or gain) of charge in one part of a flux tube,

electrons are redistributed along it and modify the electric

field (through Poissons equation) so that Eq. (50) is main-

tained. vek is therefore driven by the global cross-B current

pattern. The collisional parallel resistivity can generally be

neglected in this process. In a homogeneous plasma,

rpek ¼ 0, giving Ek ¼ 0, and the magnetic field lines are

equipotentials. However, in the dynamic and inhomogeneous

HiPIMS pulses, the full expression (50) will be needed, par-

ticularly in the region penetrated by high energy secondary

electrons accelerated across the sheath.

6. Electron transport across B—classical mobility
(Table IV, boxes 3 and 6)

The perpendicular part of ve is split up into two parts depend-

ing on the direction with respect to the net cross-B force,

Fe? ¼ ð�rpe � eneEÞ?: (51)

TABLE IV. Overview of the mechanisms that influence the motion of charged particles in the magnetic trap (the ionization region plus the bulk plasma).

Physical situation Working gas ions, Arþ Ions of the sputtered vapor, Mþ Electrons

Zero E-field (1) (2) (3)

Diffusion Sputter flow Force balance k B

Rarefaction flow Diffusion Diamagnetic drift ?B

Rarefaction flow Cross-B classical diffusion ?B

Finite E-field (4) (5) (6)

All above plus All above plus All above plus

Mobility drift Ballistic energy filter Hall drift ?B

Mobility drift Classical Pedersen conductivity ?B

Anomalous resistivity (7) (8) (9)

All above plus All above plus All above plus

Azimuthal drag Azimuthal drag Cross-B anomalous mobility ?B
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Let us consider a cylindrical magnetron with azimuthal sym-

metry, where Fe? lies in the (r, z) plane. In the Fe? � B

direction, there is an azimuthal drift speed,

ve/ ¼ Fe?
eneB

x2
es

2
c

1þ x2
es

2
c

; (52)

where sc is the classical collision time due to electron–ion

(Coulomb) and electroneutral collisions and xe is the elec-

tron cyclotron angular frequency [given by Eq. (7)]. The

dimensionless cross-B transport parameter xesc is common

for electric conductivity, electron diffusion, diamagnetic

drift, electron mobility, and the magnetic field diffusion into

a plasma.260 It is often referred to as the Hall parameter. In

the collision-free limit ðxesc ! 1Þ the sum of the Hall drift,

Eq. (9), and the diamagnetic drift, Eq. (10), are recovered

from Eqs. (51) and (52).

Since the ions are unmagnetized, they have no corre-

sponding drift motion and this drift gives an azimuthal cur-

rent density Je;/ ¼ � eneve
/. In the direction along Fe? the

electron drift component has the value

veðr; zÞ
Fe?
eneB

xesc

1þ x2
es

2
c

: (53)

An important relation, first proposed by Rossnagel and Kauf-

man,68 can be derived for the case when the pressure term in

Fe? is negligible. In that case the currents (i.e., the electron

drifts in the ion rest frame) across B are given by the classi-

cal Hall and Pedersen conductivities, which can be obtained

from the generalized Ohms law as functions of the Hall pa-

rameter xesc. In the plasma bulk the electrons have to move

across the magnetic field lines in order to arrive at the anode.

The electric-field-driven part of the cross-B discharge cur-

rent density and the electric field are related through the gen-

eralized Ohm’s law,

E? ¼ Jd?
rP

¼ Jd?
ene

B

xesc

1þ ðxescÞ2

" #�1

; (54)

where rP is the Pedersen conductivity. In the bulk plasma

the current is carried mainly by electrons and we can

write168

Je;/

Jd?
¼ E?rH

E?rP
¼

E?
ene

B

x2
es

2
c

1þ ðxescÞ2

E?
ene

B

xesc

1þ ðxescÞ2
¼ xesc; (55)

where Je,/ is the azimuthal current density, Jd? is the dis-

charge current density, and rH is the Hall conductivity.

Thus, the Hall parameter can be obtained from a measure-

ment of the current ratio Je;/=Jd?.

7. Electron transport across B—anomalous resistivity
(Table IV, box 9)

Classical theory of diffusion and electrical conductivity

where collisions move electrons across the magnetic field

lines results in values that scale as 1/B2. A more rapid or

anomalous loss of plasma across magnetic field lines is

caused by microinstabilities and is referred to as Bohm diffu-

sion. Then the diffusion scales as 1/B or as described by the

semiempirical Bohm diffusion coefficient,73,261

DB ¼ 1

16

kTe

eB
: (56)

Bohm diffusion can be formally ascribed to anomalous col-

lisions, with an effective collision time seff. The empirically

found constant 16 in Eq. (56) is, in this description, the anoma-

lous Hall parameter, i.e., (xeseff)Bohm¼ 16. This approach has

been generalized to include conductivity, mobility, and mag-

netic field diffusion,68,260,262 wherein also the relation (55) has

been shown to apply for pressure driven (i e, diamagnetic) cur-

rents. Thus, a determination of Je;/=Jd? gives a direct measure

of xeseff, and thereby all transport parameters needed for fluid

modeling: l?; g?; rH; rP;D?, and the magnetic field diffusion

constant. For definitions and relations to xeseff of these, see

Brenning et al.260 The azimuthal drift currents in a circular

planar dcMS have been measured for a range of parameters

and values in the range Je;/=Jd? � 3� 35 have been

reported.68,74,263,264 The drift current was found to vary

roughly linearly with the discharge current. Furthermore, none

or only a weak dependence on the gas species or the cathode

target material is observed.68 It turns out that electron cross-B

transport in the HiPIMS discharge is much faster than classi-

cally predicted through collisions and also faster than Bohm

diffusion. Brenning et al.260 show that the diffusion coefficient

is roughly a factor of 5 greater than what the Bohm diffusion

would predict. This faster than Bohm diffusion range is

1:5 < Je;/=Jd? < 5:5. The early measurements by Bohlmark

et al.264 indicated that the ratio between the azimuthal current

density Je,/ and the discharge current Jd? in an HiPIMS dis-

charge is Je;/=Jd? � 2. More recently the spatial and temporal

variation of the internal current densities Je,/ and Jd?(z) have
been measured by a Rogowski coil.265 These measurements

indicate a variation of the transport parameter Je;/=Jd? over

time and space. The low values of Je;/=Jd? � 2 are observed

7–8 cm from the target surface. Closer to the target Je;/=Jd?
increases with decreasing distance approaching the values

expected for Bohm diffusion. There are small variations in

Je;/=Jd? with time, values stay within a factor of 2 from the

average value. These results are shown in Fig. 17, which

shows Je;/=Jd? above the race track for times 30, 60, 85, 100,

and 130ls into the pulse. The low value of Je;/=Jd? observed

for an HiPIMS discharge indicates a much more efficient elec-

tron transport across the magnetic field lines than for a dcMS,

which is a result of decreased transverse resistivity g? and

thereby increased cross-B conductivity and diffusion of

electrons.

8. Ar1 and M1 ions—anomalous resistivity (Table IV,
boxes 7 and 8)

The high energy tails observed in the IEDF in the HiPMS

discharge, with measured energies up to 100 eV (see Figs. 9

and 10) is a desirable feature for film growth, but the

030801-27 Gudmundsson et al.: High power impulse magnetron sputtering discharge 030801-27

JVSTA - Vacuum, Surfaces, and Films

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jva.aip.org/jva/copyright.jsp



acceleration of these ions is at present not understood and

any model for ion transport that does not include this feature

must be regarded as incomplete. Lundin et al.167 argued that

this ion energization is associated with the anomalous resis-

tivity effect that gives the efficient cross-B electron trans-

port. This claim was in Lundin et al.167 supported by

experimental data where a mass spectrometer showed a

much more pronounced high energy tail in the IEDF in the

expected azimuthal direction, as indicated in Fig. 18 and dis-

cussed in Sec. III B. The proposed mechanism is also shown

in Fig. 18 and is based on results from PIC simulations of

the wave structure in the modified two stream instability

(MTSI).266 The instability, when driven by an azimuthal cur-

rent Je,/, sets up a wave structure with the wave vector k/,

and in which the wave electric field EW and the density per-

turbations (dne¼ dni due to quasi-neutrality) are correlated

in such a fashion that there is a net azimuthal force

Fei ¼ 6 eneEWh i between ions an electrons. The force is

directed along Je,/ and gives the anomalous resistivity effect.

However, besides the action on the electrons that facilitates

the radial transport, there must be an equal and opposite

reaction on the ions, i.e., a net average drag against the direc-

tion of Je,/. The two-stream instability is driven by the rela-

tive drifts between electrons ve and ions vi in the plasma, i.e.,

vrel¼ vi� ve, in the presence of a magnetic field component

perpendicular to this relative drift. This is the case for the

circulating azimuthal current in the magnetic field trap of a

magnetron above the target in an HiPIMS discharge.264

Because the ion gyro radii in magnetron sputtering dis-

charges are typically larger than the spatial dimension of the

plasma, only the electrons are magnetized and take part in

this azimuthal drift. Lundin et al.262 estimate the individual

contributions of the various drift terms to the total azimuthal

current. They find that the Hall drift [Eq. (9)] and the dia-

magnetic drift [Eq. (10)] are in the same direction and com-

bine to an azimuthal drift speed exceeding the MTSI

threshold. This approach was further developed by Poolchar-

uansin et al.,169 who added a drag force term, accounting for

the azimuthal anomalous-resistive drag force, to the ion

equation of motion which was solved numerically. It was

shown that a fraction of the circulating ion flux, which does

not suffer from collisions, can then overcome a radial elec-

tric field and leave the discharge volume in the tangential

direction. Results obtained for elevated pressures indicate

that the sideway transport of ions is increasingly influenced

by scattering of ions out of the discharge volume.

Previous investigations of the MTSI have shown that the

result will be large oscillations in the electric field, which are

often correlated with the plasma density, resulting in a net

transport of electrons perpendicular to both Je,/ and B while

the ions are too heavy to follow this motion.266 Measure-

ments of oscillating electric fields in the megahertz range in

this and other devices262,267 are also consistent with the

MTSI as discussed earlier. Lundin et al.262 demonstrated

that the frequency dependence on the ion mass and the mag-

netic field strength corresponds to lower hybrid oscillations

when the fraction of the ions of the sputtered vapor is

roughly 80% of the total ion density. Besides the MTSI, also

other frequency ranges and instabilities have been discussed.

Oscillations have been observed in dcMS (Refs. 268 and

269) as well as in HiPIMS plasmas,16,179 and sometimes put

in the context of fast electron transport.269,270

Another type of process that can facilitate radial electron

cross-B transport is spoke formation. Spoke formation has

been reported during the ignition and growth phases of

pulsed homopolar cross-B discharges.271–273 Such dis-

charges have a different discharge geometry than sputtering

magnetrons, but are topologically similar. A spoke is a rotat-

ing radial channel of enhanced plasma density, within which

an azimuthal electric field gives a radial Hall drift of the

electrons that carries the discharge current. There are indica-

tions that spoke formation should be considered also in

HiPIMS. Optical studies of a preionized HiPIMS discharge

show that azimuthal inhomogeneity or plasma bunches are

formed and rotate clockwise with a linear velocity 1 cm/ls,

in the direction of the electron E�B drift.59 The plasma is

more homogeneous when the magnetron discharge is oper-

ated in an unbalanced mode and the number of plasma

bunches increases with increased current amplitude. This

phenomena has been explored further by Anders et al.,274

FIG. 17. (Color online) Measurements of Je;/=Jd? � xeseff above the race

track, at 30, 60, 85, 100, and 130ls into the pulse vs distance from the cath-

ode surface. The curve marked (a) shows the average of the experimental

data. For reference, two values of classical Je;/=Jd? are also given: classical

electron-neutral collisions (b), and combined electron-neutral and Coulomb

collisions (c), as well as the Bohm-value Je;/=Jd? ¼ 16 (dashed). The Bohm

region, 8 < Je;/=Jd? < 30, as well as the faster-than-Bohm region (super-

Bohm), 1:5 < Je;/=Jd? < 5:5, appear as shaded areas. From Lundin et al.

(Ref. 265).

FIG. 18. (Color online) Azimuthal ion acceleration, and the mechanism pro-

posed by Lundin et al.168
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which argues that this is caused by an ionization instability

and that each of these dense plasma zones is associated with

an azimuthal electric field Eh which breaks the magnetic

confinement of the electrons due to an Eh�B-drift compo-

nent, which is in the axial direction, away from the target.

E. Modes of operation

Here we explore the physical mechanisms at work during

different stages of the discharge pulse, such as process gas

dynamics, sputtering, ionization, and current distribution. Of

particular interest is how internal pulse features such as the

gas rarefaction, the degree of self-sputtering, and the degree

of ionization of the sputtered species, can be influenced by

the choice of the pulse length and the applied power density.

For simplicity we here assume square shaped voltage pulses.

Figure 19 shows typical pulse shapes of the discharge cur-

rent, when the applied power density is varied from the mid-

dle of the MPP range of Fig. 1, up to the higher end of the

HiPIMS range. In Fig. 19 the HiPIMS discharge pulses have

been divided into five different phases during an approxi-

mately 300 ls long pulse. We have for simplicity only cho-

sen to display the discharge current, which in this example is

shown to develop along different pathways generally charac-

terized by an initial peak followed by a more or less stable

current plateau (bottom current curves in Fig. 19), or an ini-

tial peak followed by a second increase of the discharge cur-

rent (top current curves in Fig. 19). Note that the discharge

current amplitude, the point in time for reaching the peak

current, current transitions, etc., for each of these different

pathways is likely to change somewhat depending on dis-

charge conditions, such as target material, gas composition,

repetition frequency, the magnetic field strength, and other

factors,117,227,275 and should therefore not be taken as exact

values. We propose that such curves are suitably categorized

according to the degree of self-sputtering during the plateau/

runaway phase (i.e., during phase 4 in Fig. 19), where we

use for quantification the self-sputtering parameter Pss of

Eq. (16). Huo et al.258 used the IRM to model experiments

with long pulses,212 that covered power densities in the

range 1–10 kW/cm2. The model showed that Pss ¼ 0 for the

lowest power densities, obtained when the applied pulse was

slightly above the breakdown voltage, and that for higher

power densities was an almost linear increase of Pss with

Id,plateau. The bottom curve in Fig. 19 represents a range of

low self-sputtering, say, Pss < 0:1. In this range we propose

the discharge physics in the plateau/runaway phase to be

dcMS-like. Lundin et al.193 describe a case where fairly sta-

ble plateau currents (phase 4) values agree with the currents

in dcMS at the same discharge potential. They point out that

short (<100 ls) HiPIMS pulses give higher current for a

given voltage because they only exhibit the initial transient.

The middle range of power densities, with 0.1<Pss < 1,

represents discharges that we categorize as being partially

self-sputtering. For increasing power in this range, there is

experimental evidence that the degree of ionization of the

sputtered species increases, and also the fraction of doubly

ionized sputtered species.212 The top curve in Fig. 19 repre-

sents runaway self-sputtering which requires Pss > 1 and

therefore, from Eq. (16), a self-sputter yield Yss> 1/(abt)> 1

or through recycling of ions of the working gas to fulfill Eq.

(17). Runaway self-sputtering has been demonstrated for a

number of target materials, including Cu, Nb, and Ti, but

also C and Si,136,212,275 and for reactive sputtering as

well.227 The current runaway (when Pss > 1) is sometimes

more abrupt than demonstrated by the uppermost curve in

Fig. 19 (see, e.g., Refs. 212 and 227). In the following an

overview is given of the five phases shown in Fig. 19 based

on experimental data from the partial self-sputtering range.

Phase 1 (ignition) covers approximately the first 10 ls of

the discharge pulse, which constitutes the ignition phase dur-

ing which there is negligible plasma in the bulk volume of

the discharge chamber. The discharge will likely ignite as a

localized glow discharge at the target substrate in the vicin-

ity of the anode ring, where the vacuum electric field is the

strongest, which thus leads to a rather small current in the ra-

dial direction in the case of a circular magnetron.265 Time

resolved tunable diode-laser absorption spectroscopy meas-

urements by Vitelaru et al.247 show that there is a very strong

increase in the emission from the metastable working gas

atoms (Arm) during phase 1, which is seen in Fig. 15. As pre-

viously described in Sec. III A, Poolcharuansin and Brad-

ley146 detected a short burst of hot electrons (70–100 eV)

only within the first 10 ls of the HiPIMS pulse promoting

electron impact excitation, which would explain the great

increase in the number of Arm present. Also the neutral gas

temperature starts to increase reaching around 600–800K

(Fig. 15),247 which is likely due the increasing amount of

collisions taking place. Using optical emission spectrometry

Hála et al.136 also find that there is an initial strong increase

in the emission from the neutral working gas as seen in

Fig. 20.

Phase 2 (current rise) displays the commonly seen strong

initial current increase after the bulk plasma breakdown.

Secondary electrons as well as electrons created in the

FIG. 19. (Color online) Schematic illustration of the HiPIMS discharge cur-

rent divided into five different phases. The bottom two curves display an

approximately 300ls long current pulse, where the current decays after an

initial peak at around 80ls mainly due to depletion of the working gas, fol-

lowed by a current plateau. The top two curves illustrate the onset of self-

sputtering, where the current may reach a second maximum before the pulse

is switched off. The middle curve displays an intermediate state due to par-

tial self-sputtering.
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ionization region close to the target are accelerated out along

the magnetic field lines into the bulk volume and begin to

ionize the neutral gas resulting in strong axial current (per-

pendicular to the target surface) toward the edge and the cen-

ter of the target, where the magnetic field lines intersect the

cathode.265 A dense plasma torus above the target race track

is now also developing.265 At this stage the metal atom and

argon metastable densities build up, but at the same time

Arm loss processes, such as Penning ionization of the sput-

tered vapor atoms as well as electron impact ionization of

neutral gas atoms, will come into play.247 Furthermore, elec-

tron impact excitation and ionization of sputtered material

atoms will cool the effective electron temperature, since the

ionization potential of most sputtered materials is well below

that of Ar. Vitelaru et al.247 report on a peak in the Arm den-

sity during this phase as seen in Fig. 15, which is due to a

balance between the ongoing production and loss mecha-

nisms. Costin et al.276 use a fast time resolved 2D imaging

to explore short pulses. They follow the emission of Ar and

Al lines looking at the Al target during a 4ls pulse. After a

0.5 ls delay they see a fast rise in the Ar emission lines to a

peak at 1.2 ls into the pulse which coincides with a rapid

expansion of the torus. The Al lines exhibit the same tempo-

ral behavior as the discharge current, a slow increase in in-

tensity to a maximum 2.8 ls into the pulse and the 2D

images show a narrow torus limited to the race track, at

roughly constant width throughout the entire pulse.

Phase 3 (gas depletion). As the peak of the HiPIMS dis-

charge current is approached there is a strong decrease in the

emission from metastable argon atoms while the neutral ar-

gon temperature TAr continues to increase, see Fig. 15 (note

that the authors assume TAr � TAr
m since Arm are produced

from Ar and no great additional heating of the Arm is

expected).247 Also reported is a strong increase in the emis-

sion from neutrals and ions of the sputtered material, which

is found to dominate the discharge between phases 2 and

3.136 At this stage the bulk plasma density has built up suffi-

ciently to admit current closure cross the magnetic field lines

(i.e., cross-B electron drift toward the anode/ground): first at

larger distances from the target surface, but eventually the

plasma density above the target race track is high enough so

that this route is the easiest for the electron current to cross

the magnetic field lines (cross-B drift), which results in a

more evenly distributed axial current.265 The plasma poten-

tial has been found to be less negative compared to the igni-

tion phase but might still reach down to �40V close to the

target surface.200 During these conditions a strong reduction

of working gas atom density occurs mainly due to (a) elec-

tron impact ionization of the working gas as a result of the

much higher plasma densities during the peak of the HiPIMS

discharge current as compared to for example dcMS (Ref.

255) and (b) gas rarefaction, where the heating is due to mo-

mentum transfer in collisions between the background gas

and the increasing amount of sputter-ejected target atoms as

well as reflected sputtering gas atoms,249 which also explains

why nAr
m decreases. Furthermore, the neutral gas tempera-

ture increase is likely due to collisions of argon atoms with

the steadily increasing amount of sputtered material neu-

trals.247 Phase 3 does not exhibit a steady state as can be

seen in Fig. 19, since the discharge either goes into the decay

phase characterized by a decrease in current or a self-

sputtering regime characterized by yet another current

increase (or at least a sustained high current mode). As pre-

viously discussed in Sec. IVD, Anders et al.117 found that

this phase could be dominated by self-sputtering.

Note that during phase 4 (plateau/runaway) there is also

the possibility of having partial self-sputtering as described

in the beginning of this section. This will increase the pla-

teau current (middle current curve) compared to the

dcMSlike case (bottom curve), since more charge carriers

can be generated in the form of metal ions followed by the

release of additional secondary electrons. However, this will

only occur when having a significant fraction of ions with

high enough potential energy to generate secondary elec-

trons. That means doubly ionized for most metals. Hála

et al.136 refer to this phase as the high-current metal-domi-

nated phase—intense emission from neutrals and ions of the

sputtered vapor dominates the discharge as seen in Fig. 20

(b). �Capek et al.275 have recently demonstrated stable sput-

tering operation P ¼ 1ð Þ for a number of target materials

and were able to control the current plateau level in the range

of 14–105A by varying the magnetic field strength.

In the case of a decaying discharge current the plasma

density decreases due to working gas rarefaction, which

reduces the ionization of the working gas as well as sputtered

particles and thereby causing a reduced sputtering (i.e.,

decreasing metal flux). The discharge is here dominated by

the neutrals of the working gas and neutral sputtered species

FIG. 20. (Color online) (a) Waveforms of the current and voltage, (b) the op-

tical emission from Cr, Crþ, and Cr2þ, and (c) the optical emission from N2,

Ar,Nþ
2 , and Arþ for an HiPIMS discharge operated on N2=Ar (1:1) mixture

at 1.3 Pa with Cr target. The three phases observed are the ignition phase (I),

the high-current metal-dominated phase (M), the transient phase (T), and the

low-current gas dominated phase (G). From Hála et al. (Ref. 136).
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as in conventional dcMS. The overall effect on the gas dy-

namics is a decrease of the gas heating (fewer collisions) and

ultimately a reduction of the gas depletion to the level

expected in dcMS operation. This is consistent with results

from Vitelaru et al.,247 where they find that emission from

the metastable working gas atoms again increases during

phases 3–4 as seen in Fig. 15. They also point out that gas

refill will start to dominate and thus replenish the supply of

Ar. On the other hand, in the case that phase 4 is character-

ized by a sustained high discharge current the depletion of

Ar continues as well as the plasma composition being domi-

nated by ions.

Phase 5 (afterglow) is reached as the HiPIMS pulse is

switched off, which is characterized by a sharp drop of the

discharge current. During the afterglow, Poolcharuansin and

Bradley146 detect an initial fast decrease of ne with a time

constant of about 30 ls followed by a much slower decay

rate (3500 ls). The effective electron temperature Teff
quickly decays reaching values around 0.2 eV, which is sus-

tained during several milliseconds.146 In addition, the den-

sity and temperature of Arm are rapidly decreasing as the

plasma species are lost through recombination and diffusion

toward the chamber walls.247 The decay of the emission

from the argon metastables is characterized by an initial fast

decrease followed by a more moderate reduction, where

Vitelaru et al.247 claim that initially the fast process of elec-

tron impact deexcitation is predominant, while on longer

time scales the much slower process of diffusion of Arm pre-

vails. It is worth bearing in mind that the HiPIMS plasma

can be sustained during the off-time, where a weak electron

density was detected for up to 10ms after the pulse was

switched off.146 Also Hecimovic and Ehiasarian137,175 have

found that both process gas ions as well as various metal

ions are long-lived in the HiPIMS discharge and in some

cases present during the entire pulse-off time (up to 10ms),

which was described in more detail in Sec. IVB.

V. SUMMARY

The HPPMS techniques, of which HiPIMS is the most

well-known, are a recent addition to the plasma based sput-

tering methods. The main feature of HiPIMS is the achieve-

ment of a high degree of ionization of the deposition

material through the development of a highly dense plasma.

This is achieved by using very high pulsed power supplied

to the cathode target (magnetron source). The HPPMS tech-

niques have the advantage of essentially using conventional

magnetron sputtering setups, except for the power supply.

This is a significant advantage over adding a secondary dis-

charge for ionization between the cathode target and the sub-

strate, which is not easily scalable. Thus it also allows

utilization of ionized-PVD in industrial systems with rotating

targets and configurations with multiple magnetron sources

with independent operation. The parameter space for pulsed

magnetron sputtering is far from fully explored, since the

amplitude, the frequency, as well as the length of the pulse

can be modified as long as one stays within the limit of the

maximum average power delivered to the magnetron target.

Thus we predict a great and diverse future for HiPIMS, and

related techniques, in generating new and better materials

and thin film coatings.

In this review the present status of the understanding of

the plasma, as generated by HiPIMS, is presented and dis-

cussed. It can be concluded that there are still a number of

issues regarding the operation of the HiPIMS discharge that

are not understood or that are not sufficiently confirmed by

the research community. These include the lower deposition

rate for HiPIMS compared to dcMS at the same average

power, the process gas dynamics, and the transport of

charged particles involving classical drift and diffusion as

well as anomalous transport. Other important aspects are the

high energy tails of the IEDFs, where the acceleration mech-

anism is not entirely explained, as well as the evolution of

the plasma potential, which so far has proven difficult to

measure or to control. All these factors and most likely other

ones as well need to be mastered in order to progress beyond

some of today’s rather simplistic understanding of the under-

lying physical mechanisms. At the same time, computational

modeling has the possibility to unify several already existing

descriptions into a general description of the coating process,

which is more useful for practical purposes. Due to the com-

plexity of the system and the time scales involved, fluid

models and PIC simulations may be difficult to implement.

Instead a more simple approach has been taken in order to

gain understanding of the discharge processes, including the

phenomenological material pathway model and the ioniza-

tion region model. Still much work remains, in particular

with making the models generally applicable to different dis-

charge conditions and benchmarking the simulations to ex-

perimental results from the HiPIMS community.
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NOMENCLATURE

At ¼ target area (m2)

B ¼ magnetic field (T)

Cs ¼ storage capacitor capacitance (F)

DB ¼ Bohm diffusion coefficient (m2/s)

Eb ¼ binding energy of the target material (eV)

Ec ¼ energy loss per electron–ion pair created (V)

Eiz ¼ ionization energy (eV)

p ¼ discharge pressure (Pa)

pe ¼ electron pressure (Pa)

pT ¼ peak power density at the target (W/m2)

R ¼ radius of a cylindrical discharge (m)

rce ¼ gyration radius of electrons (m)

rci ¼ gyration radius of ions (m)

SRT ¼ race track area (m2)

Te ¼ electron temperature (eV)

Tg ¼ neutral gas temperature (K)

030801-31 Gudmundsson et al.: High power impulse magnetron sputtering discharge 030801-31

JVSTA - Vacuum, Surfaces, and Films

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jva.aip.org/jva/copyright.jsp



u, u¼ individual particle velocity (m/s)

ue? ¼ electron speed perpendicular to the magnetic field

(m/s)

V0 ¼ initial peak charge voltage applied to the storage

capacitor (V)

Vb ¼ breakdown voltage (V)

Vd ¼ discharge voltage or target voltage (V)

VIR ¼ volume of the ionization region (m3)

v, v¼ flow velocity (m/s)

Y ¼ sputter yield

Yc ¼ compound sputter yield

Yss ¼ self-sputter yield

Yt ¼ effective sputter yield of the target

Ytg ¼ sputter yield for working gas ion on the target

a ¼ probability of ionization of the sputtered vapor

bg ¼ return probability of ions of the working gas to

the target

bt ¼ return probability of ions of the sputtered vapor

to the target

C ¼ flux density of species (m�2 s�1)

c ¼ probability a sputtered atom is ionized in the

plasma bulk

cSE ¼ secondary electron emission coefficient

cSE,eff ¼ effective secondary electron emission coefficient

f ¼ fraction of the ions impacting the target that are

ions of the sputtered vapor

g ¼ resistivity Xmð Þ
g? ¼ transverse resistivity or cross B resistivity Xmð Þ
ht ¼ fraction of the race track covered by a compound

kcoll ¼ ion-neutral mean free path (m)

ni ¼ probability that an ion of the sputtered vapor

ends up at the substrate

nn ¼ probability that a neutral of the sputtered vapor

ends up at the substrate

P ¼ generalized self-sputtering parameter

Pss ¼ self-sputtering parameter

r ¼ cross section (m2)

rH ¼ Hall conductivity (S/m)

rP ¼ Pedersen conductivity (S/m)

sc ¼ classical collision time (s)

seff ¼ effective collision time (s)

U ¼ electric potential (V)

/ ¼ work function of the target material (eV)

w ¼ HiPIMS deposition rate normalized to dcMS dep-

osition rate

xe ¼ electron cyclotron angular frequency (rad/s)
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625 (2005).
105A. Aijaz, D. Lundin, P. Larsson, and U. Helmersson, Surf. Coat. Technol.

204, 2165 (2010).
106V. Stranak, M. Cada, Z. Hubicka, M. Tichy, and R. Hippler, J. Appl.

Phys. 108, 043305 (2010).
107D. P. Monaghan, D. G. Teer, K. C. Laing, I. Efeoglu, and R. D. Arnell,

Surf. Coat. Technol. 59, 21 (1993).
108G. N. Glasoe, in Pulse Generators, edited by G. N. Glasoe and J. V. Leb-

acqz (McGraw-Hill, New York, 1948), pp. 1–17.
109J. Markiewicz and J. Emmett, IEEE J. Quantum Electron. 2, 707 (1966).
110P. Siemroth, T. Schülke, and T. Witke, Surf. Coat. Technol. 68, 314 (1994).
111A. Anders, R. A. MacGill, and T. A. McVeigh, Rev. Sci. Instrum. 70,

4532 (1999).
112D. Ochs, P. Ozimek, A. Ehiasarian, and R. Spencer, SVC Bulletin, Spring

2009, pp. 36–39.
113D. V. Mozgrin, I. K. Fetisov, and G. V. Khodachenko, Plasma Phys. Rep.

21, 400 (1995).
114S. P. Bugaev, N. N. Koval, N. S. Sochugov, and A. N. Zakharov, in

XVIIth International Symposium on Discharges and Electrical Insulation

in Vacuum, Berkeley, CA 21–26 July 1996 (IEEE, Piscataway, NJ),

pp. 1074–1076.
115D. J. Christie, F. Tomasel, W. D. Sproul, and D. C. Carter, J. Vac. Sci.

Technol. A 22, 1415 (2004).
116G. Mark, U.S patent 6,735,099 B2 (17 April 2001).
117A. Anders, J. Andersson, and A. Ehiasarian, J. Appl. Phys. 102, 113303

(2007).
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273A. Piel, E. Möbius, and G. Himmel, Astrophys. Space Sci. 72, 211

(1980).
274A. Anders, P. Ni, and A. Rauch, “Drifting localization of ionization run-

away: Unraveling the nature of anomalous transport in high power

impulse magnetron sputtering,” J. Appl. Phys. (submitted 2011).
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