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Abstract  

The accurate measurement of power converter currents is essential to 

controlling and delivering stable and repeatable currents to magnets in 

particle accelerators. This paper reviews the most commonly used devices 

for the measurement of power converter currents and discusses test and 

calibration methods.  
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1 Introduction 

Power converters for particle accelerators are required to deliver extremely accurate currents to the 

accelerator magnets. An essential element in guaranteeing the required performance is the current 

measurement device used for the control of the power converter current. For this reason, a lot of the 

developments within the field of current measurement for power converters over the last 50 years have 

been driven by the accelerator community and have happened in collaboration with the accelerator 

world. In the following sections the main current measuring devices available for power converter 

applications will be reviewed and discussed, including some of their advantages and disadvantages. 

Test and calibration methods will be discussed and their application to different accuracy requirements 

evaluated.  

2 Metrology—Terms and definitions 
There can be some confusion when using metrology terms in power converter applications for 

accelerators. Accelerator applications require repeatable and stable magnetic field conditions, and 

therefore power converters must provide repeatable and stable currents. The measurement devices 

used to measure these currents play a crucial part in obtaining this performance.  

Current measuring devices are often specified by manufacturers and users in terms of 

‘accuracy’ and ‘precision’. It is therefore useful to clarify the use of these terms and some of the 

metrology vocabulary required to properly describe and characterize the performance of measurement 

devices. 

According to the guide to the expression of uncertainty in measurement [1], accuracy is a 

qualitative concept referring to the closeness of agreement between a measurement and the true value 

of the measurand (or an accepted reference value). The quantitative expression of the accuracy (or 

lack of it) of a system is called uncertainty. Uncertainty is a non-negative parameter characterizing the 

quantity values attributed to a measurand. It is often expressed by a standard deviation. As for 

precision, it refers to the spread between measurements under the same conditions with no regard for 

the true value of the measurand [1].  

The difference between precision and uncertainty is that uncertainty is given with regards to the 

true value of the measurand. The most common approaches to express uncertainty are: 
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– representing each component of uncertainty by a standard deviation; 

– obtaining the combined uncertainty using the root-sum-of-squares method; 

– multiplying the combined uncertainty by a coverage factor k, to increase the level of confidence. 

A coverage factor of k = 1 means that 68.3% of the measurements are asserted to lie within the 

given uncertainty. A level of confidence of 95.5% corresponds to a coverage factor k = 2. 

In accelerator applications, it is often useful to characterize a current measurement system’s 

capabilities in terms of gain and offset errors, linearity, repeatability, reproducibility and stability. 

Repeatability is extremely important in accelerator applications. Repeatability can be defined as 

the closeness of agreement between successive measurements carried out under the same conditions, 

while reproducibility refers to changing conditions [1]. The offset and gain errors refer to the 

systematic error at zero and full scale. Linearity describes a difference in the systematic errors 

throughout the measuring range, and stability can be defined as the change of measurement errors with 

time. 

3 Current measuring devices 
Table 1 presents a comparison of several well-known current measuring devices, including direct-

current current-transducers (DCCTs) and current transformers (CTs) and some of their most important 

characteristics. 

Table 1: Current measuring devices 

 DCCTs Hall effect CTs Rogowsky Shunts 

Principle Zero flux detector Hall effect Faraday’s law Faraday’s law Ohm’s law 

Output Voltage/current Voltage/current Voltage/current Voltage Voltage 

Accuracy Best devices can 

reach ppm 

uncertainty 

Best devices can 

reach 0.1% 

uncertainty 

Typically not 

better than 1% 

uncertainty 

Typically percentage 

uncertainty, better is 

possible with digital 

integrators 

PPM uncertainty 

for low currents, 

percentage for 

high currents 

Ranges Tens of A to tens of 

kA 

Hundreds of mA 

to tens of kA 

Tens of A to 

tens of kA 

High currents up to 

100 kA possible 

From mA up to 

several kA 

Bandwidth kHz for higher DC 

currents, up to a 

couple of hundred 

kHz for lower DC 

currents  

DC up to a 

couple of 

hundred kHz 

Typically 50 Hz 

up to a few 

hundred kHz 

A few Hz possible, 

up to MHz 

Up to hundreds of 

kHz with coaxial 

assemblies 

Isolation Yes Yes Yes Yes No 

Error 

sources 

Magnetic 

(remanence, external 

fields, centring); 

Burden resistor 

(thermal settling, 

stability, linearity, 

temperature 

coefficient); 

Output amplifier 

(stability, noise, 

common mode 

rejection, 

temperature 

coefficient) 

Magnetic; 

Burden resistor; 

Output amplifier; 

Hall sensor 

stability 

(temperature 

coefficient, 

piezoelectric 

effect) 

Magnetic 

(remanence, 

external fields, 

centring, 

magnetizing 

current); 

Burden resistor 

Magnetic integrator 

(offset stability, 

linearity, temperature 

coefficient) 

Power 

coefficient; 

Temperature 

coefficient; 

Ageing;  

Thermal voltages 
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As can be seen, DCCTs guarantee the best performance but they are also the most complex devices, 

with several possible error sources. 

3.1 Current transformers 

Current transformers (CT) are instrument transformers that produce, from an AC primary current, a 

proportional secondary current. The secondary winding is connected to a burden resistor to produce a 

measurable voltage signal. 

The simplified equivalent circuit, referred to the secondary, of a current transformer [2] is 

shown in Fig. 1. 

 

Fig. 1: Current transformer simplified equivalent circuit 

The magnetizing current causes an amplitude and phase error in the CT. The secondary leakage 

impedance adds to the burden resistor, affecting the current distribution between IM and Ib. To improve 

accuracy, the magnetizing inductance must be maximized and leakage inductance must be minimized 

(high μr, good winding distribution). It is important to remember that, as the CT approaches saturation, 

the magnetizing inductance decreases, increasing the error ratio. 

Other sources of uncertainty include errors due to external magnetic fields. External fields move 

the CT closer to saturation and therefore a magnetic shielding should be used to minimize this effect.  

Figure 2 shows the low frequency and high frequency models of the CT. 

 

  (1) 

(a) 

 

  (2) 

(b) 

Fig. 2: Current transformer (a) low and (b) high frequency simplified equivalent circuits 
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To extend the CT’s low-frequency response the magnetizing inductance should be maximized. 

This means using high-permeability cores (e.g. silicon steel or nickel alloy). Limited low-frequency 

response causes droop in pulse measurement applications. The high cut-off frequency is mostly 

determined by leakage inductance and stray capacitance which, with some approximations, gives the 

origin of the two real poles shown in Fig. 2.  

3.2 Hereward transformer 

In the 1960s, H.G. Hereward proposed an active current transformer circuit that used electronic 

feedback to extend the low-frequency response of a CT and improve its accuracy (Fig. 3) [3]. In this 

device, an active circuit senses the voltage across the CT burden and uses a feedback loop to produce a 

compensation current that keeps the total flux in the cores at zero. The compensation current is a 

fractional image of the primary current. The effect of the feedback is equivalent to increasing the 

magnetizing inductance LM by (AL + 1), in which AL is the open loop gain of the sensing amplifier. 

This technique results in improved accuracy and extended low-frequency response.  

 

(a) 

 

  (3) 

(b) 

Fig. 3: Hereward transformer simplified equivalent circuit 

3.3 DCCTs 

In DCCTs this principle is taken further and combined with the magnetic modulator principle (used 

since the 1930s in fluxgate magnetometers) to provide an accurate measurement of currents ranging 

from DC to a few hundred kHz [4]. 

3.3.1 Theory of operation 

In a DCCT the primary current generates a magnetic flux that is seen by three cores (Fig. 4). A 

magnetic modulator drives two of the sensing cores in and out of saturation. The current peaks due to 

saturation of the cores are symmetrical if there is no DC flux in the cores and unequal if there is a DC 

flux in the cores. The current peak asymmetry due to any DC flux is measured and combined with the 

AC component measured by the third core. A control loop generates a compensation current that 

makes the total flux zero. This current is a fractional image of the primary current and can be 

measured with a burden resistor and an amplifier [5]. 
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Fig. 4: DCCT theory of operation 

3.3.2 Sources of error in DCCTs 

Errors in DC measurements with DCCTs can come from different sources. The most common are 

related to the magnetic head, the burden resistor and the output amplifier: 

– magnetic head: sensitivity to external magnetic fields, return bar, centring; 

– burden resistor: gain error, settling at full scale (FS), stability at FS, linearity, gain temperature 

coefficient (TC); 

– output difference amplifier circuit: offset error, settling at zero, stability at zero, offset and gain 

TC, noise, common mode rejection ratio (CMRR). 

3.3.3 Magnetic circuit 

The magnetic head of a DCCT plays an essential role in guaranteeing the ratio and offset accuracy in a 

DCCT. The magnetic circuit comprises high-permeability tape-wound magnetic cores with 

modulation windings. A magnetic shielding is used around the cores to protect them from external and 

leakage fields. The secondary windings are wound on top of the shielded assembly.  

In addition to the factors mentioned in Section 3.3.2, magnetic remanence and modulation noise 

due to poor matching of sensing cores are other important factors to be considered in the design of the 

magnetic heads (Fig. 5). 

 

Fig. 5: DCCT magnetic head design 
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3.3.4 Burden resistor 

The burden resistor is the most common source of uncertainty in DCCTs. Four-wire current sensing 

resistors are normally used. For power dissipation, a foil-based technology is a better choice than a 

wire. Common foil substrates are alumina and copper. A film deposited on a substrate is also a popular 

solution (thin film, thick film).  

An important aspect to consider in the choice of resistors is that tolerance and stability do not 

always go together: processes that lead to tighter tolerances can result in degraded stability due to 

degraded power distribution and the creation of hotspots. 

The main factors affecting resistor performance are related to their thermal behaviour. Well-

known thermal effects upon resistance include the change of resistance with ambient temperature 

(ΔT.TCR) and the change of resistance with internal temperature due to self-heating (P.θR.TCR). Less 

well-known effects include the power coefficient of resistance, which describes the transient effect of 

a change of resistance due to mechanical and thermal gradient phenomena linked to self-heating. 

Hysteresis under power cycling and humidity absorption/evaporation are other important factors that 

must be considered. 

As mentioned above, resistor foil-based technologies are preferred, and bulk metal foil is now 

widely used in precision applications. It consists of a rolled metal foil (NiCr) bonded to a substrate, 

usually alumina. The foil/hard-epoxy/alumina combination is designed to give zero TCR to ambient 

changes of temperature: the foil TCR compensates for mechanical compression due to the substrate’s 

lower thermal expansion coefficient. The resulting TCR is close to zero. This works well when 

temperature changes occur in all layers equally. However, with dissipation in the foil, thermal 

gradients are different, which results in an over-compression of the foil and the effective TCR turning 

more negative. The power coefficient of resistance describes this effect [6]. 

3.3.5 Output amplifier 

The output amplifier of a DCCT is usually a difference amplifier circuit (Fig. 6). Some important 

points on the design of this stage are the gain resistor drift (matched networks are often used) and the 

common mode rejection, for which the matching of the gain ratios plays a crucial role. One should 

notice that the burden resistor affects the matching of the gain ratios, degrading the common mode 

rejection. This has to be taken in consideration in the choice of the ratio values. For the same reason, 

gain adjustment through potentiometers should be avoided and can be replaced by digital calibration. 

 

                                             (a)                                                                             (b) 
Fig. 6: DCCT output amplifier circuit. Matched ratio networks are typically used to implement the ratios R2/R1 

and R4/R3 (a). The common mode rejection of the circuit is determined by the matching between the two ratios, 

which is affected by the burden resistor (b). 
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3.4 Hall effect transducers 

Hall effect current transducers have been the transducers of choice for DC to AC current measurement 

applications, when percentage accuracy is required. They are cheap, simple and easy to use, with PCB 

and cable-mounted versions for a wide range of currents. There are basically two types of Hall effect 

probes: 

– open loop: a Hall probe is placed in the air gap of a toroidal magnetic circuit. The magnetic flux 

generated by the primary current produces a Hall voltage in the probe, which is then amplified 

to produce the output signal; 

– closed loop: Hall voltage is used in a closed loop to generate a compensating current, which is 

an image of the primary current. 

When comparing these two types, closed loop models are preferred for higher accuracy 

applications, although limited to not better than 0.1% uncertainty. For open loop models, 1% 

uncertainty is typical. These limitations are mostly due to the stability of the Hall probe. Sensitivity to 

EMI can also be an issue. Concerning bandwidth: core geometry, thickness of laminations, core 

material and Hall chip all impact the bandwidth of open loop probes, typically not better than 50 kHz. 

Closed loop probes can go up to 200 kHz.  

3.5 Selection of current measuring devices 

The choice of a current measuring device for a given application depends on various factors: type of 

application (current range, bandwidth), required accuracy, required output signal (voltage, current), 

need for isolation from primary current circuit, reliability (mean time between failures (MTBF)), 

installation constraints, availability and cost.  

For high current, high accuracy applications (e.g. >1 kA, <50 ppm), DCCTs are the devices of 

choice. Although voltage output devices are more common, current output devices are also available 

with secondary currents ranging typically from 1 A to 5 A. They are normally composed of a magnetic 

head and a separated electronic chassis. This chassis must be installed close to the converter control 

electronics in order to minimize output signal transmission distances. This type of DCCT usually 

guarantees very good reliability.  

For medium current, high to medium accuracy (e.g. hundreds of amperes, <100 ppm), DCCTs 

are still the only devices able to deliver the required performance. In this case it might be easier and 

advantageous to use current output devices. Current output allows the designer to adapt the burden and 

amplifier choice and design to the required accuracy. In many cases, for these currents, electronics and 

head are integrated together and installed close to the power components of the power converter and 

far from the control electronics, this means a harsher environment and longer transmission distances 

for the output signal. In such cases, current output can be an advantage.  

For low accuracy (e.g. percentage uncertainty) applications, current transformers and Hall effect 

transducers must be considered. Their simplicity and cost-effectiveness make them more attractive 

than the more complex and expensive DCCTs. Shunts are another current measurement solution for 

application where electrical isolation is not required.  

A special mention for fast applications: if bandwidth is limited to a few hundred kHz, the 

solutions described above may still apply. In particular, DCCTs’ small signal bandwidth can go up to 

a few hundred kHz. One thing to watch out for in DCCTs is the modulation voltage noise at the output 

of the DCCT and the voltage induced in the primary, which can be a problem in fast applications.  

For bandwidths higher than some hundreds of kHz, Rogowsky coils and coaxial shunts should be 

considered, as long as accuracy requirements remain around the percent figure. 

3.6 Test methods 

There are several methods for evaluating current measuring devices and, in particular, DCCTs. The 

most important are discussed here.  
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In the reference device method, the primary current is measured both by the DUT and by a 

reference device, which are then compared (Fig. 7). According to ANSI/NCSL Z540.3-2006, the 

performance of the reference device must be at least four times better than the device under test 

(DUT). 

 

Fig. 7: The reference device test method 

In the reference current method for testing DCCTs, a relatively small reference current is 

injected into an auxiliary winding with enough turns to simulate primary ampere turns (Fig. 8). The 

auxiliary winding can be permanent or temporary. The output of the DCCT is then measured with a 

precision digital voltmeter and the errors calculated. 

 

Fig. 8: The reference current test method 

In DCCTs, a reference current can also be injected directly into the burden resistor in place of 

the compensation current (Fig. 9). The output of the DCCT is then measured with a precision digital 

voltmeter and the errors calculated. This test allows us to understand which errors are caused by the 

burden and output amplifier. This method must be used with care as common mode voltages between 

the burden resistor ground and the precision amplifier ground depend on the point of connection of the 

current source “low” terminal. 
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Fig. 9: The burden injection test method 

On current output devices, the reference current can be compared ‘back-to-back’ with the 

DCCT current output as shown in Fig. 10. This test evaluates the quality of the current output of the 

DCCT, which is normally much better than the voltage output. 

 

Fig. 10: The back-to-back test method 

3.7 Test strategy 

The test methods described above can be used for testing a current measuring device before 

installation and for calibration after installation. For high and very high accuracy applications, where 

<10 ppm measurement uncertainty is required, DCCTs are normally used. In these cases, intensive 

testing prior to installation is essential. These tests are performed in high-precision testbeds with 

specially chosen reference units or modified DCCTs. The test campaign can include installation and 

environmental tests such as centring, return bar influence, external magnetic field influence, 

temperature coefficient, EMC (voltage dips, burst test immunity, conducted noise), as well as 

performance tests such as gain, offset drift; settling at Inom, linearity, noise, repeatability, 

reproducibility and settling at Imin.  

In the most demanding applications these tests must be individually performed and the results 

properly tracked. For the less demanding applications, type-tests on a few units might be enough. In 

addition, integration tests should be performed upon installation of the DCCT in the power converters, 

to validate EMC and performance [7].  

3.8 Calibration strategy 

The first question to evaluate when deciding on a calibration strategy is knowing if a calibration 

strategy is really needed. Some of the issues to be considered when answering this question are: 

– is long-term stability an important requirement in my application? 

– what is the long-term drift of my current measuring devices? 

HIGH PRECISION CURRENT MEASUREMENT FOR POWER CONVERTERS

361



– is there a need for tracking between different power converters? 

– what is the impact of DCCT replacement? For example, replacing a DCCT that has drifted can 

cause a jump seen by the machine, and calibration can limit the size of this jump. 

The calibration strategy must be adapted to the requirements of the application. For high- and 

very high-accuracy applications (e.g. <10 ppm relative accuracy, 50 ppm yearly drift) the calibration 

winding method and calibration against reference units are the best calibration methods. Both methods 

require specific calibration equipment, such as a suitable current source and suitable reference devices. 

For medium accuracy applications (e.g. <100 ppm relative accuracy, 1000 ppm yearly drift) the 

comparison against a reference unit remains the best solution. The injection of a reference current into 

the burden resistor might be a more practical alternative for field calibrations where the installation of 

a reference unit is not possible. Again, these methods require either a suitable current source or 

suitable reference devices. 

For low-accuracy applications with requirements in the order of percentage yearly drift, the 

need for calibration must be weighed against cost and effort, often resulting in a decision not to 

calibrate. 
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Analogue to Digital and Digital to Analogue Converters (ADCs and DACs): 

A Review Update 
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Metron Designs Ltd, Norwich, UK 

Abstract 

This is a review paper updated from that presented for CAS 2004. Essentially, 

since then, commercial components have continued to extend their 

performance boundaries but the basic building blocks and the techniques for 

choosing the best device and implementing it in a design have not changed. 

Analogue to digital and digital to analogue converters are crucial components 

in the continued drive to replace analogue circuitry with more controllable and 

less costly digital processing. This paper discusses the technologies available 

to perform in the likely measurement and control applications that arise within 

accelerators. It covers much of the terminology and ‘specmanship’ together 

with an application-oriented analysis of the realisable performance of the 

various types. Finally, some hints and warnings on system integration 

problems are given. 

 

Keywords:  

DACs; ADCs; delta-sigma; quantum voltmeter; IEC60748-4-3. 

1 Introduction 

Analogue to Digital and Digital to Analogue Converters (ADCs and DACs) are some of the most 

important components in measurement and control technology. Their job is to transfer information 

between the real world and the digital world as faithfully as possible. See Fig. 1 for a typical situation. 

 
Fig 1: Measurement and control loop 

Because of the advances in digital processing and its continuing improvement in cost 

effectiveness it is becoming more and more desirable to trade-off analogue for digital circuitry. An 

expression for this, commonly used in the communications business, is the trend to push ‘digital to the 

antenna’, thus notionally replacing all of the circuitry in a communications receiver with digital 

processing. The purpose of this article is to consider current commercial ADC and DAC technology 
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suitable for application in measurement and control rather than the very highest performance special-

purpose devices. This paper is an update on that appearing at the CERN accelerator school 2004.  

2 Terms, nomenclature and specifications 

Three standards that define specification terms for ADCs and DACs are: 

– IEC 60748-4, see Ref. [1]; 

– IEEE 1241, see Ref. [2]; 

– Dynamic testing of analogue to digital converters (DYNAD), see Ref. [3]. 

The IEC standard presently includes a general specification and is currently being updated to 

include the dynamic specifications that are covered by the other two standards. These, IEEE 1241 and 

DYNAD (which is the output of a European project SMT4-CT98-2214), concern dynamic specifications 

mainly defined in the frequency domain. A useful general standard is IEC 60748-4-3, which now covers 

dynamic performance. 

2.1 General specifications 

The most important terms are best discussed with reference to simplified diagrams showing a 7-bit 

converter. In all the ensuing discussions we will deal only with converters intended to have equal step 

sizes (that is, each bit or quantization level is of equal weight). This is not true of certain specialist 

converters, for example, companding types. 

In Fig. 2(a) we have an ideal bipolar converter where the vertical scale is the output code and the 

horizontal scale is the analogue input. Each step in code represents an analogue increment of q, called 

the step width. As can be seen, starting from 0, each step occurs at ½ q analogue levels. Figure 2(b) 

shows the same with some random noise added, which results in an uncertainty in the switching 

thresholds. In these and all of the ensuing descriptions and figures we assume that zero and end point 

errors have been corrected by a y = mx + c calibration.     

 (a) (b) 
Fig 2: (a) Linear bipolar ADC; (b) noisy ADC 
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2.2 Misunderstood terms: ‘resolution’ and ‘noise’ 

‘Resolution’, subject to much manufacturer ‘specmanship’, is the smallest discernible increment in 

analogue terms—however, this should be regarded as ‘repeatably’ discernible since all good 

measurement should be repeatable, another way of saying that it is not buried in noise or instability. A 

weakness, in this author’s view, of IEC 60748-4 is that it defines resolution as the ‘nominal value of the 

step width’, which is far too simplistic and misleading for some types of ADC, resulting in specifications 

for some being quoted at ‘32 bits resolution’ where reality is nearer 18 bits! 

‘Noise’ comes from many sources and is not necessarily random and not necessarily ‘white’ since 

1/f noise is always present. As far as specification numbers are concerned, noise is also represented very 

differently for varied applications. In DVMs it usually means ‘peak’ but in most integrated circuit (IC) 

ADCs it is rms. Presenting it as a percentage of full scale is another variable. DVMs tend to regard full 

scale as the maximum unipolar excursion possible but IC ADCs regard it as the full range from +ve 

peak to –ve peak operating range. The result is that the quantitative numbers can vary by 6:1 or more 

depending on these definitions. 

2.3 Quantization error or noise Qn 

The quantization error of a perfect ADC is that error introduced by the finite number of digital codes, 

i.e. from the nominal step size. Figure 3 shows this. One can clearly see that the error, as signal is 

smoothly increased, changes in a saw-tooth manner between +q/2 to –q/2 where q is the nominal step 

size. 

 
Fig. 3: ADC quantization error 

This has a standard deviation of σ = q/√12 and so, in dynamic applications where there is little 

correlation between the error and the input signal, it is referred to as ‘quantization noise’ and has a 

magnitude of: 

 Qn = q/√12 rms.  (1) 
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2.4 Differential non-linearity 

Differential non-linearity (DNL) is a measure of how individual steps may be in error (for example if 

comparator bias is incorrect). It is the difference between the ideal step position (in analogue terms) and 

its actual position. A good ADC will hold this error to q/2 (Fig. 4). 

 
Fig. 4: ADC with DNL error. DNL is defined as the difference between ideal and actual step width 

2.5 Missing codes 

If the DNL exceeds q/2 it is possible that a missing code can occur, i.e. the converter ‘jumps’ between 

non-adjacent codes (Fig. 5). 

 
Fig 5: ADC with DNL error and missing code 
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2.6 Non-monotonic 

Non-monotonic literally means that two different analogue values that are separated by an appreciable 

increment can produce the same code and this may indeed happen (Fig. 6). 

 
Fig 6: Non-monotonic ADC: this case has no missing codes. Non-monotonic is defined as having a negative 

differential in the output codes. 

However, although the term ‘non-monotonic’ is still used it is better defined as a negative differential 

of code values for smoothly incrementing analogue values. The example is a special case, showing how 

this can happen without there being a missing code, although a missing code is a more likely result. 

2.7 Integral non linearity 

Integral non linearity (INL) can affect all types of ADC and DAC whereas DNL would not normally 

affect integrating types such as charge balance and Σ-∆ (delta-sigma). It is defined as the difference 

between the actual transition at any level and the ideal transition. It occurs where there is an 

accumulation of very small DNL errors over a range of steps or input signal. It is important to appreciate 

how it is specified because one can define the ideal transitions as standing on a straight line between 

zero and full scale endpoints or a ‘best fit’ regression line. In this case INL errors may be distributed 

symmetrically about a straight line rather than appearing at twice the magnitude, on one side alone 

(Fig. 7) 

 
Fig 7: ADC with INL error: DNL is <1/2 q but INL > q. Defined as extreme deviation from ideal transition 
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2.8 Dynamic terms 

ADC data sheets will often be written in terms of AC ‘frequency-domain’ specification and it is 

important to understand some of the terms used, even if the application is more ‘time-domain’ or DC 

related. 

2.9 Signal to noise ratio 

Signal to noise ratio (SNR) and the following terms assume that the ADC is to be used to digitize a sine 

wave set to an amplitude whose peak-to-peak value equals the maximum-to-minimum capability of the 

ADC. However, this is then translated to ratios of rms values. SNR is the rms ratio of the full scale sine 

wave to the total noise present, assuming that the quantization noise is random and uncorrelated with 

signal or other noise. It is a function of the frequency and amplitude of the signal and is therefore 

specified for a defined signal. 

2.10 Spurious free dynamic range 

Non-linearities and intermodulation products introduce harmonics and spurs into the output spectrum, 

usually observed through fast Fourier transform (FFT) conversion. The spurious free dynamic range 

(SFDR) is the range (in dB) between the fundamental and the highest harmonic or spur that occurs 

within the Nyquist range of ½ the clock rate of the ADC (or over a specified range). Clearly it too will 

be a function of the amplitude and frequency of the applied signal although the full scale amplitude 

previously described is usually assumed to give the best ratio. 

2.11 Signal to noise and distortion 

Signal to noise and distortion (SINAD) is commonly used but, whilst useful for an overall system 

specification, is less so to a designer choosing an ADC to use. It is the SNR but with the spurs and 

harmonics of the SFDR included and assumed to be an additional uncorrelated noise source. Clearly, 

when designing a system in practise, one needs to be able to distinguish between truly random terms 

and signal-dependent terms, especially if the system performs some sort of filtering or averaging that 

can reduce the effects of random noise but not of distortion. 

2.12 Effective number of bits 

Most IC manufacturers use the term effective number of bit (Nef or ENOB) where DYNAD uses Nef and 

IEEE 1241 uses ‘effective bits’, E. It is used to give a specification for an ADC’s degradation in 

resolution when making a measurement where it, the ADC, introduces noise, distortion and spurs. It is 

thus related to SINAD and can be shown to be (or is defined to be): 

 
ef

(SINAD 1.76)
ENOB dB

6.02
N

−
= = , 

 (2) 

where SINAD is expressed in dB of full scale. 

2.13 Oversampling 

Oversampling is used to describe the operation of a converter where samples are taken at a rate higher 

than two times the input signal’s highest frequency (the Nyquist rate) and some sort of result is obtained 

by combining these samples. Generally it is the ratio of the sampling rate to the converter’s maximum 

useable bandwidth. In reality an oversampling ADC is one in which a number of samples of the analogue 

signal are combined to give a better result (usually higher resolution) than any one sample provides. In 

order to do this there must be variation in the result for each sample of a perfectly steady signal and this 

is ensured by inherent or added noise, usually called ‘dither’. 
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3 Types of ADC and DAC 

3.1 Flash ADCs 

Flash ADCs at their simplest can be made with a simple comparator, which senses a voltage threshold 

and drives a logic level; ‘1-bit’. More generally they are made with many such arrangements in parallel, 

each comparator set to a different threshold. The threshold normally divides a full-scale range by the 

number of comparators. Bandwidths into the GHz are possible (Fig. 8). 

 
Fig 8: Flash ADC architecture. FS, Full-scale analogue input voltage 

Modern high-density processing is accomplished mainly in low-voltage technologies that require 

even greater accuracy and lower noise of comparator thresholds. This, of course, makes the processing 

and testing expensive. 

The Flash ADC is almost unique in not incorporating a DAC in an internal loop. It is this that 

makes it particularly fast, with a very direct path from analogue input to digital output. It is the 

workhorse component, at varying resolutions, from 1 bit to 10 bits, within other types of ADC 

architecture, particularly ‘pipeline’ and Σ-∆ (where it is often ‘1 bit’). 

3.2 Pipeline ADCs 

Pipeline converters retain most of the bandwidth capabilities of Flash but at higher resolution at 

the expense of increased sample delay, called latency (Fig. 9). 

 
 

Fig 9: Principle of pipeline ADC with nN bits 
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They do this by incorporating a number of stages of Flash ADC and DAC in series. This is the pipeline 

and each stage converts, say, n bits in the Flash but then uses the DAC to subtract the actual Flash output, 

converted to analogue from the incoming signal, to derive an analogue remainder. This is amplified by 

n and fed to the next stage to be digitized. Broadly speaking, with n stages, the resolution is nN but a 

large degree of self-adjustment has to be incorporated to prevent DNL errors so some resolution is 

‘wasted’ at each stage. It should be evident from this description that the bandwidth can be virtually as 

high as the Flash converters involved but that there is an addition of delays through the stages—thus 

leading to considerable latency or group delay.  

3.3 Successive approximation register ADCs 

Successive approximation register (SAR) ADCs have been around for a long time; even the earliest 

DVMs used them (Figs 10 and 11). 

 
Fig. 10: SAR architecture 

 
Fig. 11: a) SAR logic sequence. b) SAR DAC convergence 

The SAR converter operates by testing whether or not the input signal is above or below 

thresholds set by the ladder DAC. Generally, one starts at ½ of full scale to determine the MSB then sets 

either ¼ or ¾ scale to determine the next bit and so on. In this example, the ADC in Fig. 10 is simply a 

comparator, but more complex arrangements can incorporate a Flash converter. 
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3.4 Charge balance, dual slope 

The dual slope converter is the most commonly used of the charge balance type. For low-frequency 

measurement, in simple DVMs and panel meters, it is very cost-effective indeed and well matched to 

DC measurement with integral noise reduction. 

 
Fig. 12: Dual Slope Integrator, a) schematic, b) integration waveform 

Basically it utilizes the unknown signal to be measured to charge a capacitance for a pre-set time. It then 

discharges through the same components, with a known reference signal and measures the time this 

takes. The analogue accuracy is thus dependent only (to a first order) on the reference. Compare this to 

SAR which also needs as good a reference but in addition a highly critical ladder network of precision 

resistors or capacitors. 

3.5 Charge balance, multi-slope 

A further refinement that can be used to get something like an order improvement in speed and/or 

resolution is used in ‘top end’ DVMs like the Agilent 3458 and Fluke 8508A. Here, in order to improve 

resolution, reduce the effects of null detector noise and allow smaller integration capacitors to be used, 

quanta of reference current is removed concurrently with the signal charging. As long as charge balance 

is maintained and ‘accounted for’ by the logic any such arrangement is valid. 

 
Fig. 13: Multislope charge balance integrator sequence 
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As previously stated there is a large discrepancy in the custom and practise between specifying 

DVMs and ADCs. Table 1 expresses the specifications of top-end DVMs in a typical ADC format. 

Table 1: DVM and ADC specification comparison 

Specification DVM data-sheet specification ADC ‘bit’ specification 

Nominal resolution ±8½ digits 28+ bits 

Real (2 σ) resolution ±7½ digits 24+ bits 

Integral non-linearity (INL) 0.1 ppm (1 × 10−7) 23 bits 

Differential non-linearity No specification. ‘Perfect’ 28 bits 

3.6 ∆-Σ, delta-sigma, often called Σ-∆ sigma-delta 

Delta-sigma (∆-Σ) is often interchangeably called sigma-delta (Σ-∆) This conversion technique is 

usually thought of as a ‘charge balance’ technique but this is misleading. It is true that over very long 

periods of time it does maintain a charge balance in its integrator but it produces valid, accurate results 

much faster than would be expected from charge balance equations. In fact, for high resolution, this is 

several orders faster. For example, the CERN Σ-∆ converter produces independent 1 ppm resolution 

conversions in only 1000 clock cycles where dual slope would need 1 000 000. See Ref. [4]. 

Perhaps the slow take-up of this technology for DC and Low Frequency (LF) metrology has been 

because this is very difficult to explain with time domain arguments. The frequency domain proponents 

have no problem! See Refs. [5, 6]. 

The converter shown in Fig. 14 utilizes a 1-bit DAC (which is very accurate in spite of its low 

resolution) and the action of the feedback loop is to drive the DAC with a bit stream that balances the 

incoming signal. Confidence in applying negative feedback-loop theory explains the operation in the 

time domain!  

 
Fig. 14: The CERN 1-bit converter 

The cumulative gain of the integration stages, forming the modulation filter, is very high indeed, 

in CERN’s case in the order of 4 × 1011 at 10 Hz! Clearly, at 10 Hz there can be no significant error at 

the summing junction. 

The cleverness is in achieving this within a loop while maintaining loop stability and, in effect, 

this is accomplished by feed-forward in the modulation filter, i.e. the integrators. DAC versions of this 

arrangement, where the input is a bit stream and there is analogue feedback around the loop, are probably 
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the most commonly produced data conversion components of all. They are the basis of the ‘1-bit’ DAC 

in CD players and have been shipped in millions of units.  

Figure 15 shows a simulation result for a 1-bit architecture that uses a digital 4 × 25 stage rolling 

average filter—it thus obtains all of its information in 100 clocks where dual slope could only achieve 

1% resolution. The simulator clearly shows that the resolution far, far exceeds the ‘simple’ first-order 

dual slope capability, and further increased digital filtering gives vast improvements in real resolution. 

 
Fig. 15: Delta-sigma 1-bit third-order 4 × 25 average filter settling. Note that resolution in 100 clocks is better 

than 0.1%. 

3.7 Characteristics of ∆-Σ 

Since ∆-Σ seems ideally suited to accelerator DC and LF work, it is useful to look carefully at its 

characteristics, both good and bad.  

Firstly, using IC products from ‘merchant semiconductor’ companies may give some surprises. 

Since suppliers are mainly aiming ∆-Σ converters at AC applications, both specification and 

performance is tailored for this—however the volume of production brings down the cost. 

Bandwidths are usually limited but, because of the very high sampling rate, anti-aliasing filters 

are simple. The multi-stage digital filters allow very high data rates but there are long delays and much 

of the data is redundant. Clearly, a newly applied signal must replace all data present from the previous 

one, and this typically takes as many clocks as there are filter stages. However, it is possible to ‘look 

ahead’ and take data from early stages of the filter concurrently with the final, more filtered, data. This, 

of course, can be used for feed-forward in digital control loops. 

IC manufacturers promote their devices as, say, ‘24 bit’ or ‘22 bit’ where generally this is the 

resolution at the 1 σ noise level and with the longest integration times (slowest speed) set, i.e. it is the 

SNR expressed in bits under the most favourable conditions. Also linearity (INL) is seldom better than 

5 ppm (or 18 bits). 
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There are some problems that are unique to ∆-Σ. Normally, because of the very high loop gain, 

there is sufficient noise that a sort of chaotic behaviour results and there are no systematic errors in the 

output due to loop operation. (Of course, there are other systematic errors in, for example, the DAC 

accuracy.) However, it is well known that certain bit patterns in the feedback loop can be favoured and 

very low frequency, resonance-like, behaviour results. These conditions, in the frequency domain, look 

like very low frequency tones and they tend to be common when operation is near zero and the pattern 

therefore tends to be near symmetric. They are therefore called ‘idle tones’. They are, at least in part and 

perhaps totally, due to unwanted feedback paths (remember how high the loop gain is). They tend to 

show up more in single chip devices where modulator and digital filters are in the same device. 

Of a similar nature and perhaps considered as a ‘zero-beat’ idle tone, is a characteristic called a 

‘sticky zero’, a hysteresis condition where there is a tendency to lock at zero until the signal is sufficient 

to overcome the ‘glue’—an amount greater than the theoretical resolution. Again, great care in 

preventing unwanted loops between analogue and digital seems to prevent this. 

3.8 Choosing the best ADC for the job 

Table 2 gives relevant performance against possible requirements. The relative merit scores cannot be 

taken as correct for all devices under all situations but do at least give an idea. Probably, if one looks at 

the introduction of new devices from IC manufacturers it would be pipeline and ∆-Σ that have become 

the most prevalent in recent years. 

Table 2: ADC type performance comparison 

ADC type 

characteristic 

Flash Pipeline SAR Charge 

balance 

Sigma-delta 

Throughput Excellent Very good Good Poor Fair 

Bandwidth Excellent Excellent Very good Very poor Fair 

Resolution Poor Good Very good Excellent Excellent 

Latency/Hz Excellent Fair Very good Poor Fair 

Linearity/bit Very good Good Fair Very good Very good 

Multiplexing Excellent Poor Very good Fair Poor 

Other Power! Cost Very fast clock DNL stability? DC only Easy anti-aliasing 

4 Choosing the right specifications 

This paper has discussed the relative merits of different architectures and pointed out some specification 

pitfalls. There remain some aspects of system integration that are not always apparent. 

– Many devices have internal references that look to save an external component but beware—

internal references are usually of the band-gap type because of the low voltages available. 

Internally, a band-gap reference is derived from a very low voltage; 60 mV is common and thus 

is very noisy, particularly with 1/f noise. Compensated Zeners are at least an order better than 

band-gaps. 

– The resulting zero performance is then dependent on the reference and internal DAC. 

– Ensure that the device you choose produces overload codes and flags that your system can 

handle—not all are user-friendly. 

– Remember that INL is often orders of magnitude worse than quoted ‘bit specs’ and even if the 

target application system can correct for this there is usually not a specification for stability of 

INL. 
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4.1 Application problems 

Assuming that an application system is designed with care and perhaps verified with simulation there is 

still likely to be a ‘first time round’ problem: probably noise. Noise problems are unlikely to show up in 

simulation and are very difficult to predict—experience suggests the following: 

– use ground planes; 

– ‘bury’ HF traces between planes on inner PCB layers; 

– if possible make long-path HF signals differential and low voltage level; 

– use common mode choke; 

– think in terms of current paths—where does HF current flow? 

– make signals ‘flow’ smoothly through the system; 

– don’t forget that sampling can alias HF noise and bring it down to the frequency of interest; 

– HF connects ADC analogue and digital grounds on a plane or with capacitors between planes. 

At low frequencies it can also be useful to: 

– use ‘star points’ to control current paths; 

– remember that 1/f noise cannot be averaged out totally and becomes a limit to achievable 

performance; 

– use chopper stabilization to overcome drifts and 1/f noise in amplifiers. With the availability of 

suitable components it is now cheap and simple to do so; 

– prevent differential temperatures from being developed across sensitive circuit areas, i.e. prevent 

heat flow. 

4.2 An application example 

A very high performance ADC has been developed, see Fig. 16. 

 
Fig. 16: A very high performance Σ-∆ ADC 

In this example the 1-bit DAC is replaced with a 5-bit pulse width modulation (PWM) DAC and 

the output comparator replaced with a 10-bit pipeline ADC of which 5 bits are used. This architecture 

can achieve ‘28-bit’ performance in resolution and 24 bits in linearity. 
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In order to achieve 5-bit resolution of the PWM at up to 500 KHz it is necessary to clock the pipeline 

ADC at 20 MHz. We thus have the difficult combination of 20 MHz clocking on the same PCB near to 

where 100nV DC performance is needed! 

Figure 17 shows the PCB layout arrangement chosen, about half of the full size. 

 
Fig. 17: Practical board layout  

The PWM drive (with sub-ns edges) is passed from the field-programmable gate array (FPGA) 

to the analogue section of the circuit (the signal plane in Fig. 17) with differential signal traces (and 

indeed, the analogue switching is differential). A ‘star-point’ localizes LF currents and prevents those 

in power supply and digital planes from causing voltage drops in the signal plane. 

This arrangement can be considered as a good example of any high-performance ADC 

application. Currents are controlled or ‘steered’ by the use of different ground planes, and circuitry is 

arranged for even current flow. In fact, the above PCB had a problem because signal-related ground 

currents could feedback from the output of the modulation filter to the PWM switches and integrator, 

causing idle tones and sticky zeros. The solution was to split the ground plane between these areas with 

a slot in the PCB. Furthermore, the sampling ADC drives very fast transient currents into the input 

capacitance of the FPGA and the two caps are fitted to ‘encourage’ local HF current loops rather than 

letting the return current pass back through the ‘star-point’. Always remember to think about where the 

currents flow whether they are LF signal-related or HF with the ability to cause interference noise. A 

later version included analogue isolation between the modulation filter and the sampling ADC with the 

ADC placed on the digital plane. 

5 Finally, the future—cryogenics? 

The steering magnets at CERN and in many other accelerator projects are cryogenic. Much fundamental 

metrology is now based on quantum physics operating in liquid helium. Why not put some of the 

measurement in the cryogenic environment? Figure 18 is a suggestion and has been in operation at the 

UK’s National Physical Laboratory.  
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Fig. 18: Integration of Σ-∆ modulator with Josephson junction array (JJ) 

Its operation is quite simple—the bias DAC is a two-level PWM generator that turns ON and OFF 

precisely the bias to the Josephson Junction (JJ) array. The operation of the JJ is to lock the amplitude 

of the resulting pulse to a quantum level dependent only on fundamental constants and on the SI second. 

See Refs. [7, 8]. Sadly, the speed with which the array could be switched was limited by the capacitance 

and delays in the JJ drive electronics but with further development could become a ‘quantum voltmeter’. 
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