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Abstract—For high range resolution ultrasonographic vascular
imaging, we apply frequency domain interferometry with the
Capon method to a single frame of in-phase and quadrature (IQ)
data acquired using a commercial ultrasonographic device with
a 7.5 MHz linear array probe. In order to tailor the adaptive
beamforming algorithm for ultrasonography we employ four
techniques: frequency averaging, whitening, radio-frequency data
oversampling, and the moving average. The proposed method
had a range resolution of 0.05 mm in an ideal condition, and
experimentally detected the boundary couple 0.17 mm apart,
where the boundary couple was indistinguishable from a single
boundary utilizing a B-mode image. Further, this algorithm could
depict a swine femoral artery with a range beam width of 0.054
mm and an estimation error for the vessel wall thickness of 0.009
mm, whereas using a conventional method the range beam width
and estimation error were 0.182 and 0.021 mm, respectively. The
proposed method requires 7.7 s on a mobile PC with a single CPU
for a cm region of interest. These findings indicate the
potential of the proposed method for the improvement of range
resolution in ultrasonography without deterioration in temporal
resolution, resulting in enhanced detection of vessel stenosis.

Index Terms—Adaptive signal processing, Capon method, fre-

quency domain interferometry, ultrasonic imaging, vascular ultra-

sound.

I. INTRODUCTION

E ARLY and accurate detection of artery stenosis is im-
portant for early diagnosis and treatment of lifestyle dis-

eases. Since ultrasonography (US) is one of the primary imaging
modalities for the investigation of artery stenosis [1]–[5], im-
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provement in range resolution is highly desirable. Frequency
domain interferometry (FDI) imaging methods using two fre-
quencies have been proposed for the improvement of range res-
olution [6]–[8]. These methods are commonly applied in radar
signal processing. However, because only two frequencies are
used the results are ambiguous, and unsuitable for an environ-
ment withmultiple targets [9]. For further improvement of range
resolution in radar signal processing, an FDI imaging method
using multiple frequencies has been proposed [10]. This method
employs adaptive beamforming algorithms to improve range
resolution, using multiple frequencies of narrow-band signals.
Therefore, blind application of this method to US is unlikely to
be successful.
Since the 1960s, adaptive beamforming algorithms have

been developed to achieve high spatial resolution and sup-
press undesired signal contribution. One of the most common
approaches calculates a set of weights by minimizing the
output power, subject to the constraint that a desired signal
gives a constant response [11], [12]. In US, a desired signal
and interferences are strongly correlated, and thus the power
minimizing method tends to cancel the desired signal using the
interferences [13], [14]. Since the spatial averaging technique
has been employed to decorrelate a desired signal and an inter-
ference signal [15]–[18], several groups have applied the Capon
method with spatial averaging to US [19]–[22]. However, these
studies were directed at improving the lateral resolution of US.
Another series of approaches employed eigenvalue adaptive
beamforming algorithms [23]–[28]. These methods introduced
an assumption that targets are modeled as points, and thus the
size of the sampling grid should be small enough to provide
sufficient robustness and spatial resolution. The application of
these methods in a clinical environment is extremely difficult,
because they involve enormous computational costs. In ad-
dition, they need to be utilized under the condition of a high
signal-to-noise ratio (SNR).
In previous reports, we presented a high range resolution

method based on FDI with an adaptive beamforming algo-
rithm [29], [30]. In the present study, we present a high range
resolution method employing four techniques suitable for US:
frequency averaging, whitening, RF data oversampling, and
moving average. We explain the method, present experimental
results obtained utilizing a commercial US device, and offer a
conclusion related to our findings.

II. MATERIALS AND METHODS

The presented method is based on FDI with the Capon

method, an adaptive beamforming algorithm. For the improve-

0278-0062/$26.00 © 2011 IEEE
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Fig. 1. Schema of the range beamforming of a FDI imager using a weighting
vector for phase compensation.

ment of range resolution in US, we apply this method to each

individual scan line of in-phase and quadrature (IQ) data. In

this section, we briefly describe FDI and the Capon method,

and subsequently explain the four techniques employed to

tailor the method to US.

A. Data Processing Method Based on FDI

FDI is a technique employed to estimate target range and its

scattering cross section, using the phases and intensities of the

frequency components. The phase of each frequency component

of a received signal depends on the product of the frequency and

the target range, as shown in Fig. 1. Therefore, the summation of

the frequency components of a received signal after phase com-

pensation emphasizes the echo returned from a desired range.

The output of a FDI imager is given by

(1)

(2)

(3)

where is a weighting vector, is the number of frequency

component samples used for imaging, is a set of frequency

components of the signal cut out from the received signal of

a scan line in a single frame using a window function after

a common delay and sum process, and and denote the

complex conjugate and the transpose, respectively. The output

power of a FDI imager is

(4)

(5)

where denotes the conjugate transpose. The beamformer

method calculates the estimated intensity at a measurement

range using a fixed weighting vector , where

(6)

is the th wavenumber of the frequency components of the

received signal, and is the measurement range.

B. Capon Method

When multiple targets exist within a range gate, the range

resolution of the beamformer method deteriorates due to the

interference of targets that exist near the measurement range.

Thus, we employ the Capon method, minimizing the contribu-

tion from other ranges subject to a constant response at a desired

range [11]. This problem is expressed as follows:

(7)

This problem can be solved by the application of Lagrange mul-

tiplier methods. The solution to (7) is given by

(8)

where denotes the inverse matrix of denotes

the Capon range profile [31]. The Capon method can estimate

the ranges of multiple targets when the number of targets is less

than that of the size of [18], indicating the possibility of a FDI

imager with the Capon method in a clinical application.

C. RF Data Oversampling

US devices utilize quadrature detectors to acquire IQ data.

The detection is equivalent to the multiplication processes be-

tween a received signal and two sinusoidal waves, where the

phase difference of the two sinusoidal waves is 90 and their

center frequency is equal to the transmit center frequency.When

a target exists at the range , the received RF data signal is

given by

(9)

where is a received RF data signal with a common delay

and sum process in the time domain before quadrature detection,

is the reference RF data signal when the same target exists

at the origin, is the velocity of the ultrasound,

is the frequency component of at the th angular fre-

quency and and are real numbers. Here, we account

only the time delay caused by the transmission of the path . The

sampling time of each quadrature data is a quarter period of the

base sinusoid signal later than that of the corresponding in-phase
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data. The received IQ data signal after mixing (i.e., multiplica-

tion with base sinusoid signals and low-pass filtering) is

(10)

(11)

(12)

(13)

(14)

where and are the th signal of the

in-phase and quadrature data, respectively, LPF[] denotes the

low pass filtering, is the sampling interval of quadrature

detection, and and are the angular frequency and the

period at the transmit center frequency, respectively. When

continuous wave Doppler is utilized, is approximately equal

to . Therefore, the phase gap of each frequency component

caused by the target range is relative to the product of the

frequency and the target range. However, pulse wave Doppler

uses broadband signals, and the waveform of the IQ data

signal returned from the range is different from that of the

reference IQ data signal returned from the target at the origin

(15)

(16)

(17)

(18)

where is the reference IQ data signal, ” is

the IQ data signal after range compensation and and ’ are

Fig. 2. Echoes of IQ data returned from a boundary between 20% gelatin and
4% agar in two scan lines, where the transmit center frequency and the sampling
frequency of the quadrature detection are 7.5 and 15 MHz, respectively.

range compensation values. Both waveforms corresponds with

each other under the condition

(19)

Since the waveform of a received signal after quadrature de-

tection depends on the phase difference between the received

signal and sinusoidal waves, the echo waveform of IQ data re-

turned from a target is often different than that from the same

target, as shown in Fig. 2. FDI imaging method assumes that the

received signal consists of multiple echoes of targets and noise,

where the waveform of each echo is similar to that of the ref-

erence signal. Therefore, blind application of FDI to a received

IQ data signal is unlikely to be successful.

We introduce the assumption that the IQ data signal is equal

to the product of the RF data signal and the sinusoidal waves for

quadrature detection

(20)

(21)

In the present study, we propose a technique to reconstruct over-

sampled received RF data from signals of IQ data

(22)

(23)

where is the oversampled RF data. We term this tech-

nique RF data oversampling. The RF data oversampling process

only converts the arrangement of the data set after the amplitude

compensation caused by the sinusoidal waves at the quadrature

detection.

In our study, is equal to , i.e., the sampling frequency

of the quadrature detection is equal to twice the transmit center

frequency. In this case, the sampling frequency of the oversam-

pled RF data is four times the transmit center frequency. Fig. 3

shows the oversampled RF data of two scan lines, where the
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Fig. 3. Echoes of oversampled real data converted from the echoes of IQ data
returned from a boundary between gelatin and agar in two scan lines. The peak
positions of the envelopes of two echoes are shifted to after amplitude
adjustment.

peak positions of the envelopes of scan lines 1 and 2 were ad-

justed to using a time shift in the frequency domain after the

adjustment of the envelope amplitudes. The time shift process

consists of three steps. First, Fourier transform is applied to each

scan line. Next, we calculate the phase shift coefficient for the

time shift, is equal to when is minimized

(24)

where is the frequency of the frequency component . The

phase compensation value of each frequency component is the

product of the phase shift coefficient and its frequency. After

this compensation to all frequency components, inverse Fourier

transform is applied to acquire a scan line in the time domain

after the time shift. These three steps shifted the peak positions

of the envelopes of scan lines 1 and 2 to . This result shows

that signals of IQ data were converted to those of oversampled

RF data that resembled the received RF data, as shown in Fig. 3.

The oversampling factor is , where is the transmit

center frequency, and is the bandwidth of the transmit pulse.

In the present study, and the bandwidth

of the signal returned from a flat boundary was 2.4 MHz. There-

fore, the oversampling factor was 6.25.

D. Whitening Frequency Components

Since the Capon method is designed for cases using narrow-

band signals, it assumes that the frequency components of a

signal returned from a target have the same intensity. For the ap-

plication to US using broadband signals, we apply the whitening

technique to the received signals prior to the application of FDI

with the Capon method. This technique assumes that the echo

waveform return from each target is same as that of a reference

signal. This technique corrects the intensity of all frequency

components uniformly, using a reference signal returned from a

single boundary

(25)

Fig. 4. The construction of the sub-matrix from a covariance matrix after
whitening, .

where is a constant term for stabilization, and , , and

are th frequency component of a signal of oversampled

RF data after whitening, th frequency component of a signal of

oversampled RF data before whitening, and th frequency com-

ponent of a reference signal of a oversampled RF data without

whitening, respectively.

Since the optimum filter is the Wiener filter, the optimum

value of is equal to the noise intensity of the th frequency

component of the received signal e.g., [32], [33]. The noise

intensity of a frequency component can be estimated from the

variance expectation of the intensity of the component when

the signal intensity is constant. However, the signal intensity

is commonly variable in ultrasound imaging, especially in

imaging involving fast moving organs such as an artery or the

heart. As a consequence, we introduce the assumption that the

expectation of the noise intensity is uniform in all frequency

components, and employ the average intensity of the frequency

components where the components are supposed to include

slight signal intensity. In our study, we employed the average

intensity of the frequency components from 11 to 14 MHz as

the value of .

E. Capon Method With Frequency Averaging

FDI applications do not work when the signals received from

different targets are correlated. In atmospheric radar signal pro-

cessing, temporal averaging is applied to the covariance matrix

to suppress the correlation between echoes from different tar-

gets [15]–[18], whereas the environment of common US appli-

cations is nonstationary, resulting in the difficulty of applying

temporal averaging to . Thus, we employ the frequency aver-

aging technique to decorrelate signals from different targets

(26)

(27)

where is a covariance matrix of a received signal after fre-

quency averaging and is the element of a th sub-

matrix and is the oversampled RF data converted from

a received signal of IQ data after whitening. Each matrix is

extracted from the same whitened full-matrix to construct

the sub-matrix , as shown in Fig. 4. This technique requires
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that the sampling frequency interval is constant. By the employ-

ment of whitening and frequency averaging, the estimated in-

tensity expressed in (4) is modified to

(28)

(29)

Consequently, the minimization of the contribution of signals

from undesired ranges subject to a constant response at a desired

range is modified to

(30)

(31)

The solution to (30) and (31) is given by

(32)

where is a diagonal loading matrix to obtain the inverse ma-

trix stably. Since the proposed method is one of adaptive

beamforming techniques, the values of the weighting function

vary in order to adapt the condition of the received signal. The

employment of the optimum weighting function gives the esti-

mated intensity expressed by (32). Thus, it is not necessary to

acquire the weighting vector itself for each desired range. The

addition of ’E is equivalent to the addition of white noise to the

received signal. This process suppresses the SNR, causing the

deterioration of the range resolution of the FDI imaging method

[31]. Therefore, we should employ a small ’ to stabilize

and to maintain the image quality. In the present study, we em-

ployed of the average intensity of the received signal

in the range between 5 to 9 MHz as the value of ’. We apply

the FDI method on a line-by-line basis. Therefore, the covari-

ance matrix , the sub-matrix and the inverse matrix of

are calculated only once for each scan line.

F. Moving Average in the Lateral Direction

The proposed method calculates the echo intensities in each

scan line separately. Therefore, the suppression level of the cor-

relation between echoes from different targets varies with the in-

dividual scan line. Since the estimated intensities largely depend

on the suppression level of the correlation between echoes from

different targets, the image acquired by the proposed method

has lower continuity in the lateral direction than a conventional

B-mode image. To improve the lateral continuity of the image

acquired by the proposed method, we apply the moving average

to the acquired image in the lateral direction. When the fre-

quency averaging technique completely suppresses the correla-

tion between echoes from different targets in all the scan lines,

the acquired image spreads in the region that is determined by

the point spread function of a US device. Since the spread of the

acquired image in the lateral direction is supposed to be equal

to the ultrasound beam width, we employ the half-power width

of the ultrasound beam of a US device as the width of moving

average in the lateral direction. We applied this technique to the

imaging of swine femoral arteries.

Fig. 5. Waveform of the reference signal used for the proposed imaging
method.

G. Experimental Setup

In this study, we used IQ data acquired by a commercial US

device to evaluate the potential of the proposed method for its

application to general US devices. Experiments were conducted

using a Hitachi EUB-8500 (Hitachi, Tokyo, Japan) US device

with a 7.5 MHz linear array probe, which has the function of

exporting raw IQ data. The scan line interval and range interval

of the US device were about 0.13 and 0.05 mm, respectively.

In our study, we supposed the sound velocity to be 1500 m/s.

The transmit focal range was 2 cm. The bandwidth of

the echo from a single flat boundary between the gelatin and

agar was 2.4 MHz, where the gelatin layer located forward and

the echo waveform is shown in Fig. 5. The half-power width

of the ultrasound beam of the US device in the lateral direc-

tion was about 0.6 mm at a depth of 2 cm. For the investiga-

tion of the range resolution using the proposed method, we pre-

pared three 20% gelatin blocks. Each block had an agar mem-

brane at a depth of 2 cm, and the thicknesses of the three mem-

branes were 0.17, 0.25, and 0.33 mm, respectively. We first

prepared three 4% agar membranes, and then embedded them

into the gelatin blocks after airing. We employed the airing

process to compress the thickness of the membrane because it

was difficult to prepare a flat membrane of a thickness less than

0.3 mm. Following ultrasound imaging an anatomist immedi-

ately measured the actual thickness of each agar membrane.

Measurements were conducted with microscopic observation of

the vertical section through each gelatin block containing the

agar membrane. Fig. 6 shows the microscopic images of the

agar membranes. Throughout the experiments we utilized the

echo from a boundary between 20% gelatin and 4% agar as a

reference signal, as shown in Fig. 5.

To examine the potential of the proposed method for clin-

ical applications we further applied this method to a fresh swine

femoral artery, as shown in Fig. 7. In addition, we used mi-

croscopy to compare the performance of the proposed method

to that of the conventional method in the estimation of vessel

wall thickness. For this comparison we prepared a gelatin block

containing a swine femoral artery as follows. We immersed

the swine femoral artery in 4% formaldehyde 0.1 M sodium

phosphate buffer (pH 7.0) overnight at room temperature. After

this fixation process the artery was preserved in 50 mM phos-

phate-buffered 0.9% saline (PBS) containing 0.02% to

stop the fixation reaction. Then the artery was embedded in a
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Fig. 6. Microscopic images of agar membranes (a) 0.17 (b) 0.25, and (c) 0.33
mm thick, where an anatomist had enhanced the contrast of agar membrane im-
ages. Arrows indicate the boundaries between the agar membranes and gelatin.
(d) Microscopic image of a ruler with a millimeter scale.

Fig. 7. Fresh swine femoral artery utilized in the study.

20% gelatin block. The gelatin block containing the artery then

underwent further fixation in 4% formaldehyde in 0.1M sodium

phosphate buffer for one day at room temperature. After the

second fixation process, the block was preserved in 50 mM PBS

containing 0.02% for one day. First, we settled the gelatin

block with the artery in a cutting case, as shown in Fig. 8. The

longitudinal axis of the artery was adjusted with the cutting slit

pair, where the slit pair were also utilized as the position marker

at ultrasound imaging. After ultrasound imaging, an anatomist

cut the gelatin block with a blade inserted into the slit pair. This

Fig. 8. Microscopic investigation of the ultrasound measurement plane. (a) We
acquired the ultrasound image at the section that included the slits of the cutting
case. (b) Next, an anatomist inserted a blade in the slits for microscopic inves-
tigation.

process guaranteed that the cut site was very close to the ultra-

sound-imaging site. The section of the gelatin block was pho-

tographed microscopically in order to measure the actual thick-

ness of the vessel wall by an anatomist. We used the boundaries

traced microscopically to evaluate the performance of the pro-

posed method in the depiction of vessel wall boundaries.

The sampling frequency of the oversampled RF data is 30

MHz, i.e., the range interval is 0.025 mm. Since we cut out the

oversampled RF data of 1.5–2.5 cm in depth using a rectangular

window function, the number of range samples is 401 per scan

line. We add 599 zeros after the extracted signals in the time

domain to reduce the sampling interval in the frequency domain.

After the process of zero-padding in the time domain, the mixed
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radix FFT operation [34] is applied to the 1000-point data. The

sampling interval in the frequency domain is 30 kHz. We utilize

the 134 frequency components from 5 to 9 MHz out of 1000

frequency samples.

Since the half-power width of the ultrasound beam of the US

device was about 0.6 mm, i.e., about the width of five scan lines,

we used five scan lines for the moving average in the lateral di-

rection. We employed the range interval of 0.01 mm for the pro-

posed method, because the range beam width of the proposed

method was supposed to be narrower than the range sampling

interval of the received signal. To adjust the range interval of the

B-mode image to that of the FDI image, we constructed B-mode

images with a range interval of 0.01 mm using a zero-padding

process in the frequency domain. Since the range interval of a

B-mode image was 0.05 mm, a B-mode image had 200 range

samples in the region of interest (ROI) from 1.5 to 2.5 cm deep.

After the Fourier transform each scan line of the estimated in-

tensity in the time domain was converted to that in the frequency

domain, where the frequency components ranged from

to 7.5 MHz and the number of the components was 200. We

added a couple of 400 zeros at both edges of each scan line

of the estimated intensity in the frequency domain. The inverse

Fourier transform of the scan line after zero-padding in the fre-

quency domain adjusted the range interval of the B-mode image

to 0.01 mm.

III. RESULTS

We first investigate the spatial resolution of the proposed

method numerically in an ideal condition without noise. We

then apply the proposed method to agar membranes and to a

swine femoral artery to examine the potential of the proposed

method experimentally.

A. Spatial Resolution of the Proposed Method in an Ideal

Condition

We investigate the spatial resolution of the proposed method

in an ideal condition where no more than two targets exist in a

ROI, each of the echo waveforms returned from the targets is

the same as that of the reference signal, and the received signal

includes no noise. The echo returned from two targets is given

by

(33)

where is the target interval and is the reference signal.

The reference signal is the echo from a boundary between 20%

gelatin and 4% agar, as shown in Fig. 5. Fig. 9 shows the wave-

forms of the received signal returned from a single target and

from a couple of targets, where the target intervals are 0.025,

0.05, 0.075, and 0.1 mm. Since the bandwidth of the

echo from a target is 2.4 MHz, the range resolution of the con-

ventional B-mode image is about 0.31 mm. Therefore, the con-

ventional method using the intensity of the signal can hardly

indentify two targets with an interval of less than 0.3 mm.

The proposed method failed to detect a couple of targets that

were 0.025 mm apart from each other, regardless of the sub-

Fig. 9. Waveforms of the received signal returned from a single target and a
couple of targets, where the target intervals of the target couples are 0.025, 0.05,
0.075, and 0.1 mm.

Fig. 10. Estimated intensity of the couple of targets with a target interval of
0.05 mm. The sub-matrix sizes of the proposed method are 17, 34, 68, 102, 127,
and 131, where the size of the covariance matrix after whitening is 134.

matrix size.We therefore used the case where a couple of targets

were 0.05 mm apart from each other for the investigation of the

proper sub-matrix size. Fig. 10 shows the estimated intensity

of the couple of targets calculated using the proposed method

when the target interval is 0.05 mm. This result shows that the

spatial resolution of the proposed method is almost invariable

when the sub-matrix size varies from half to 3/4 the size of .

Next, we investigate the computational load of the proposed

method. We set the size of a ROI at cm, i.e., 1001 range

samples 226 scan lines. A mobile PC with a single CPU (Intel

Core2 Duo 2.26 GHz) and 3 GB RAM was utilized. The main

task in this calculation is the acquisition of the inverse matrix

in (32). The number of targets in the ROI does not increase

the computational load. Fig. 11 shows the computational load

of the proposed method used to calculate the estimated inten-

sity in the ROI. The calculation time of the proposed method

increases rapidly as the sub-matrix size enlarged; however, the

maximum calculation time for a ROI cm is less than 25 s.
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Fig. 11. Calculation time of the proposed method for a ROI of cm, i.e.,
226 scan lines 1001 range samples.

Fig. 12. Estimated intensity of the proposed method with a sub-matrix size of
68. ROI includes a single target or a couple of targets, where the target intervals
are 0.025, 0.05, 0.075, and 0.1 mm.

We confirmed that the calculation time using experimental data

was almost equal to that using simulation data.

For high spatial resolution with a modest computational load,

we employ a sub-matrix size of 68, which is about half the size

of . In this case the calculation time for a ROI of cm

was 7.7 s. Fig. 12 shows the estimated intensity of the proposed

method with a sub-matrix size of 68, where the ROI included a

single target or a couple of targets. When the target interval is

0.075mm, the posterior target is located at themedian of the two

range sample points of 0.07 and 0.08 mm. This result indicates

that the proposed method has the spatial resolution of 0.05 mm,

and a range interval of 0.01 mm is sufficient for the proposed

method. Thus, we employ a range interval of 0.01 mm for the

proposed method.

B. Agar Phantom Images Using the Proposed Method

We utilize agar membranes to compare the range resolution of

the FDI image and that of the B-mode image. We adjusted the

range interval of the B-mode image to that of the FDI image,

i.e., both images employed a range interval of 0.01 mm. Fig. 13

shows a conventional B-mode image of a gelatin block with an

Fig. 13. B-mode image of a gelatin block with a 0.17-mm-thick agarmembrane
at a depth of 2 cm, where the range interval is 0.05 mm.

Fig. 14. B-mode images of agar membranes (a) 0.33 (b) 0.25, and (c) 0.17 mm
thick, where the size of ROIs is mm, where the range interval is 0.05 mm.

Fig. 15. Interpolated B-mode image of a 0.17-mm-thick agar membrane, where
the size of ROIs is mm and the range interval is 0.01 mm.

agar membrane that was 0.17 mm thick. Fig. 14 shows the en-

larged B-mode images of agar membranes that were 0.33, 0.25,

and 0.17 mm thick, where the estimated intensity of a conven-

tional method was calculated from the scan line of IQ data.

Fig. 15 shows the interpolated B-mode image of an agar mem-

brane that was 0.17 mm thick, where the range interval of the

image was adjusted to 0.01 mm using the zero-padding process.

Since the range beam width of the B-mode image was wider

than 0.05 mm, the interpolation process had little effect in im-

proving the image quality of the B-mode image.

For the improvement of the SNR of the received data, we

coherently integrated five frames of data. Fig. 16 shows the
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Fig. 16. Interpolated B-mode image of a 0.17-mm-thick agar membrane using
coherent integration, where the size of ROIs is mm and the range interval
is 0.01 mm. The number of coherent integration is five.

Fig. 17. Cumulative distributions of agar membrane thicknesses estimated
using the B-mode images, where the range interval of the B-mode images was
adjusted to 0.01 mm using interpolation. Arrows indicate the true thicknesses
of agar membranes. The B-mode image of a 0.1 mm agar membrane with
coherent integration was constructed from five frames of IQ data.

B-mode image of a 0.17-mm-thick agar membrane using co-

herent integration, where the range interval was 0.01mm. Under

the investigated condition, the improvement of the SNR of the

received data hardly affected the image quality of the B-mode

image.

We calculate the agar membrane thicknesses estimated by

the conventional B-mode imaging method after the adjustment

of the range interval to 0.01 mm. We select the point with the

highest echo intensity and the point with the second highest echo

intensity from local maximum points in each scan line of the

ROI, where the size of the ROI is mm. The distance be-

tween the two selected positions is the estimated agar membrane

thickness in the scan line. Fig. 17 shows the cumulative distribu-

tion of agar membrane thicknesses estimated using B-mode im-

ages with a 0.01mm range interval. The median of the estimated

thicknesses of a 0.33-mm-thick agar membrane was 0.34 mm,

indicating the validity of the experimental study. The median of

the estimated thicknesses of a 0.25-mm-thick agar membrane

was 0.23 mm; however, the range resolution of the B-mode

image was about 0.3 mm, and caused the interference between

the anterior and posterior boundaries, as shown in Fig. 14(b).

In both cases, with and without coherent integration, conven-

tional B-mode imaging after adjustment of the range interval to

0.01 mm failed to detect the couple of boundaries between the

0.17-mm-thick agar membrane and gelatin.

Fig. 18. FDI images of agar membranes (a) 0.33 (b) 0.25, and (c) 0.17 mm
thick, where the size of the ROIs is mm.

Fig. 19. FDI image of a 0.17-mm-thick agar membrane using coherent integra-
tion, where the size of ROIs is mm. The number of coherent integration
is five.

Fig. 18 shows the images of the agar membranes 0.33, 0.25,

and 0.17 mm thick obtained with the proposed FDI method.

The proposed method used the same IQ data as the conventional

B-mode imaging method. The FDI images of agar membranes

0.33 and 0.25 mm thick had narrower range beam widths than

those of the B-mode images. In addition, the proposed method

succeeded in depicting the couple of boundaries between the

0.17-mm-thick agar membrane and gelatin. Next, we coherently

integrated five frames of IQ data to improve the SNR of the

received data. Fig. 19 shows the FDI images of a 0.17-mm-thick

agar membrane after coherent integration using five frames.

Fig. 20 shows the cumulative distribution of agar membrane

thicknesses estimated using FDI images. The medians of the

estimated thicknesses of agar membranes that were 0.33, 0.25,

and 0.17 mm thick were 0.31, 0.23, and 0.15 mm, respectively.

This result indicates that the proposed method has a range res-

olution less than 0.17 mm. After the coherent integration using

five frames of IQ data, the median of the estimated thicknesses

of a 0.17-mm-thick agar membrane became 0.16 mm, and the

distribution of the estimated thicknesses approached that of the

true thicknesses. Since the increase in the SNR improves the

range resolution of the FDI imager with the Capon method, this

finding is consistent with a previous study [31].

Experiments were conducted using a commercial US device,

but it was difficult to acquire the information concerning the

setting of the time gain compensation from the manufacturer.

However, the ROI was located at a depth of 20.5–21.5 mm,

indicating that the setting of the time gain compensation gave

only a small influence to the result.
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Fig. 20. Cumulative distributions of agar membrane thicknesses estimated
using the images acquired using the proposed method, where the range
interval of the images is 0.01 mm. Arrows indicate the true thicknesses of agar
membranes.

Fig. 21. Conventional B-mode image of a longitudinal section of a fresh swine
femoral artery, where the size of the region of interest is cm.

C. Application of the Proposed Method to a Swine Femoral

Artery

Fig. 21 shows a B-mode image of a fresh swine femoral artery

calculated from a frame of IQ data, where the size of the ROI

was cm. The estimated intensity calculated from the

same frame of IQ data using the proposed method without the

moving average is shown in Fig. 22. The image depicted by the

proposed method has much higher range resolution than that

of a B-mode image. The multiple scattering in a vessel wall

causes the appearance of false boundaries after the true vessel

wall boundaries. Therefore, the false boundaries appear after the

anterior and posterior vessel wall boundaries in both B-mode

and FDI images, as shown in Figs. 21 and 22. Fig. 23 shows

the estimated intensity of the same frame using the proposed

method with the moving average. This result suggests that the

moving average improves the continuity of the acquired image

in the lateral direction, at the cost of some range resolution.

The average and standard deviation of the half-power widths

of the posterior artery wall boundaries in the FDI image with

the moving average were 0.054 and 0.025 mm, respectively. In

contrast, those in the B-mode image without themoving average

were 0.182 and 0.025 mm, respectively. In this evaluation, we

Fig. 22. Estimated intensity of a longitudinal section of a fresh swine femoral
artery using the proposed method, where the size of region of interest is

cm.

Fig. 23. Estimated intensity of a longitudinal section of a fresh swine femoral
artery using the proposed method with the moving average in the lateral direc-
tion, where the size of region of interest is cm.

investigated the posterior vessel wall boundaries in the 5-mm-

wide center region of Figs. 21 and 23, i.e., 78 boundaries in 39

scan lines.

The thickness of the posterior wall of a carotid artery is often

measured in order to detect artery thickening. To evaluate the

performance of the proposed method in measuring vessel wall

thickness, we investigated the differences in the posterior wall

boundaries of a fixed femoral artery acquired by the FDI image

and the conventional B-mode image from the true boundaries.

As shown in Fig. 24, the true boundaries were traced onto a

microscopic image by an anatomist.We selected the range of the

vessel wall boundary couple in each scan line of the FDI image

and the B-mode image using the following process. First, we

selected the range of the maximum estimated intensity, , in a

scan line. Next, we chose the range of the maximum estimated

intensity, , under the constraint

mm (34)

We employed these two peaks as the estimated boundaries of

the vessel wall in the scan line. Since the width of the

received signal returned from a single target is 0.2 mm, the ap-

plication of a constraint of less than 0.2 mm to a B-mode image

causes the extraction of multiple peaks in a main lobe of the

echo intensity returned from a single boundary. Therefore, the

constraint in (34) should be no less than 0.2 mm for B-mode

images. In contrast, the proposed method can employ a smaller
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Fig. 24. Posterior wall boundaries of a fixed swine femoral artery traced by an
anatomist onto a microscopic image with a millimeter scale.

Fig. 25. Vessel wall boundaries of a fixed swine femoral artery embedded in
an ager gel block. The FDI and B-mode boundaries were depicted by an image
acquired using FDI and a B-mode image, respectively. The images with moving
average employed themoving average in the lateral direction. The range interval
of B-mode images is adjusted to 0.01 mm using interpolation.

constraint because the beam width of the proposed method is

much narrower than that of the B-mode imaging method. To

avoid the condition unfavorable to the conventional B-mode

imaging method we chose the 0.2 mm constraint. When a ROI

has a single peak in a scan line, the vessel wall boundaries de-

picted by the process show the wall thickness to be 0.2 mm.

In this evaluation, we apply a moving average of five scan

lines to B-mode images in the lateral direction. We separately

adjust the depicted boundary couples using a FDI image and a

B-mode image to the true boundary couple using a method of

least squares. Fig. 25 shows the true boundary couple and the

boundary couples depicted using a FDI image and a B-mode

image after the position adjustment, where the images with

moving average employ the moving average in the lateral

direction. As shown in Fig. 25, the moving average in the

lateral direction improves the continuity of the image in the

lateral direction, suppressing the rupture of the estimated vessel

wall boundaries for both FDI and B-mode imaging methods.

Either the proposed and conventional method does not require

the moving average, as shown in Figs. 21 and 22. To support

the automatic detection of the vessel wall boundaries, we

employ the moving average for both FDI and B-mode images

in the estimation of vessel wall boundaries. The vessel wall

boundary couple depicted using a FDI image are smooth and

close to the true boundary couple in all scan lines. In contrast,

the boundary couple depicted using a B-mode image with

moving average are rough and swerve in several scan lines. The

cumulative distributions of the distances, between true vessel

Fig. 26. Cumulative distribution of the distance between the true vessel wall
boundaries and the estimated boundaries of a fixed femoral artery, where both
images employed the moving average in the lateral direction. We used (a) the
data without additive noise, and the data with additive white noise where the
signal-to-noise ratio (SNR) was 10, 5 (b) 0 and . The range interval of
B-mode images is adjusted to 0.01 mm using interpolation.

wall boundaries and the estimated boundaries using proposed

FDI and B-mode images, are shown in Fig. 26 as the lines of no

additive noise. Using a B-mode image with moving average,

57.7% of the estimated boundaries were located within 0.025

mm of the true boundaries. In contrast, using a FDI image

71.8% of the estimated boundary points were located within

0.025 mm of the true boundary. In all distances, the cumulative

values of the proposed image were higher than those of the

conventional B-mode image. This result indicates that the

proposed method has the potential to improve the accuracy in

vessel wall boundary depiction.

Next, we add white noise to the received data of a single

frame, to examine the noise effect on the performance of the
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Fig. 27. The distribution of true artery wall thicknesses and the estimated thick-
nesses using the proposed method and a conventional method with the moving
average in the lateral direction. The range interval of B-mode images is adjusted
to 0.01 mm using interpolation.

proposed method. For the cases using the data with additive

white noise, we employ the position adjustment parameters of

the FDI and B-mode images without additive noise. The estima-

tion of the vessel wall thickness needs to depict both of the two

vessel wall boundaries. We thus define the SNR as the lower

intensity of the two boundaries to the average noise intensity.

Fig. 26 shows the cumulative distribution of the distance be-

tween the true vessel wall boundaries and the estimated bound-

aries of a fixed femoral artery. We used the data without addi-

tive noise and the data with additive white noise, where the SNR

was 10, 5, 0, and . These results show that the proposed

method has high potential in depicting vessel wall boundaries,

as compared with a conventional method when SNR is 5 dB

or higher. The decrease in SNR suppressed the performance of

the proposed method in depicting vessel wall boundaries. How-

ever, the proposed method kept the performance equivalent to a

conventional method. Fig. 27 shows the cumulative distribution

of the true vessel wall thickness and the estimated vessel wall

thickness calculated using the proposed images and B-mode im-

ages, where both images employ the moving average. Here,

the estimated vessel wall thickness of 0.2 mm means that the

boundary estimation failed to depict the two peaks in the scan

lines. The proposed method succeeded in depicting two bound-

aries in 100% and 84.6% of the 39 scan lines in the 5-mm-

wide region when there was no additive noise and

, respectively. In contrast, the conventional method with

the moving average succeeded in 71.8% and 82.1% of the same

scan lines. The median of the true vessel wall thicknesses was

0.331 mm. The medians of the estimated vessel wall thicknesses

calculated using FDI images were 0.340 and 0.330 mm in the

cases of no additive noise and , respectively. In

contrast, the medians of the estimated vessel wall thicknesses

using B-mode images were both 0.310 mm in the same cases.

Under the investigated condition, the results indicate that the

proposed method has the potential to estimate the vessel wall

thickness with an estimation error within 0.01 mm.

IV. CONCLUSION

In this paper, we propose a high range resolution imaging

method suitable for US employing four techniques: frequency

averaging, whitening, RF data oversampling and themoving av-

erage. The simulation study indicates that the proposed method

has a range resolution of 0.05 mm in an ideal condition. The

proposed method experimentally detected two boundaries that

were 0.17 mm apart, using a single frame of IQ data acquired

by a commercial US device. In contrast, a conventional method

failed to distinguish the two boundaries from a single boundary.

Using single frame data, the proposed method and the conven-

tional method with the moving average in the lateral direction,

depicted a swine femoral artery with half-power widths of 0.054

and 0.182 mm in the range direction, respectively. The esti-

mation errors of the vessel wall thickness, using the proposed

method and a conventional method with the moving average in

the lateral direction, were 0.009 and 0.021 mm, respectively.

Throughout the experiment the proposed method employed the

echo from the boundary between gelatin and agar as the ref-

erence signal. This implies that the proposed method works

when the materials at the boundary for the acquisition of a ref-

erence signal are similar to those of the targets in the acoustic

impedance and the sound velocity. The proposed method re-

quires 7.7 s on a mobile PCwith a single CPU for a cm ROI

that consisted of 1001 range samples 226 scan lines. These

results indicate the potential of the proposed method for the im-

provement of range resolution in ultrasonography without dete-

rioration in temporal resolution, i.e., after signal processing of a

minute using multiple CPUs we can acquire high range-resolu-

tion images without a decrease of the frame rate. Future works

should include the image acquisition of clinical targets, e.g.,

human cervical artery.
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