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Abstract—This paper proposes a digital-compatible built-in
self-test (BIST) strategy for high-resolution analog-to-digital
converter (ADC) linearity testing using only digital testing envi-
ronments. The on-chip stimulus generator consists of three low-
resolution and low-accuracy current steering digital-to-analog
converters (DACs), which are area efficient and easy to design. The
linearity of the stimuli is improved by the proposed reconfigura-
tion technique. ADCs’ outputs are evaluated by simple digital logic
circuits to characterize the nonlinearities. The proposed BIST
strategy is capable of characterizing ADC transition levels one
by one with small hardware overhead. The testing performance
is not sensitive to the mismatches and process variations, so that
the analog BIST circuits can easily be reused without complex
self-calibration. Simulation and experimental results show that the
proposed circuitry and BIST strategy can test the INLk error of
12-bit ADCs to a ±0.15 least significant bit (LSB) accuracy level
using only 7-bit linear DACs.

Index Terms—Analog-to-digital converters (ADCs), built-in
self-test (BIST), deterministic dynamic element matching
(DDEM), embedded test, integral nonlinearity (INL), static
linearity testing.

I. INTRODUCTION

A LONG with the continuous advance in the integration
level of the CMOS technology, more and more new appli-

cations in signal processing, communications, and instrumen-
tation tend to add more functionality to a single silicon chip.
Analog and mixed-signal (AMS) circuits are deeply embedded
with other core semiconductor technologies, such as logic,
memory, input–output, and radio frequency. The accessibility
and observability of the circuit nodes are inevitably reduced
because of the limited number of pins available for testing.
Meanwhile, the performance of AMS circuits keeps improving
to satisfy the demands of the new applications. As a result,
testing these circuits becomes increasingly demanding and
costly [1].

An analog-to-digital converter (ADC) is one of the most
extensively used mixed-signal circuitries. As the interface
between the analog and digital signals, ADCs quantize the
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received analog signal and generate the digital outputs for later
signal processing. The performance of ADCs then directly
determines the performance accuracy of the whole system.
Testing of the ADCs is indispensable for almost all those
systems to validate the design and to reduce the rejected parts.

The AMS circuits can be tested in different ways to achiev-
ing satisfactory test performance with low test cost. Almost
all the solutions incorporate automated test equipment (ATE)
and device interface boards (DIB). The most common way is
to use an AMS ATE tester with an analog DIB. The tester
needs to have much better performance than the circuits under
test (CUTs) in accuracy, speed, noise, and so on. The DIB
should carefully be designed for each type of CUT according
to their unique electrical and mechanical testing requirements.
For high-resolution testing, the eligible AMS ATE will pro-
hibitively be expensive for its extremely high performance. The
test cost then will considerably be high. With the CUTs deeply
embedded in the system, this method has difficulties to maintain
signal integrity due to the loss of the node accessibility and
observability. Then, the test accuracy is reduced. To lower the
cost, it is preferred to use cheap but low-performance testers.
In [2], the authors use a much cheaper digital ATE tester in
AMS testing by adding the necessary analog functionality on
the DIB. However, designing such a DIB is quite elaborate and
time consuming. More important, the signal integrity issue still
remains. A possible solution to the signal integrity problem
is the built-in self-test (BIST) technique, which offers the on-
chip stimulus and response verification capabilities for testing
by adding some functionality circuits on-chip with the CUT.
Therefore, no analog signal needs to be applied or processed
off-chip, and only digital testers and digital DIBs, which pro-
vide simple digital connections, are necessary for testing. The
testing cost can further be reduced by having more CUTs tested
in parallel since BIST could often decrease the number of
connections for testing.

BIST has been proposed for a long time as a solution to
lowering test cost and improving test accuracy. However, un-
like the widely used digital BIST, “analog/mixed-signal BIST
techniques are lagging. No proven alternative to performance-
based analog testing exists and more research in this area is
needed [1].” The reason is that, although BIST simplifies the
test setup, it increases the circuit complexity and silicon area.
To provide satisfactory testing performance for high-resolution
AMS circuits, BIST circuits tend to be very complicated and
large. Furthermore, conventional high-performance analog cir-
cuits are subject to mismatch and process variation errors. BIST
circuits then have to be tested and calibrated. The efforts of
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testing the BIST circuits often make the whole BIST idea
nonrealistic. As a result, the practical BIST circuits should have
high performance but should be small, easy to design, and
insensitive to mismatch and process variation.

In this paper, we present a BIST solution to measuring
ADCs’ linearity performance. The method is fully compatible
with digital testing environments using only digital testers and
straightforward connections. On-chip circuitry for testing is
able to provide high testing performance under the process
variation and mismatch with small silicon area and minimal
design effort. No complex self-calibration is required. The rest
of this paper is organized as follows: Section II briefly discusses
ADCs’ linearity specifications and the needs of implementing
ADCs’ linearity BIST. Section III describes the structure and
the performance of the proposed on-chip source generator. In
Section IV, the proposed test structure and BIST strategy are
presented. Simulation and experimental results are shown in
Sections V and VI, respectively. Finally, Section VII concludes
this paper.

II. BIST OF ADC LINEARITY PERFORMANCE

The nonlinear errors in an ADC are usually characterized
by measuring the differential nonlinearity (DNL) and the in-
tegral nonlinearity (INL) of its transition levels [3]. DNL is
the maximum deviation in the code bin widths from the ideal
code bin width. INL is the maximum deviation of the mea-
sured transition levels from the ideal transition levels. In this
paper, the ideal transition levels are defined by an endpoint
fit line passing through the first and last transition points in
the transfer curve, i.e., T1 and TN−1, respectively, where N
is the ADC’s resolution. For the kth ADC transition level Tk,
k = 1, 2, . . . , N − 2, the nonlinear errors can be calculated by

DNL(k) =
Tk+1 − Tk

LSB
− 1 (1)

INL(k) =
Tk − T1

LSB
− (k − 1) (2)

where the least significant bit (LSB), which is the ideal code bin
width, is defined as

LSB =
TN−1 − T1

N − 2
. (3)

Then, the INL and DNL of the ADC are the maximum values
of the magnitudes of INL(k)’s and DNL(k)’s, respectively.
From the equations, we can clearly see that ADCs’ linearity
characteristics are calculated from ADCs’ transition levels.
Thus, the major task of testing is to accurately estimate each
transition level of ADCs under test.

There are several common methods of measuring the tran-
sition levels of ADCs. The most ubiquitous approach is the
histogram test, which provides an effective way of full-code
testing [4]–[6]. However, the accuracy of the test strongly de-
pends on the distribution of the input stimuli, which is affected
by both the linearity performance of the source signals and all
the concerned random effects, such as the noise and the clock
jitter. In addition, for an n-bit ADC under test, it needs 2n − 1

memory cells to save the histogram counts during the linearity
characterization processes. Both of these two factors make the
histogram test difficult to be directly used in BIST applications.
Another commonly used method is the servo-loop feedback
method, which is able to measure any specific ADC transi-
tion level using an additional precise digitizer [7]. However,
this technique is quite slow and significantly limits the total
number of ADC transition levels that can be tested. In some
applications, particularly for high-resolution ADCs, reduced-
code testing instead of full-code testing has to be applied to cut
the testing time. In the case of built-in applications, the precise
digitizer will dramatically increase the area overhead and the
design efforts. Therefore, this technique is often not a feasible
solution either.

Compared with the traditional methods, a successful BIST
implementation for ADC linearity testing tends to satisfy the
following conditions: First, it includes a very low-cost on-chip
stimulus generator, which is more accurate than the ADCs
under test and is able to provide stimulus signals for at-speed
testing. Second, no complex digital signal processing and mi-
croprocessor are needed to obtain the measurements and the
linearity performance of the ADC transition levels. Finally, the
BIST strategy should be capable of characterizing the transition
levels with small hardware overhead. Since the traditional high-
accuracy source generators are either particularly area consum-
ing or very slow, the first condition becomes the bottleneck
of ADC linearity BIST. In fact, there is no widely accepted
solution to building such source generators.

III. ON-CHIP SOURCE GENERATOR

As we have discussed, traditional high-accuracy circuits are
too costly to be used in BIST applications. Some methods of
using low-accuracy circuits with high test performance have
been investigated [8], [9]. This section describes the structure
of the proposed source generator, which only consists of small
low-accuracy DACs, and evaluates its test performance.

A. Segmented DDEM DAC

The source generator is primarily a reconfigurable low-
accuracy segmented current steering (SCS) DAC. The so-called
deterministic dynamic element matching (DDEM) technique is
used to control the reconfiguration and improve the accuracy
[8], [10], [11].

The segmented structure achiev es a good combination of
high resolution and small area since the decoders can be
much simpler and smaller. As shown in Fig. 1, an n-bit SCS
DAC usually consists of an nM -bit thermometer-coded most
significant bit (MSB) array and an nL-bit binary-coded LSB
array, where n = nM + nL. The MSB and LSB arrays generate
currents according to their input digital codes, i.e., DM and DL,
respectively. The total current generated is then forced to flow
through a resistor to produce the output voltage. In the normal
applications, the MSB array’s linearity dominates the whole
DAC’s performance. As a result, it generally needs to meet
the specification of the whole DAC and requires considerable
consumption of area and power.



XING et al.: HIGH-RESOLUTION ADC LINEARITY TESTING USING A DIGITAL-COMPATIBLE BIST STRATEGY 2699

Fig. 1. n-bit SCS DAC.

This paper uses a low-accuracy thermometer-coded DAC
as the MSB array to save cost. The DDEM method is applied
to the MSB array to improve its accuracy. DDEM reconfigures
the mappings between the current cells and the input digital
codes. The basic idea of DDEM is that instead of generating
the desired signal with a costly high-performance MSB array
DAC, we create a set of cheap and “poor” DACs by reconfigu-
ration. Each of these DACs generates a series of low-resolution
and low-accuracy output samples. If all these samples, which
are distributed in a common range, follow a nearly uniform
distribution, the equivalent output linearity of the DAC will be
improved. Assume that the MSB array has an nM -bit resolu-
tion, and therefore, NM = 2nM current cells, i1, i2, . . . , iNM .
DDEM creates P (a submultiple of NM and an exponent of
2) different configurations, which is controlled by a log2 P -bit
control code CDDEM. For simplicity, we conceptually put all
the current elements on a circle clockwise from i1 to iNM then
back to i1, as shown in Fig. 2. To generate an output voltage
for input code dM , we may start from i1 and clockwise turn
on dM consecutive current cells. Then, P analog outputs can
be generated for one digital input code by choosing P different
current cells as the start point. In the DDEM algorithm, those
P start points are evenly distributed on the circle. A simple
4-bit DDEM DAC example with P = 4 and dM = 5 is illus-
trated in Fig. 2. The four start points selected are i1, i5, i9, and
i13. Fig. 2(a)–(c) shows the cases that the selected five current
cells start from i1, i5, and i13, respectively.

B. Performance Analysis

In this part, we will analytically show the linearity improve-
ment of the DAC and evaluate the overall testing performance.

First, assume that the outputs of the DDEM MSB array
are used to measure a specific ADC transition level Tk.
The procedure is that under each DDEM configuration (for
example, the jth configuration, j = 1, 2, . . . , P ), we search for
a digital input code dj that satisfies Vj(dj) < Tk < Vj(dj + 1),
where Vj(dj) and Vj(dj + 1) are the MSB array outputs
associated with input codes dj and dj + 1, respectively.
Then, the measurement of Tk is represented by the average
of d1, d2, . . . , dP under different configurations, and the
equivalent analog measurement of Tk is expressed by

T̂k =
1
P

P∑

j=1

Vid(dj) (4)

Fig. 2. Four-bit DDEM DAC with P = 4 and dM = 5. (a) 1st output sample
with i1 ∼ i5 on. (b) 2nd output sample with i5 ∼ i9 on. (c) 4th output sample
with i13 ∼ i16 and i1 on.

where Vid(dj) is the output voltage at code dj if an ideal nM -bit
DAC is used as the MSB array. Thus, the measuring error is

ek = T̂k − Tk =
1
P

P∑

j=1

Vid(dj) − Tk. (5)
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Under different configurations, Tk can be expressed in dif-
ferent ways as in

Tk = Vj(dj) + rj(k), j = 1, 2, . . . , P (6)

where rj(k) is denoted as the residue voltage between the tran-
sition level and the MSB array output at code dj . Substituting
(6) into (5) leads to the further expression of the measuring
error, i.e.,

ek =
1
P

P∑

j=1

rj(k) − 1
P

P∑

j=1

[Vj(dj) − Vid(dj)] . (7)

It is noticed that Vj(dj) − Vid(dj) is the INL of the jth-
configuration MSB array at code dj , which is designated as
INLj(dj), and can be rewritten as the sum of DNLj(m), m =
1, 2, . . . , dj , which are the jth-configuration MSB array’s DNL
errors. In DDEM, the DNL errors of the MSB array are cycli-
cally shifted with the current cells for different configurations.
This fact, combined with the definition of the DAC’s DNL,
gives us

P∑

j=1

s∗q∑

t=1

DNLj(t) = s ×
NM∑

i=1

DNL1(i) = 0 (8)

since the expression in (8) exactly covers the DNL errors of
all the NM current sources for s times, where q = NM/P , and
s = 1, 2, . . . , P . Assume that s satisfies dj − sq � 0 for j =
1, 2, . . . , P . We can rewrite the measuring error in (7) as

ek =
1
P

P∑

j=1

rj(k) − LSBM

P

P∑

j=1

dj−sq∑

t=1

DNLj(t) (9)

where LSBM is the ideal MSB array LSB.
To evaluate the testing performance, we start with the first

term in (9). The residue voltages rj(k)’s are originally at the
nM -bit level because of the MSB array’s resolution. With the
help of the segmented structure, the resolution can be increased
by adding the LSB array. Then, the transition level Tk can fur-
ther be approached by the LSB array outputs. The new residue
voltages will be at the nDAC = nM + nL bits level because
they are the difference between Tk and the segmented DAC’s
outputs that are the closest to but less than it. Furthermore, for
any transition level Tk, the residue voltages are randomized by
DDEM because of the mismatch errors. Thus, the variation of
the first term in (9) is approximately at the nDAC + 0.5 log2 P
bits level. The second term in (9) is induced by the nonlinearity
of the original MSB array. If we assume that the linearity perfor-
mance of the MSB array is not worse than its resolution, which
is nM bits, the second term can be simplified to the sum of a set
of nonrepeating DNL1(k)’s divided by P . The maximum value
of the sum is comparable to the INL of the original MSB array,
i.e., INLM . Then, the nonlinearity of the original MSB array

Fig. 3. Proposed ADC BIST structure.

is reduced by log2 P bits. On the whole, the equivalent testing
performance of the segmented DDEM DAC is expressed by

neq ≈ min{nDAC + 0.5 log2 P, ENOBM + log2 P} bits
(10)

where ENOBM =nM−log2(INLM/0.5)=nM−log2 INLM−
1 is the effective number of bits of the original MSB array.
Therefore, if we assume that the segmented structure provides
enough resolution so that the first term in (10) does not limit
the testing performance, the linearity of the testing stimuli is
improved by log2 P bits.

C. Structure

The target of this paper is to test high-resolution ADCs,
which requires highly linear source signals. The low-accuracy
segmented DDEM DAC is built on-chip as the source generator.
Considering the number of the current cells and the complexity
of the digital control block, we still want the thermometer-
coded MSB array as low resolution as possible. In this case, the
second term in (10) will probably limit the test performance
since when the MSB array is of low resolution, the number
of DDEM configurations P has to be small. A solution to
this problem is to incorporate another low-resolution DAC
to generate extra linear dither steps at the output. As shown
in Fig. 3, these small dithers are added to the outputs of the
DDEM DAC. Each output of the DDEM DAC is spread by Nd

dither levels, where Nd is the resolution of the dither DAC in
decimal. Then, the measurement of the transition level Tk, i.e.,
mk, is expressed as

mk =
1
P

P∑

j=1

Nd∑

i=1

dj,i (11)

where dj,i is the obtained DDEM DAC input code when
the jth DDEM configuration and the ith dither output are
applied. dj,i and i satisfy Vj(dj,i) + Vd(i) < Tk < Vj(dj, i +
1) + Vd(i), where Vj(•) and Vd(•) are the transfer functions
of the jth-configuration DDEM DAC and the dither DAC,
respectively. The output range of the dither DAC is set to be
q = NM/P LSBM ’s. It can be shown that the second term
in (9) has a repeating form for different ADC transition levels
with a period of q LSBM ’s. Then, linearly spreading the error
distribution over one period range and getting the average will
effectively reduce the error variation and improve the testing
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performance. Adding this dither DAC also increases the number
of residue voltages averaged so that it will help reduce the error
from the resolution limitation as well. It can be shown that the
effect of the dither DAC on the testing performance is very sim-
ilar to that of the DDEM. The equivalent test performance of the
segmented DDEM DAC with dithering can be represented by

neq ≈ min {nDAC + 0.5(log2 P + nd),

ENOBM + log2 P + nd} bits (12)

where nd is the resolution of the dither DAC in bits. Here, we
assume that the nonlinear errors of the LSB array and the dither
DAC do not limit the testing performance. This assumption
usually holds since the full ranges of the LSB array and the
dither DACs are much smaller than the DAC’s output range.
For effective implementation, the parameters, such as nM , nL,
P , and nd, need to be optimized so that both terms in (12)
are reduced to the same level. As shown in the analysis, the
effects of the DDEM and dither DAC are similar. However,
dithering cannot separately be used with a low-accuracy DAC
since the test performance is dependent on the accuracy and
the nonlinear error distribution of the DAC.

IV. ADC BIST STRATEGY

This part will discuss the structure of the testing system and
the BIST procedure.

A. Testing Structure

The proposed testing structure is illustrated in Fig. 3. Stim-
ulus signals to the ADC under test are generated by adding
together the outputs of the dither DAC and the segmented
DDEM DAC. Several digital codes, which include the input
codes for the MSB and LSB arrays, the control code for the
DDEM configuration, and the dither DAC input, are generated
by a digital control block. This block simply consists of a state
machine and a small number of memory cells. A preset code
k is set by a test pattern generator for measuring the ADCs’
kth transition level Tk. The digital comparator will compare
the ADC output code with the preset code k and send the
result back to the control block. In addition, the comparator
and the control block form a digital feedback loop. During
measurement, under each DDEM configuration and dither in-
put, the feedback loop will help find the desired input codes
dM and dL for the MSB and LSB arrays, respectively. These
codes generate the stimulus sample that is the closest to but less
than the transition level Tk. The codes will be recorded to get
the measurement of Tk. Binary search is applied to find those
codes with fewer iteration cycles. The detailed procedure for
measuring the transition level Tk with the proposed structure is
given in the list that follows.

1) Select a control code pair (j, i) for the DDEM configu-
ration and the dither DAC input, where j = 1, 2, . . . , P ,
and i = 0, 1, . . . , Nd − 1.

2) Set k as the preset code for comparison. Do binary search
for the input codes dM and dL with the following steps:

set dM = 0, dL = 0
for v = nM : 1

aM = dM + 2∧(v − 1)
aL = dL

Set aM and aL as input codes for SCS DAC
if ADC’s output < k

dM = aM

end
end
for u = nL : 1

aL = dL + 2∧(u − 1)
aM = dM

Set aM and aL as input codes for SCS DAC
if ADC’s output < k

dL = aL

end
end
d = dM × 2nL + dL

3) Add the obtained code d into a register. Go back to step 1
if there is an unused control code pair left.

After finishing the binary search for all the control code pairs,
the algorithm uses the average (or the sum equivalently) of the
obtained codes as the measurement of Tk and save it for later
use. The processing needs only one memory cell and a digital
adder. The total memory size is then mainly determined by how
many transition levels we need to record for testing at one time.
The testing time will be of great concern when high test perfor-
mance is desired since the total times of binary search is NDP .

In the implementation of the DDEM DAC, we introduce 1 bit
overlapping between the MSB and LSB arrays to compensate
for the considerable DNL errors in the MSB part and make
sure that all the residue voltages in (9) are covered by the
LSB array. In this case, we will have the DAC’s resolution
as nDAC = nM + nL − 1 and the equivalent input code as
d = dM ∗ 2∧(nL − 1) + dL. A little change needs to be made
in the second step of the procedure.

B. BIST Procedure

There are different approaches to verifying ADCs’ linear-
ity performance. Usually, full-code INLk testing is preferable
for complete performance identifications. However, for high-
resolution ADCs, which are typically slow, the data acquisition
time may be prohibitively long. To cut down the test time,
sometimes, reduced-code testing is applied. In this case, only
a small subset of the ADC output codes are guaranteed. On
the other hand, for the production test, we may only need to
know whether an ADC meets the specification or not. This is
noted as pass/fail testing. It means that as long as we can find a
transition level that is out of the error bound, the test is finished,
and the characteristics of other transition levels are not anymore
important. Based on the test procedure described in the previous
section, we are able to develop different BIST strategies for
different kinds of ADC testing.

The flowchart of a pass/fail BIST procedure for ADC lin-
earity testing is shown in Fig. 4. The procedure starts after a
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Fig. 4. Flowchart of a pass/fail BIST procedure.

testing enable signal is sent by the external digital tester. The
digital control block in Fig. 3 controls testing using a state
machine. The first step is to characterize the endpoint fit line
of the ADC under test. The first and last transition levels, i.e.,
T1 and TN−1, respectively, will be measured by setting the
preset code k equal to 1 and N − 1, respectively. The measuring
process for each transition level is described in the previous
section. The measurements then are recorded in the memory
cells as the references for the ideal transfer curve. For any preset
code k between 1 and N − 1, the measurement of Tk can be
obtained and compared with the ideal transfer curve to get the
information about INLk. The procedure requires only simple
linear calculations, which can be done by digital logic circuits.
This INLk then is compared with the specification. If it does not
meet the specification, the ADC fails the test. Otherwise, the
next transition level will be tested. If all the codes that need to
be tested meet the specification, the ADC passes the test. After

the test is finished, a notification signal and the testing results
will be sent back to the digital tester.

The test pattern generator is built on-chip to create a list of
codes for testing. A simple and general way of doing that is
by using a counter. After measuring the fit line, the transition
levels are sequentially tested from T2 to TN−2. However, that
may not be an efficient way in terms of less test time if we can
find some transition levels that are more possible to have large
INLk errors than others. In this case, it makes sense to put those
transition levels in front of the list to reduce the average testing
time for bad parts. Usually, that information can be achieved
from the ADC structures. As an example, assume that n-bit
pipeline ADCs using 1 bit/stage structure are under test. The
gain error and the comparator offset error of each stage will
cause nonlinearity. It can be shown that for a good design,
the largest INLk error happens the most probably around the
position where the code k has its MSB changed from 0 to 1,
which is 2n−1 in decimal form. Thus, in testing, several codes
around 2n−1 can first be set by the test pattern generator to get
a local maximal INLk. If it is within the error bound, the next
code for testing should be at the transition of the second MSB,
which happens at two positions, i.e., 2n−2 and 2n−1 + 2n−2,
and so on. The code list can then be generated by a state
machine based on this information. For other ADC structures
such as successive approximation register ADCs, cyclic ADCs,
and pipeline ADCs with different numbers of bits per stage,
some modifications need to be made according to their own
characteristics.

V. SIMULATION RESULTS

Numerical simulations have been done to validate the testing
performance of the stimulus generator and the proposed testing
procedure. In the simulation, the segmented DDEM DAC has a
7-bit MSB array and a 6-bit LSB array. The full-scale range of
the LSB array is equivalent to 2 LSBM ’s for error compensa-
tion, where LSBM is the ideal MSB array LSB. The number of
configurations P is equal to 16. Thus, we have a 4-bit DDEM
control code for configuration selection. The dither DAC has
a 4-bit resolution and a full-scale range of 8 LSBM ’s, which
is equal to NM/P , as explained in Section III-C. The current
sources in the simulation are modeled by a nominal current with
a random Gaussian-distributed mismatch error. Fig. 5 shows the
linearity performance of the original MSB array. The INL is
about 0.52 LSB, and then, the linearity of the MSB array is at
only the 7-bit level. The LSB array and the dither DAC in the
simulation are both about the 6-bit linear level.

From the analysis of the testing performance, we can calcu-
late the equivalent test performance in bits as

neq ≈ min {nDAC + 0.5(log2 P + nd),

ENOBDAC + log2 P + nd}
≈ min {12 + 0.5 × (4 + 4), 7 + 4 + 4}
= min{16, 15} = 15 bits. (13)

The equivalent testing performance of the stimulus generator
is at about the 15-bit level. In the simulation, a 12-bit ADC is
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Fig. 5. INLk error of the MSB array.

Fig. 6. INLk estimation errors of the ADC under test.

under test. The INL errors of the simulated ADC are shown at
the top of Fig. 6. A white noise signal is added to the input
samples of the ADC to create the noise effect of a practical
ADC. The standard deviation of the additive noise is set to be
0.25 LSB at the 12-bit level. The measurement of the transition
levels follows the test procedure described in Section IV-A. The
INLk information of each transition level is then calculated
from the measurements. Fig. 6 shows the true and estimated
INLk errors of the ADC under test along with the estimation
errors, which is the difference between the first two plots. From
the simulation, the INLk estimation errors are bounded by about
±0.15 LSB. Therefore, the testing performance of the stimulus

Fig. 7. Estimated and true INL errors of 100 twelve-bit ADCs.

source is evaluated to be at about the 15-bit level, which verifies
the theoretical analysis in (13).

To validate the robustness of the method to the random
mismatch errors, 100 different 12-bit ADCs are tested by 100
test systems with different mismatch errors in the simulation.
The configurations and accuracy levels of the test systems are
the same as those in the previous simulation. The results are
shown in Fig. 7. Each dot in the figure represents one testing
result. The true and estimated INLs of the ADCs are represented
by the coordinates of the dot. The results show that the INL
of the 100 ADCs varies from 1.5 LSB to 5.5 LSB, and the
INL estimation errors are from −0.118 LSB to 0.139 LSB.
The testing performance is very robust to the different imple-
mentations with different errors.

Analysis shows that the test performance can be improved by
increasing several parameters, such as the number of configu-
rations P and the resolution of the dither DAC nd. In another
simulation, P is increased while all the other system setups are
the same as in the previous simulations. The same MSB array,
as shown in Fig. 5, is used. Fig. 8 illustrates the reduction in
the INLk estimation errors of a 14-bit ADC with increasing P .
The standard deviation of the noise in this simulation is set to
be 0.25 LSB at the 14-bit level. When P is increased, the test
performance is improved along with the cost of test time.

VI. EXPERIMENTAL RESULTS

The experimental results shown in this section are measured
from the latest fabricated DDEM DAC in a 0.5-µm CMOS
process [12]. The prototype chip was designed for investigating
the output characteristics of the DACs with DDEM. It includes
analog current sources designed with all minimal-size transis-
tors and the DDEM logic control circuits. The DAC’s resolution
and the DDEM control parameter P are both programmable
and can be up to 12 bits and 512, respectively. Although the
Spectre simulation shows that the stimulus frequency can be
as high as 100 MHz, the data are measured at 1 MHz because
of the speed limitation of the high-precision digitizer used in
the data acquisition. The differential outputs of the selected
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Fig. 8. INLk estimation errors of a 14-bit ADC with P = 16, 32, and 64.

Fig. 9. Measured differential outputs of the DDEM MSB array.

7-bit DDEM MSB array with P = 16 are measured, as shown
in Fig. 9. Each ramp in the figure shows the output characteris-
tics of the MSB array under one specific DDEM control code.
The linearity of the original MSB array is at about the 9-bit
level, as shown in Fig. 10.

Similarly, output levels of the 6-bit LSB array and the 4-bit
dither DAC are measured from the chip. Both of them are tested
to be less than 8 bits linear. A simulated 12-bit ADC is tested
using the measurements of the DAC outputs to verify the testing
performance of the measured data. Fig. 11 shows the true and
estimated INLk errors along with the estimation errors. The
results prove the testing performance of the proposed source
generator and the testing procedure. It is noted that although the
linearity of the MSB array is 2 bits better than in the simulation

Fig. 10. Measured INLk errors of the DDEM MSB array.

Fig. 11. Testing results of the simulated 12-bit ADC using measured data.

section, the testing performance is still at the 15- to 16-bit level
because of the error from the resolution limitation, as in (12).

VII. CONCLUSION

Using a digital tester with BIST for AMS testing is an ideal
way of reducing the test cost and improving the test quality.
However, the traditional high-performance circuits and testing
solutions are too costly and complicated to be built on-chip just
for testing. In this paper, the authors have proposed a BIST
strategy for ADC linearity testing, which is fully compatible
with digital test environments using a low-cost digital tester and
a simple digital DIB. Low-resolution and low-accuracy DACs
(which are cost efficient) have been built on-chip as source
generators. The testing performance has been guaranteed by
the DDEM reconfiguration technique and the testing procedure.
The design of the on-chip testing circuits could be as easy as
the digital design because of the low accuracy requirements
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on the analog blocks. Simulation and experimental results have
demonstrated that the proposed strategy is able to test the INLk

error of 12-bit ADCs to the ±0.15 LSB accuracy level using
very low-accuracy DACs. In addition, the BIST strategy can
easily be adopted for DAC testing if the digital comparator
is replaced by an analog comparator, which compares the
outputs of the DAC under test with the outputs of the source
generator.
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