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Fig. 1. Traditional holographic displays have limited étendue resulting in a tradeo� between field-of-view (FoV) and eyebox size. If the eyebox is held constant,
unique imagery cannot be displayed outside of the native FoV (orange box). The addition of a thin sca�ering mask into the system increases the di�raction
angles, and thus the FoV, without sacrificing the eyebox. The sca�ering mask is taken into account during computation of the hologram through an iterative
algorithm that outperforms the one-step backpropagation approach used in prior work. Car source image by Bill Newton (CC BY 2.0).

Holographic displays can create high quality 3D images while maintaining
a small form factor suitable for head-mounted virtual and augmented reality
systems. However, holographic displays have limited étendue based on the
number of pixels in their spatial light modulators, creating a tradeo� between
the eyebox size and the �eld-of-view. Scattering-based étendue expansion, in
which coherent light is focused into an image after being scattered by a static
mask, is a promising avenue to break this tradeo�. However, to date, this
approach has been limited to very sparse content consisting of, for example,
only tens of spots.

In this work, we introduce new algorithms to scattering-based étendue
expansion that support dense, photorealistic imagery at the native resolu-
tion of the spatial light modulator, o�ering up to a 20 dB improvement in
peak signal to noise ratio over baseline methods. We propose spatial and
frequency constraints to optimize performance for human perception, and
performance is characterized both through simulation and a preliminary
benchtop prototype. We further demonstrate the ability to generate content
at multiple depths, and we provide a path for the miniaturization of our
benchtop prototype into a sunglasses-like form factor.
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1 INTRODUCTION

Computer generated holography allows generation of an arbitrary
light distribution from a �at, programmable spatial light modulator
(SLM) by controlling the wavefront of a coherent beam of light. This
technique is particularly promising for near-eye displays since it
enables per-pixel focus control, computational correction of optical
aberrations, and simple optical components suitable for miniatur-
ization [Maimone et al. 2017].

However, current holographic displays su�er from a unique chal-
lenge: a tradeo� between �eld-of-view (FoV) and the size of the
viewing eyebox, the area in which the eye must be located to see
the image. Together, these two quantities describe the étendue of the
display, a quantity which measures the product of the area and solid
angle of emitted light from a surface in an optical system. In conven-
tional, non-holographic displays (e.g., the Oculus Rift S) obtaining
large étendue is generally not a challenge and can be provided, for
example, by a display panel backlight that has large area and range
of emission angles. However, in a holographic display the étendue
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is determined by the number of degrees of freedom (i.e. pixels) on
the SLM.
For an immersive display, one generally desires a large FoV of
≥ 90◦. With current modulators, a holographic display with such
a FoV would only a�ord an eyebox of approximately 1 mm. Small
eyeboxes cause the image to disappear if the eye deviates slightly
from the design position, including deviations from eye rotation.
The brute force solution is to increase the pixel count of the SLM;
however, a solution providing a 10mm eyeboxwould require approx-
imately one billion pixels. This solution is two orders of magnitude
away from current technology and is ine�cient since the pixel count
far exceeds what can be resolved with the human eye.

Another proposed solution is to expand the étendue by augment-
ing the display with a static scattering mask, which can increase the
angles of light di�racted from the display. The known or inferred
mask pattern is taken into account when computing the hologram so
that a coherent image can still be formed after scattering. However,
past e�orts using the approach [Buckley et al. 2006; Park et al. 2019;
Yu et al. 2017b] have been limited to very simple scenery, consisting,
for example, of only tens of spots. To make this approach practical,
it must scale several orders of magnitude to achieve the resolution
expected of modern displays.

In this work, we present a new algorithmic approach to scattering-
based étendue expansion that preserves the native, high resolution
of modern spatial light modulators. After being scattered by a mask,
the wavefront from a holographic display has many more degrees-
of-freedom than one can control with the spatial light modulator,
resulting in very high resolution output, but also extreme noise. Our
key innovation is to constrain the holographic image to the number
of spatial frequencies that can be controlled by the modulator, so
that noise is pushed to higher frequencies than can be resolved by a
human viewer. The process essentially decouples étendue and pixel
count in holographic displays and results in high quality output
with a small to moderate loss in contrast. Unlike prior work, we
show that our method scales well to complex, full-resolution, photo-
graphic images. We also demonstrate that spatial constraints can be
used to programmatically redistribute the image quality and resolu-
tion in a holographic image, for example, to increase �delity in the
area around the user’s fovea. We present a mathematical framework
for optimizing étendue expanded holograms with scattering masks,
provide optical simulations and characterize performance, and pro-
vide preliminary experimental results on a benchtop prototype. We
also discuss current limitations and describe a potential path for
implementing our design in a sunglasses-like form factor.

1.1 Contributions and Limitations

Weprovide algorithms for generating high-quality étendue-expanded
holograms and evaluate results in simulation and on a hardware
prototype. Speci�cally, we make the following contributions:

• An algorithm for generating holographic images through
a scattering mask based on constrained non-convex opti-
mization that signi�cantly outperforms prior state-of-the-art
methods
• The addition of frequency and spatial constraints to signi�-
cantly improve image quality

• The �rst demonstration, both in simulation and experiment,
of dense, photorealistic holograms with higher étendue than
the native SLM

Our approach also su�ers from some limitations and challenges.
Image contrast is reduced as the étendue of the display is increased
beyond the native support of the SLM, limiting the practical range
of étendue expansion. Computation time is greater than past meth-
ods [Buckley et al. 2006; Park et al. 2019; Yu et al. 2017b] as we
rely on iterative optimization, rather than a one-step method. Addi-
tionally, our current hardware prototype operates in a single color
channel only, although full color operation has been demonstrated
in past related works [Park et al. 2019]. As with other prior work
featuring scattering masks with small features, our approach is sen-
sitive to alignment and has not yet been demonstrated in a compact
form factor suitable for the proposed virtual and augmented reality
applications. We address these challenges in Section 5.1.

2 RELATED WORK

Holographic Displays. Holographic displays have shown promis-
ing results for virtual and augmented reality in a series of recent
papers [Li et al. 2016; Maimone et al. 2017; Shi et al. 2017; Waku-
nami et al. 2016; Yaraş et al. 2009]. To highlight a few, Maimone et al.
[2017] demonstrated a holographic display for augmented reality
with wide FoV and sunglasses-like form factor, and demonstrated
high quality, full-color holograms with real-time computation in a
benchtop form factor. Shi et al. [2017] demonstrated the rendering
of light �eld data as holograms to capture view-dependent e�ects.
However, these systems were constrained by the low étendue of
current SLMs, limiting either the FoV or eyebox of the displays.
More recently, several works have proposed methods for more

e�ective use of the étendue of a holographic display by tracking the
viewers’ eyes and dynamically moving around a small eye box, also
known as pupil steering. Jang et al. [2018] show pupil steering by
changing the angle of light incident on an SLM with a mechanical
mirror and an arrayed hologram. Kim et al. [2018] create several
copies of the hologram and used a re�ective display to control which
copy is shown. Choi et al. [2020] also create copies of the hologram
but e�ectively control which copy is used computationally. While
showing promise, these pupil steered methods require precise and
low-latency eye tracking, have complex and di�cult to miniaturize
optics, and have lower performance than non-pupil steered holo-
graphic displays. Our approach does not demand eye tracking and
requires only the addition of a scattering mask in the optical system.

Focusing through Scattering Media. Our approach builds on prior
work using wavefront shaping to focus light through an unknown
scattering element. This concept was �rst described by Vellekoop
and Mosk [2007] who formed a focal spot on the far side of a scat-
tering material by optimizing the phase of a deformable mirror via
a feedback loop. Popo� et al. [2010] describes a more e�cient cali-
bration technique in which the scattering material’s transmission
matrix is pre-characterized using a wavefront modulator, enabling
computational creation of focal spots at any location without re-
calibrating; variations on this approach are prevalent in the litera-
ture [Conkey et al. 2012; Tao et al. 2015; Yoon et al. 2015]. Focusing
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through scattering has also been demonstrated with binary ampli-
tude modulation [Akbulut et al. 2011; Yu et al. 2017a] and has been
successfully employed for imaging through translucent materials
[Chaigne et al. 2014; Conkey et al. 2015]. However, these works all
assume that the scatterer is an unknown and undesirable obstacle.
In contrast, our proposed approach exploits properties of the

scattering element, namely that it can di�ract light to higher angles
than natively supported by the spatial light modulator. This property
was �rst used by Vellekoop et al. [2010] to generate sharper foci than
achievable without the scattering media, and Yeh et al. [2019] used
the concept for optical superresolution in imaging. Holographic
displays that take advantage of increased angle from a scattering
element have also been proposed, as we discuss below.

Étendue Expansion for Displays. Perhaps most conceptually simi-
lar to our work are prior holographic displays that use a di�ractive
mask in front of the SLM for the purpose of increasing étendue.
Buckley et al. [2006] describe using a di�ractive phase mask in
front of a binary phase modulator to remove the twin image and
simultaneously increase the viewing angle of the display. While a
compelling idea, their experimental results are limited to a static pro-
totype of a single very simple and sparse scene (a few letters of text)
and temporal averaging is required to produce visually-pleasing
results.

Yu et al. [2017b] created the �rst dynamic display with expanded
étendue. Using an o�-the-shelf di�user as the scattering element,
they demonstrated a large increase in étendue but could only create
up to 15 foci simultaneously and required an intensive calibration
that scaled with the number of pixels on the SLM, limiting use
to low resolution modulators. Park et al. [2019] improved on the
idea by replacing the unknown di�user with a known di�ractive
amplitude mask or “photon sieve”, thus eliminating the calibration
step and enabling use of higher resolution SLMs. The resulting
display could also generate a large increase in étendue, but could
only generate up to 75 focal spots simultaneously. In contrast to
these approaches, our proposed method scales to dense, photo-
realistic holograms at the native resolution of the SLM. We choose a
thin transparent mask for our scattering element, which has better
light e�ciency and a smaller DC term compared to the “photon
sieve”, and we introduce spatial and frequency-based weighting to
étendue expanded holograms.

Algorithms for Computer Generated Holography. A key compo-
nent in any holographic display is the algorithm used to determine
the pattern to display on the SLM. This is a particular challenge
if the SLM a�ords phase-only control, which we assume in most
of this work. To generate phase-only holograms, one option is to
simply discard the amplitude, but iterative approaches, such as the
popular algorithm by Gerchberg and Saxton [1972], increase image
�delity by allowing the phase at the image plane to vary. Georgiou
et al. [2008] augmented this algorithm with “don’t care” regions
which improve image quality at the expense of dedicating a high-
noise region outside of the active part of the �eld of view. However,
both these algorithms do not have explicitly de�ned cost functions,
making it challenging to tune parameters to speci�c applications.
In contrast, Zhang et al. [2017] explicitly de�ne the problem in an
optimization framework, allowing custom, application-speci�c loss

functions, and they demonstrate improved results for optogenetic
stimulation. Chakravarthula et al. [2019] use a similar framework
and target their work towards displays, demonstrating high quality
experimental results on color images. Similar to this prior work, our
algorithm is based on explicitly solving an optimization problem,
but we extend the approach to compensate for the scattering mask
and introduce new loss functions based on perceptual metrics.

3 METHODS

3.1 Étendue of holographic displays

The étendue of a display is de�ned as the product of the display
area with the solid angle of emitted light,

G = 4A sin2 θ , (1)

where G is the étendue of a planar display with area A emitting
light con�ned to a square pyramid of width 2θ around the display’s
normal. Étendue is conserved through re�ections, refraction, and
free space propagation [Chaves 2017].
In a non-holographic display (e.g. a backlit LCD panel, OLED

panel, etc.), each pixel on the display emits light over a large cone
of angles, so the étendue is usually quite large and does not present
major limitations to the optical design. However, in a holographic
display, the maximum de�ection angle of the light, θ , is determined
by the pixel size, ∆,

sinθ =
λ

2∆
, (2)

where λ is the wavelength of light. Substituting this equation into
Eq. 1 yields the étendue of a holographic display,

G =
λ2A

∆2
= λNx × λNy , (3)

where Nx and Ny are the number of pixels along each dimension of
the SLM. Therefore, the étendue of a traditional holographic display
is proportional to the total number of pixels.

3.2 Field-of-View and Eyebox Tradeo�

We will now consider why large étendue is desirable and how much
is needed. For simplicity, we’ll center the discussion around “Fourier
holography” in which a virtual image or volume is produced by
the SLM at the Fourier (pupil) plane of a lens, assumed to be ideal
with focal length f1. (The same conclusions holds in the regime of
“Fresnel holography” in which the virtual image is created directly
in front of the SLM without additional optics.) In a near-eye display,
there is typically an additional lens (focal length f2) that projects
the virtual image to optical in�nity before the light enters the eye.
Figure 2a shows a schematic of this scenario.
Consider an SLM with widthw and maximum di�raction angle
±θ . Based on geometry, this results in a one-dimensional (1D) FoV
and eyebox size given by:

FoV = 2 tan−1
(
f1
f2
tanθ

)
≈ 2

f1
f2
θ (4)

eyebox =
f2
f1
w . (5)

Therefore, we can easily trade o� between the FoV and eyebox size
for a given SLM by choosing the ratio f1/f2. However, the FoV-
eyebox product is �xed. To illustrate this, we apply the small angle
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(a) Traditional holographic display (b) Holographic display with étendue expansion

Fig. 2. In a traditional holographic display (a), the di�raction angle of pixels on the SLM determines the nominal FoV and the extent of the SLM determines
the eyebox. These quantities can be exchanged by modifying the ratio of f1/f2, but the product is fixed and determined by the number of pixels on the SLM.
(b) To overcome this trade-o�, a sca�ering mask is placed in front the SLM. The wavefront coming o� the SLM is sca�ered by the mask to a larger range of
angles, thus increasing the FoV without decreasing the eyebox size.

approximation (sinθ ≈ tanθ ≈ θ ), and plug Eq. 2 into Eq. 4 to give
the following relationship:

FoV × eyebox ≈ 2θw ≈
λw

∆
= λNx . (6)

Thus, the product of 1D FoV and eyebox is equal to the 1D étendue,
and the same relationship extends to 2D as well.
To give an idea of the achievable design space, the highest pixel

count commercial SLM today (Holoeye GAEA-2) has 4160 × 2464
pixels. To provide an immersive experience for the user with a
horizontal FoV of 120◦ at wavelength λ = 532 nm, the eyebox size is
only 1.05mm. Therefore, even a small rotation of the eye will cause
the pupil to leave the display’s viewing eyebox, and the user will no
longer be able to see the image. If we instead prioritize an eyebox
of 10mm, large enough to accommodate reasonable eye movement,
the resulting FOV is only 12.7◦. Simultaneously achieving both the
120◦ FoV and 10mm eyebox would require Nx ≈ 32, 500 pixels,
resulting in a total of over one billion pixels needed over the SLM
area.
The brute force solution is to develop SLMs with more pixels, a

pathway that is actively being researched. Most current phase SLMs
use liquid crystal on silicon (LCoS) technology, and the highest res-
olution LCoS device known has 8192 × 4320 pixels [Sterling 2008].
However, this still leaves a gap of more than an order of magnitude
between the achievable étendue of current technology and that re-
quired for the ideal display described above. Continuing to increase
pixel count will encounter challenges in display bandwidth, power
usage, pixel cross-talk [Moser et al. 2019], and device size.
In addition, a billion-pixel SLM is ine�cient since it generates

much higher resolution images than can be resolved with the human
eye. An SLM with a horizontal pixel count of Nx = 32, 500 and 120◦

FoV, as described above, would create visual stimuli with 270 pix-
els/degree angular resolution, far beyond the 60 pixels/degree limit
of normal 6/6 or 20/20 vision. Furthermore, we know that humans

have higher visual acuity in the center of the retina, a observa-
tion that has been exploited for improved computational e�ciency
through foveated rendering [Guenter et al. 2012; Kaplanyan et al.
2019; Patney et al. 2016]. As a result of both foveation and the lim-
ited resolution of the eye, the total number of degrees of freedom
actually perceived by the user is far smaller than the number of
SLM pixels needed for étendue purposes. What we truly desire is
to decouple the étendue, and therefore the FoV and eyebox, from
the number of SLM pixels and the display resolution. In the next
section, we describe a strategy to achieve this by placing a static
scattering mask in front of the SLM and computationally generating
holograms that account for the limited resolution of human vision.

3.3 Sca�ering-Based Étendue Expansion

In a traditional holographic display, shown in Figure 2a, the image
perceived by the viewer is the same as the intensity distribution at
the virtual image plane, I (®x), which is described by

I (®x) = |y(®x)|2 = |F {s(®u)}|2. (7)

Here, s(·) is the complex �eld at the SLM, y(·) is the complex �eld at
the image plane, F {·} denotes 2D Fourier transform, and ®x and ®u
are the coordinates at the image plane and SLM plane, respectively,
which are related by ®x = ®u/λ f1 [Goodman 2005]. Since the SLM
pixel size, ∆, determines the maximum frequency displayable on the
SLM, the virtual image has �nite controllable extent corresponding
to ®x ∈ [− 1

2∆ ,
1
2∆ ]

2. Due to the discrete nature of the SLM pixels, the
SLM also generates higher-order terms which manifest as replicas
of diminishing intensity. However, these replicas cannot be con-
trolled independently of the central region so they are not included
in the FoV calculation; in fact, many holographic display systems
physically �lter them out.
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To expand the étendue of the holographic display, we place a
static scattering mask in front of the SLM, shown in Figure 2b. Un-
like past systems that focused light through unknown media (e.g.
biological tissue), here we can choose the scattering mask to have
desirable properties, as discussed in Sec. 3.3.1. We speci�cally use a
thin transparent mask with a known phase pro�le, α(®u), resulting in
a corresponding complex modulation functionm(®u) = exp(jα(®u)).
Since the mask is thin by design, with an optical path length de-
viation of at most one wavelength, we assume that the mask only
a�ects the electric �eld at one plane, and using a relay system we
set that plane to be directly conjugate to the SLM. Therefore, with
the addition of the scattering mask, the intensity at the image plane
is

I (®x) = |F {s(®u)m(®u)}|2, (8)

which can also be written as a convolution between the far-�eld
patterns of the SLM and the mask:

I (®x) = |F {s(®u)} ∗ F {m(®u)}|2. (9)

Here, ∗ denotes a 2D convolution.
Assuming the mask is de�ned on a discrete grid with pixel size

∆m , the far �eld pattern of the mask, F {m(®u)}, has unique content
over the extent ®x ∈ [− 1

2∆m
,

1
2∆m
]2. As with the SLM, higher-order

terms due to the discrete nature of the mask create replicas of the
central region, allowing us to think of the convolution in Eq. 9 as
having circular boundary conditions. Therefore, the total extent of
I (®x), which directly corresponds to the FoV, is equal to the extent of
the far-�eld pattern of the mask itself. Using standard micro/nano
fabrication techniques, it is straightforward to create a mask with
smaller pixels than those on the SLM, thus increasing the display’s
FoV.
Importantly, adding the scattering mask into the system in this

way does not change the total SLM size, and therefore the eyebox is
unchanged. This means that the increase in FoV described above cor-
responds directly to an increase in étendue by a factor, q, determined
by the ratio of the SLM and mask pixel sizes,

q =

(
∆

∆m

)2
. (10)

Throughout this paper, we’ll visualize the increase in étendue as
a FoV expansion, but the total expanded étendue can easily be re-
distributed between FoV and eyebox by choosing appropriate focal
length lenses, as described in Sec. 3.2.

3.3.1 Mask Design. One important parameter of the mask design is
the pixel size, ∆m , which determines the étendue expansion factor
(Eq. 10). In addition, if we assume no prior knowledge about the
content to be displayed, Eq. 9 suggests that we want a uniform far-
�eld mask pattern, F {m(®u)}, so that the intensity distribution, I (®x),
is not biased towards any speci�c location in the FoV. To achieve
this, we choose a random binary phase pro�le, with phase α(®u)

either 0 or π (equivalent to m(®u) = ±1) at each mask pixel. This
design is a type of white noise and thus yields a �at far-�eld pattern.
Although we chose a binary pattern for ease of fabrication, other
mask designs with uniform far-�eld patterns will generate similar
results. However, an amplitude-only mask, such as the “photon

sieve” used by Park et al. [2019], will always have a strong zero-
order (DC) term due to lack of “negative” values in the modulation
function, which results in a uneven far-�eld distribution. The DC
term diminishes if more of the mask is opaque, but this greatly
reduces light e�ciency compared to our transparent phase mask.
A practical factor in the mask design is our ability to computa-

tionally model the e�ect of the mask on the electric �eld. Theoreti-
cally, a multiple-scattering element with uniform far-�eld intensity
could replace the thin mask in our system. However, calibration of
multiple-scattering e�ects is intensive and, for �xed q, the number
of parameters in the model scales quadratically with the number
of pixels on the SLM [Popo� et al. 2010]. In contrast, our choice of
a thin �at scattering mask enables e�cient modeling by a single
point-wise multiplication (Eq. 8), and the number of parameters
describing the mask scales linearly with the number of SLM pixels
for �xed q, allowing the model to be e�ciently used in an iterative
computational framework.

Our �nal practical consideration in the mask design is also related
to computational tractability: to compute the Fourier transform of
Eq. 8 with an FFT, it is necessary that both the SLM and mask be
represented digitally on a uniform grid. Therefore, a mask with a
pixel structure is convenient as it is easily represented in a discrete
form. A non-pixelated mask with smoothly varying features could
also be represented on a uniform grid but to accurately capture all
features, the mask must be over-sampled, increasing compute time.
Although our mask choice is justi�ed based on the reasoning

above, improvements to the design may be revealed through end-to-
end optimization [Sitzmann et al. 2018], which is a topic for future
work.

3.4 Image Calculation Algorithm

Simply adding our thin scattering mask in front of an SLM is not
su�cient to make a display. In fact, the mask would scramble the
wavefront such that the viewer only sees a speckle �eld. Therefore,
to generate an image after themask, wemust pre-compensate for the
scattering in the SLM pattern. Furthermore, the number of degrees-
of-freedom in the output image, I (®x) is higher than the number of
controllable modes on the SLM by a factor of q, so it is impossible
to generate arbitrary images. This can be thought of as an over-
determined data �tting problem, in which we can only attempt to
create the closest possible image (by some metric), but there will
always be uncontrollable noise creating deviations between the
target image and output image. We propose an optimization-based
algorithm to reduce unwanted noise by allowing the algorithm to
control phase at the image plane, and we further direct residual
noise into perceptually less noticeable regions or spatial frequencies
through custom loss functions based on human vision. We begin by
describing the algorithm used in prior work, which we call one-step
backpropagation, then introduce our improved version.

3.4.1 One-step Backpropagation. Despite physical di�erences in
their systems, prior state-of-the-art [Buckley et al. 2006; Park et al.
2019; Popo� et al. 2010; Yu et al. 2017b] all use the same underlying
algorithm for computing the SLM pattern to generate target images
through the scattering element.
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Due to the reciprocity of light, a given target electric �eld, ŷ(®x),
can be propagated backwards to the calculate the electric �eld at
the SLM plane. For example, in our model (Eq. 8), the electric �eld
at the SLM plane is

ŝ(®u) = F −1{ŷ(®x)}m∗(®u), (11)

where m∗(®u) is the complex conjugate of the mask function and
F −1{·} is the inverse 2D Fourier transform. If this electric �eld were
displayed on the SLM, it would exactly recreate the target electric
�eld after the mask. However, this is impossible for two reasons.
First, the SLM is phase-only, meaning that it can only display the
phase of the complex �eld. Second, the resolution of the SLM pixels
is limited and only one phase value can be displayed per pixel. To
generate a valid SLM pattern, the one-step backpropagation method
integrates the �eld over each SLM pixel, then throws away the
amplitude to get a phase-only value:

pi = arg

(∫

∆i

F −1 {ŷ(®x)}m∗(®u) d ®u

)
, (12)

where pi is the phase value at pixel i on the SLM, the arg(·) operator
takes the phase of the complex �eld, and the integral is over the
area corresponding to the i-th pixel.
On the surface this appears to be an optimal approach without

much room for improvement. However, this model optimizes for
a target electric �eld, despite the fact that humans can only detect
the intensity of light. To create a target intensity, Î (®x), with this
approach, �rst an arbitrary phase ϕ(®x) is assigned such that

ŷ(®x) =

√
Î (®x) exp (jϕ(®x)) , (13)

and after the phase is assigned, it stays �xed when calculating
the SLM pattern from Eq. 12. In contrast, in our approach we let
the phase at the image plane be a free variable, since it is not de-
tectable by the eye, which greatly improves image quality at the
expense of increased computation. This idea has been previously ap-
plied to computer generated holography without scattering masks
[Chakravarthula et al. 2019; Gerchberg and Saxton 1972; Zhang et al.
2017]. In addition, we introduce a �exible framework that allows
us to incorporate di�erent loss functions that can be tailored to the
speci�c application of near-eye displays.

3.4.2 Our Approach. To calculate the SLM pattern, we solve the
following optimization problem to �nd the phase values ®p to be
displayed on the SLM.

®p = arg

(

argmin
®s

L
(
I (®x), Î (®x)

))

subject to |®s | = ®1,

(14)

where ®s is the discrete complex �eld at the SLM pixels, the arg(·)
operator takes the phase of the complex �eld, | · | denotes element-
wise magnitude, Î (®x) is the target intensity at the image plane, and
I (®x) is the output intensity calculated using Eq. 8. Finally, L(·, ·) is a
di�erentiable custom loss function that outputs a single real-valued
similarity metric between the output and target intensities.
To take the discrete nature of the SLM into account, we solve

directly for a single phase value at each pixel. Before computing the

output intensity using Eq. 8, we generate a continuous representa-
tion from the discrete �eld, ®s , as follows

s(®u) =
∑

i

si R(®u − ®ui )

R(®u) =

{
1 ®u ∈ [−∆/2,∆/2]2

0 otherwise

(15)

where si is the complex �eld at the i-th pixel and ®ui is the pixel’s
location on the SLM. Note that, although the equations here are
presented as continuous, they must be discretized to solve Eq 14
digitally; for practical purposes Eq. 15 corresponds to upsampling
the SLM pattern with a box �lter. Since the mask has smaller pixels
than the SLM, the necessary grid resolution to describe the system
is always �ner than the SLM pixel size, making this upsampling a
critical step. See the Appendix for more details.
In addition to speci�cally solving for a phase-only discrete SLM

pattern, we also improve on one-step backpropagation with our
custom loss function, which acts only on the image intensities.
Unlike the prior algorithm, the phase of the target image is never
de�ned, and the phase of the output image can vary freely. If we
simply want the output image to match the target as closely as
possible, we can use the following sum of squares loss function:

L
(
I (®x), Î (®x)

)
=

1
2

∑

®x

(
I (®x) − Î (®x)

)2
. (16)

However, since the number of degrees-of-freedom on the SLM is
signi�cantly smaller than the number of free variables in the output
image, we cannot perfectly match the target and output. Next, we
introduce two di�erent loss functions that prioritize features of the
image that are more perceptually relevant. Other loss functions (for
example, based on salient features in the image) could be readily
incorporated in this optimization framework.

Frequency Constraints. The resolution of the human eye is limited
to about 60 pixels/degree for normal vision. As described in Section
3.2, the achievable resolution of a large étendue holographic display
can be several times higher than human perception. Therefore, we
can improve the output by constraining the loss function to only
penalize the lower spatial frequencies resolvable by the eye:

L
(
I (®x), Î (®x)

)
=

1
2

∑

®u

(
cf (®u) F

{
I (®x) − Î (®x)

})2
, (17)

where cf (®u) is a low-pass �lter. Setting the cuto� frequency of the
low-pass �lter tomatch human vision depends on the total FoV of the
system (determined by the focal lengths of the relay optics, described
in Sec. 3.2). To abstract away the choice of how to distribute eyebox
and FoV, we set the cuto� frequency to correspond to the resolution
achievable by the native SLM. Conveniently, this means that the
resolution of the display remains constant as the étendue expansion
factor increases, as long as the native SLM resolution is at least that
of the human eye. To minimize ringing artifacts, we choose a �fth
order Butterworth �lter

cf (®u) =

(

1 +

(
| | ®u | |2

r 20

)5)−1
(18)
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where | | · | |2 denotes the squared magnitude, and the cuto� fre-
quency is r0 = ∆m

√
Nx × Ny/π such that the number of controlled

frequencies in the �lter’s passband matches the number of degrees-
of-freedom on the SLM.

Spatial Constraints. It is well known that humans have foveated
vision with the most visual acuity at the center of our gaze direction.
This can be used to improve image quality by non-uniformly weight-
ing the image loss based on the mostly likely regions viewed by the
user, the most important content in the image, or the center of gaze
as determined from eye tracking data. We combine this idea with
the frequency constraints described above through the following
loss function

L
(
I (®x), Î (®x)

)
=

1
2

∑

®x

(
cs (®x)F

−1
{
cf (®u

′) F
{
I (®x) − Î (®x)

} })2
,

(19)
where cs (®x) is a grayscale weight map describing the spatial impor-
tance of di�erent regions of the image. This is conceptually similar
to the work of Georgiou et al. [2008], in which noise is moved into
“don’t care” regions outside of the active FoV. Here we use spatial
constraints to control the importance of imagery seen by the user
and also provide non-binary weighting.

3.5 Extension to Multiple Focal Planes

One of the key advantages of holographic displays is the ability to
display 3D content, which improves the realism of the display while
helping alleviate visual fatigue from the vergence-accommodation
con�ict that plagues stereoscopic displays. In this section, we extend
our image calculation algorithm to create content at multiple focal
planes simultaneously. The intensity at distance z from the focal
plane of the lens is

Iz (®x) =
��PzF

{
s(®u)m(®u)

}��2
, (20)

where Pz is the Frensel propagation operator which can be de�ned
in Fourier space as Pz {·} = F −1{hz (®u)F {·}} where

hz (®u) = exp (2π jz/λ) exp
(
jπλz∥®u∥2

)
, (21)

and ∥ · ∥2 is magnitude squared. By noting that hz (®u) = hz (−®u), we
can e�ciently calculate Iz (®x) as follows

Iz (®x) =
��F

{
s(®u)m(®u)hz (®u)

}��2
. (22)

As done by Zhang et al. [2017], we simultaneously optimize the
intensity at all focal planes of interest by solving

®p = arg

(

argmin
®s

∑

z

L
(
Iz (®x), Îz (®x)

))

subject to |®s | = ®1,

(23)

where Îz (®x) is the target intensity at the focal plane at distance z, the
summation is over the discrete number of z planes of interest, and
the loss function can be set to any of those described for a single
plane. Extensions to loss functions that account for interactions
between planes are also possible but not explored in this work. As
with the single plane version, ®s is converted to s(®u) via Eq. 15.

4 RESULTS

4.1 Simulation

We test our étendue expansion concept in a simulation implemented
in MATLAB running on an Nvidia GeForce GTX 1060 GPU. We
assume an SLM with 16 µm pixels and resolution 960 × 540. Our
scattering mask is modeled as a thin phase element with binary
phase (either 0 or π ) randomly assigned to each pixel. The mask is
the same physical size as the SLM and the pixel size of the mask, ∆m ,
determines the étendue expansion factor, q, based on Eq. 10 with
∆m = 8 µm, 4 µm, or 2.66 µm for 4×, 16×, and 36× étendue expan-
sion, respectively. For a given target image, we solve Eq. 14 using
projected gradient descent with Nesterov acceleration [Beck and
Teboulle 2009]; the details of the algorithm are summarized in the
Appendix. We use Eq. 8 to simulate the intensity at the image plane
from the SLM pattern, then apply the low-pass �lter described in
Eq. 18 to simulate the perceptual e�ect of limited retinal resolution.

Figure 3 shows a simulation comparison of the image formation
algorithms presented in Section 3.4. We implemented the one-step
backpropagation algorithm used in prior work (Sec. 3.4.1) by solving
Eq. 12 after generating a target electric �eld based on Eq. 13 where
the phase, ϕ(®x), is random from a uniform distribution, which we
found yielded superior results compared to a constant phase. By not
allowing optimization of the phase or additional constraints, one-
step backpropagation results in low contrast images, even for only a
4× expansion factor, and contrast degrades rapidly as the expansion
factor increases. We conclude that one-step backpropagation is
better suited for the ultra-sparse scenes demonstrated in prior work
[Park et al. 2019; Yu et al. 2017b] than for dense high resolution
images.

We improve on prior state-of-the-art with our iterative optimiza-
tion approach in which phase at the image plane is a free variable,
and even without additional perceptual constraints, the improve-
ment from such optimization is clearly apparent at all expansion
factors. Adding frequency constraints, such that only low frequen-
cies are optimized, further improves performance, yielding high
quality, good contrast images for 4× expansion. However, these
results begin to lose more contrast at higher expansion factors. Our
spatial constraints can restore some of the contrast by prioritizing
image �delity in a subset of the FoV, thus improving contrast in this
region at the expense of image quality in the periphery. Importantly,
moving the spatial constraints to di�erent regions of the FoV is eas-
ily accomplished algorithmically by changing the spatial weights,
cs (®x). The spatial constraints work equally well over any position
in the FoV, and shifting position does not require physically mov-
ing components. An example of dynamically changing the spatial
constraints is shown in the supplemental video. As discussed in
Section 5, the spatial weights can be used statically or dynamically
in conjunction with eye tracking.
A quantitative comparison of the methods is shown in Table 1.

We calculate two metrics, peak signal to noise ratio (PSNR) and
structural similarity (SSIM) [Hore and Ziou 2010]. When simulat-
ing images with spatial constraints, we apply a spatial map with a
central region of value 1 that smoothly transitions into a peripheral
region with value 0.1, shown in the inset of Figure 3. These regions
approximately correspond to the viewing zones used by Patney
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Fig. 3. Simulations comparing image formation algorithms for 4×, 16×, and 36× étendue expansion. The orange box indicates the FoV addressable by the
native SLM without the sca�ering mask. With one-step backpropagation, the phase at the image plane is fixed and no perceptual constraints can be added,
resulting in low contrast results that scale poorly to higher expansion factors. By allowing phase at the image plane be a free variable (i.e. “no constraints”),
image quality is improved but still shows noisy results. With the addition of frequency constraints that prioritize the range of frequencies detectable by the
visual system, noise and contrast are further improved. However, contrast degrades as the expansion factor increases. This can be mitigated by applying
additional spatial constraints via a spatial weighting map (lower right inset). The spatial map used here is designed to approximately correspond to those
used by foveated renderers [Patney et al. 2016], assuming our total FoV is set to 80◦. Adding the spatial weights improves contrast and noise performance
in the prioritized central region at the expense of the periphery, and the region of interest can easily be moved based on the viewer’s gaze direction (see
supplemental video for an example). All images are low-pass filtered to simulate the limited resolution of the visual system. �antitative metrics are found in
Table 1. Boat source image by Erick Bee (CC BY-SA 2.0).

et al. [2016] for foveated rendering if the FoV of our display is set to
80◦ (although there is no direct mapping between the values in our
spatial map and the sampling factors used by Patney et al. [2016]).
To fairly compare the images with spatial constraints, metrics are
calculated over both the whole FoV and over a subregion (the cen-
tral quarter of the image) corresponding to the area prioritized by
the spatial constraints. Quantitatively, our method with frequency
constraints performs best when considering the whole FoV, and our
method with spatial constraints performs best when considering
only a subregion. As visible in Figure 3, the main di�erence between
the target and output images is due to contrast reduction.
The frequency constraints are critical to achieving low-noise

images. In Figure 4 we compare the unconstrained loss function
(Eq. 16) and the loss function with frequency constraints (Eq. 17)
before applying the low-pass �lter that approximates the visual

system. Without constraints, the raw un�ltered output is more
faithful to the target image, as evidenced by its higher PSNR. With
frequency constraints, the unconstrained noise is moved into higher
frequencies that are �ltered out. The �ltered result is visually less
noisy and higher contrast. In this example, the frequency constraints
improve PSNR by over 10 dB in the �ltered result.

4.2 Experimental Prototype

We validate our simulations with a benchtop prototype built with a
1080p phase only LCoS SLM (Holoeye PLUTO-2). To reduce sensi-
tivity to alignement errors, we bin the SLM pixels 2 × 2 resulting
in an e�ective resolution of 960 × 540 with 16 µm pixels. For our
scattering mask, we use a binary phase mask with a random pat-
tern of 4 µm pixels with phase values of either 0 or π , resulting in
an étendue expansion of q = 16×. The mask was fabricated with
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Table 1. Numerical comparison of image formation algorithms, averaged over 40 di�erent natural images, where higher values indicate more similarity to the
target. To quantify the e�ects of the spatial constraints, metrics were calculated over both the whole FoV (top) and over a cropped region one quarter the
size of the FoV corresponding to the area prioritized by the spatial constraints (bo�om). All results and target images are filtered according to Eq. 18 before
calculating metrics, and images are normalized to have the same mean. The best performing algorithm in each category is in bold; when considering the
whole FoV, our method with frequency constraints performs best, but can be improved in a subregion of the FoV by applying spatial constraints.

4× expansion 16× expansion 36× expansion

PSNR (dB) SSIM PSNR (dB) SSIM PSNR (dB) SSIM

Full FoV




One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.059
18.510
26.958

19.267

0.064
0.286
0.624

0.472

12.720
15.128
18.486

15.341

0.197
0.363
0.552

0.455

12.891
14.217
16.167

14.371

0.389
0.509
0.633

0.541

Partial FoV





One-step backpropagation
Ours: No constraints
Ours: Frequency constraints
Ours: Spatial constraints

12.163
18.996
27.412
36.811

0.069
0.316
0.655
0.903

13.044
15.883
19.773
27.266

0.194
0.373
0.572
0.829

13.272
14.912
17.344
21.500

0.383
0.515
0.650
0.806

No constraints Frequency constraints
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14.825 dB 10.221 dB

30.505 dB19.730 dB

Fig. 4. By applying frequency constraints during optimization of the SLM
pa�ern, noise is moved into higher frequencies that are imperceptible to
the viewer, except through contrast loss. The unconstrained version is more
similar to the target image before filtering; a�er low-pass filtering the output
to simulate the viewer’s experience (bo�om), the frequency constrained
result is much closer to the target. This example has 4× étendue expansion
and PSNR is reported in the bo�om right of each image.

lithography, and we assume the pattern is known. One of the chal-
lenges of LCoS SLMs is the relatively low di�raction e�ciency that
results in a strong re�ection of un-modulated light, called the DC
term. When the DC term passes through the mask, it scatters and
creates background haze that reduces contrast. Therefore, we add
a 4f system consisting of two Pentax FA 645 lenses (75mm focal
length, F/2.8) and place an opaque DC block (chrome on glass mask)

laser

polarizer

SLM

DC 

block

scattering 

mask

Augmented 

reality

Virtual reality

Fig. 5. Our benchtop prototype can be arranged either in a virtual reality
configuration, shown above, or in an augmented reality configuration by
including a beamspli�er in the imaging path, shown in inset.

at the Fourier plane to remove the DC term. This also allows us to
relay the SLM directly onto the mask, to match the model in Eq.
8. The SLM is illuminated by a collimated beam from a laser with
λ = 660 nm. We pre-calibrate the SLM phase [Bergeron et al. 1995]
and measure and compensate for �atness deviations on the SLM
[Xun and Cohn 2004].

After the mask, a relay system de-magni�es the image by a factor
of 2×; �nally, images of our display are captured with a monochro-
matic camera (FLIR Black�y S BFS-U3-200S6M) with a f = 16 mm,
F/1.4 C-mount lens. As with the simulations, captured experimental
images are low-pass �ltered to simulate the e�ect of low-pass �lter-
ing in the visual system. All non-linear processing in the camera,
such as gamma and black level, are turned o� and there are no
adjustments to the black level in post processing. Figure 5 shows a
schematic of the experimental prototype.

4.2.1 Mask Alignment and Calibration. The alignment of the scat-
tering mask is critical for good performance since the SLM pattern
is only valid when the mask position matches the simulation. Our
custom designed mask includes coarse alignment markers (three
600 µm squares of constant phase) that are visible to the human
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Fig. 6. Experimental results from our benchtop prototype with 16× étendue enhancement beyond the native SLM. Although the one-step backpropagation
algorithm is e�ective on sparse scenes (bo�om row), it has very low contrast on dense imagery. Contrast is improved by our iterative method and further
enhanced by applying frequency and spatial constraints in the loss function. The orange box shows the native FoV of the SLM. Boat source image by Erick Bee
(CC BY-SA 2.0); cat source image by Lali Masriera (CC BY 2.0); floating houses source image by Madeleine Deaton (CC BY 2.0).

eye and are used to approximately position the mask in the system.
Since the mask pattern in known a priori, we can use our algorithm
to calculate an SLM pattern that generates a single focal spot on the
camera. The mask position, which is controlled by a 6-axis motion
stage (Thorlabs Max313D, APY002, KM100C), is �ne-tuned over the
six degrees of rigid transformation to maximize the spot intensity
on the camera.
In addition, geometric distortion from the 4f system can cause

non-rigid misalignment between the mask and SLM. We coarsely
compensate for this e�ect with the following procedure. First, we

split the mask area in 3 × 5 subsections. For each subsection, we
computationally modify our simulated mask pattern,m(®u), by trans-
lating the subsection of interest. We then calculate a new SLM
pattern to produce a focal spot based on the modi�ed mask. Using
the camera for feedback, we optimize each subsection’s translation
to maximize the spot intensity, and we combine the optimal transla-
tions in a piecewise fashion to form a new mask pattern which is
used for all future images. Note that we only apply translations of
integer pixel values since we �nd interpolation of the mask pattern
results in artifacts in the displayed image.
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foreground
back-
ground

Target Simulation, foreground Simulation, background

AR experiment
focused on foreground, 0.5 m

AR experiment
focused on background, 1.25 m

Fig. 7. Augmented reality prototype demonstration with multi-plane con-
tent shown at two di�erent focal distances. The orange box represents the
native FoV of the SLM without étendue expansion.

4.2.2 Experimental Results. Figure 6 shows captured images from
our experimental prototype comparing the image calculation algo-
rithms described in Section 3.4. All images are at 16× expansion.
Although the one-step backpropagation algorithm works well for
sparse scenes, it does not extend to dense, photographic imagery. As
with the simulation results, we see strong improvement in contrast
when using our algorithm compared to prior work, and contrast is
further enhanced when using the frequency constraints. Applying
spatial constraints creates higher contrast but only over a limited
region determined by our provided spatial weighting map. Areas
that are not prioritized by the spatial map may appear to be “miss-
ing” content due to reduced contrast in these regions, but recall
that the spatial map is user-speci�ed and can easily be translated to
any location, enabling high quality content anywhere in the FoV.
Although our experimental results do not yet match the quality of
the simulations (discussed more in Sec. 5.1), ours is the �rst proto-
type to demonstrate dense, higher resolution imagery outside of the
SLM’s native FoV.

We further demonstrate the multi-plane capabilities of our system
in an augmented reality (AR) prototype. We re-arrange the imaging
path of our benchtop prototype to include a beamsplitter, creating a
see-through path (see inset of Figure 5). Figure 7 shows amulti-plane
image captured through our AR setup, displaying a small plant in
the foreground and a tiger in the background. This highlights the
advantages of a holographic display compared to a stereoscopic dis-
play: the holographic images contain correct monocular focal cues,
which can be seen when the hologram is defocused. However, as
with other holographic displays, we cannot easily display occlusions
and all virtual objects appear transparent.

5 DISCUSSION

Our work represents a step towards practical holographic near-
eye displays by breaking the trade-o� between FoV and eyebox
size. As an illustrative example, an ideal display may have a 120◦

FoV and a 1 cm eye box, such that the eye can rotate freely and
maintain view of the image. Such a con�guration could theoretically
be achieved with our method by using emerging 8K SLMs (which
have been demonstrated [Sterling 2008]) and a scattering mask
with 16× expansion. Note that without the expansion mask, an
8K SLM scaled to have a 120◦ FoV would provide 66 pixels/degree
of resolution, just above what normal human vision can perceive.
Therefore, after applying our frequency constraints, which limits
the �nal output resolution to the native SLM resolution, noise is
pushed into imperceptible frequencies.

However, based on our simulations in Figure 3, there is a visible
reduction in contrast at 16× étendue expansion. This might be ac-
ceptable in some scenarios, in particular for augmented reality in
which content tends to be sparse, and light from the world changes
the perception of contrast. For cases where the content is dense
and the contrast loss is too severe, we propose three potential so-
lutions, simulated in Figure 8. Although current commercial SLMs
have phase-only modulation, complex modulation is a potential so-
lution to increase performance, and is often achieved with cascaded
modulators [Shi et al. 2017]. If complex SLMs are not available, an-
other solution is based on �xed foveation: although a large FoV is
important for an immersive display, the eye tends to only rotate
within ±18◦ on average before the head moves [Fang et al. 2015].
Conservatively we will assume that half of the 120◦ FoV is almost
always in peripheral vision and only the central 60◦ must be highly
optimized. In Fig. 8, we simulate a �xed foveation fallo� using our
spatial constraints and show restored contrast in the center region,
without the use of eye tracking. However, if eye tracking is available,
the contrast can be further improved by moving around a smaller
tracked foveal region based on the viewer’s gaze direction.

5.1 Challenges and Future Work

Although our work demonstrates progress toward more practical
holographic displays, there is still additional work to be done to
achieve a full-color display with high resolution, complete focal
depth cues, and a sunglasses-like form factor. We discuss some key
challenges below.

Model Mismatch. Although our experimental system shows the
potential of scattering-based étendue expansion, the contrast and
quality of the early prototype is noticeably lower than that of the
simulation. We conjecture that this is due to the high sensitivity of
the system to alignment errors, particularly if the scattering mask
is not at the correct location. Our alignment procedure removes
misalignment that can be represented as a rigid transformation,
but can only coarsely account for non-rigid distortion. Since the
image of the SLM is relayed through a 4f system, we encounter
geometric distortion from the lenses, even though the lenses are
well corrected for aberrations. In Figure 9, we simulate the e�ect
of a small amount of geometric distortion in the SLM pattern, less
than a 30 µm translation at the edge of the SLM. Even after applying
our coarse correction procedure, we see that the simulations with
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Target Phase only SLM Complex SLM Fixed foveation (phase only) Tracked foveation (phase only)

60� 40�

Fig. 8. We propose three methods to further improve contrast for 16× étendue enhancement beyond the performance of our baseline frequency constrained
method (shown in second panel). First, with emerging complex-valued SLM technology, image contrast can be improved over the whole FoV. Second, since the
eye tends to rotate only within a limited range before the head moves, in a 120◦ display a large portion of the FoV is almost always in the periphery. Therefore,
we can improve contrast in the center by applying our spatial constraints in a fixed fovation pa�ern that does not require eye tracking. Finally, if eye tracking is
available, our spatial constraints can be used to improve quality in a dynamically changing subregion, highlighted by the green circle. The orange box indicates
the native FoV, and the spatial maps used in the foveated simulations are shown in the insets. Floating houses source image by Madeleine Deaton (CC BY 2.0).

Ideal simulation Simulation with distortion Experiment

Fig. 9. Performance of our experimental prototype does not yet match the
simulations. We ascribe this mismatch to the high sensitivity of the mask
alignment, and although we precisely align the mask through the 6 degrees
of freedom of rigid transformation, we do not accurately account for e�ects
such as geometric distortion. Here, we simulate the e�ect of a small amount
of distortion and observe that this model mismatch creates qualitatively
similar contrast to the experimental results. Additional vigne�ing from the
imaging system is also apparent in the experimental images. Floating houses
source image by Madeleine Deaton (CC BY 2.0); cat source image by Lali
Masriera (CC BY 2.0).

model mismatch yield qualitatively similar results to the experiment.
This problem could be mitigated in future work by omitting the 4f
system and using a volume grating to remove the DC term [Bang
et al. 2019]. We also observe vignetting in experimental results,
which can be alleviated with improved design of the imaging relay
system.We �nd that using all the SLM pixels without binning results
in further degradation in image quality, which we suspect is due to
higher tolerances on alignment and increased cross-talk between
the SLM pixels [Moser et al. 2019].

Miniaturization. The prototype presented in this work is intended
as a proof-of-concept; the �nal design is ideally a wearable display
with a sunglasses-like form factor. Startingwith the design presented
by Maimone et al. [2017], which had promising form factor and FoV
but very limited eyebox, we propose integrating our scattering mask
into the holographic optical element that acts as an image combiner.
Figure 10 shows a simpli�ed schematic of this idea. A display with
a traditional holographic image combiner, shown on the left, is
recorded by interfering two beams to create a volume hologram that
relays the projected light to the eye box. To fabricate the holographic
image combiner with the encoded scattering mask (Fig. 10 right),
we propose placing a lithography-printed phase mask, like the one
used in our benchtop prototype, in front of the holographic optical
element during recording. We expect this will result in an image
combiner that both relays the projector light to the eye box and
implements the scattering mask in one compact optical element.
As in our benchtop system, we need an accurate model of the

e�ect of the scatteringmask such that our algorithm can compensate
for the scattering in the SLM pattern. In the miniaturized o�-axis
con�guration, we can no longer assume that the SLM and mask
are parallel or at the same plane. However, these e�ects can be
physically modeled with minimal additional compute by including
free-space propagation using Fresnel or angular spectrum methods
[Goodman 2005] and modelling electric �elds at non-parallel planes
using the fast approach described by Matsushima et al. [2003].

Color. Our prototype displays images in the red channel only;
there are several additional considerations for full color display. Mai-
mone et al. [2017] provide full color by �eld sequential operation,
i.e., displaying holograms for the red, green, and blue channels in
rapid succession on the SLM in conjunction with synchronized laser
sources.Wavelength-multiplexed volume holograms are used for the
static optical components, which allow independent operation for
each color with very little crosstalk. A per-channel system calibra-
tion process is also used to reduce any residual di�erences between
color channels. We could also apply the strategy of Maimone et al.
[2017] by using �eld sequential operation on our SLM, replacing
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Fig. 10. Proposed future scheme for integrating our étendue expansionmask
into an sunglasses-like form factor display. (Le�) Schematic of compact
holographic display prototype based on the work of Maimone et al. [2017].
(Right) By encoding the sca�ering mask in the holographic image combiner,
the eyebox can be increased without sacrificing FoV, adding additional
optical components, or compromising form factor.

our binary phase scattering mask with a wavelength-multiplexed
volume hologram optimized for each color channel, and performing
the calibration procedure of Section 4.2 for each channel. We ex-
pect that his method will be successful for our proposed display as
each color channel can be optimized and calibrated independently;
however, we have yet to experimentally validate this method.

Compute Time. Currently, compute is performed o�ine and takes
about 3 minutes to generate the hologram for the binned 960 × 540

SLM with 16× étendue expansion in MATLAB code on a GeForce
GTX 1060 GPU. Accelerating compute was not prioritized in this
work, but will be necessary to make a practical real-time display.
Improved hardware acceleration will be critical, and future work
incorporating temporal consistency into the hologram calculation
might further reduce compute time for each frame.

Perceptual e�ects. In this work, we model the human visual sys-
tem simply as a low-pass �lter that removes high spatial frequencies.
However, it is possible human subjects may actually perceive high
frequencies in the image in more complicated ways. In order to
ensure that the viewer experiences the desired e�ect, future work
includes perceptual studies of the display architecture and develop-
ment of corresponding biologically-inspired loss functions.

5.2 Conclusion

In this work, we described a physically simple approach to increase
the étendue of holographic near-eye displays. Our method requires
only a static scattering mask, making our design well suited for
miniaturization, and unlike prior methods, scales to complex, full
resolution imagery. Using enhanced algorithms as well as spatial
and frequency constraints, we showed that we can increase étendue
signi�cantly (e.g. 4× to 16×) through simulation and preliminary
experimental results. Although experimental results must be im-
proved for practical use, we are encouraged at the prospect of new

algorithms enabling practical future holographic displays using
emerging spatial light modulator technology.
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A APPENDIX

Here we provide additional details on the iterative algorithm used in
this work. Although there are several options for solving Eq. 14, we
use projected gradient descent with Nesterov acceleration, which is
based on the work of Beck and Teboulle [2009] and summarized in

Algorithm 1. In the algorithm, µ is the user-de�ned step-size, ∇L is
the gradient of the loss with respect to ®s , and prox{·} is the proximal
operator that constrains the SLM pattern to be phase-only:

prox{®s} = ®s/|®s |. (24)

The proximal operator is equivalent to setting the amplitude of
every element of ®s to one.

Since implementation of the algorithm requires discretization of
all variables, we summarize the complete loss function below in
discrete vector representation.

L = 1
2 | | ®д | |

2
,

®д = ®cs ⊙ F
−1

{
®cf ⊙ F

{
®I − Î

}}
,

®I = | ®y |2,

®y = F { ®m ⊙ U ®s}.

(25)

Here, L is the scalar loss, ®д is a new intermediate variable, ⊙ repre-
sents element-wisemultiplication, andU is an upsampling operation
with a box �lter (the discrete version of Eq. 15). ®cf , ®cs , ®I , Î , ®y and ®m

are discrete vector versions of cf (®u
′), cs (®x), I (®x), Î (®x),y(®x) andm(®u)

respectively. The above equations use the custom loss function from
Eq. 19, but the other loss functions can be achieved by setting ®cs or
®cf (or both) to all ones.
The gradient ∇L is with respect to the complex variable ®s , so

we calculate the gradient using Wirtinger derivatives [Candes et al.
2015].

∇L =

(
dL

d®s

)∗
=

(
d®I

d®s

)∗ (
dL

d®I

)
. (26)

Note that L and ®I are both real valued, so there is no need for the

complex conjugate on the second term. Since d ®I
d ®s

yields a matrix,

we can think of it as an operator that acts on the vector dL

d ®I
. This

yields the gradient needed for Algorithm 1:

∇L = UT
{
®m∗ ⊙ F −1

{
®y ⊙

(
dL

d®I

) }}
,

(
dL

d®I

)
= F −1

{
®cf ⊙ F

{
®cs ⊙ ®д

}}
,

(27)

where UT is the downsampling (binning) operation such that ∇L
has the same number of elements as ®s

ALGORITHM 1: Proj. Gradient Descent with Nesterov Acceleration

Initialize: ®s0 with uniformly distributed random phase
t0 = 1, ®s′0 = ®s0
Repeat:

®s′
k+1
← prox

{
®sk − µ∇L

}

tk+1 ←
1+

√
1+4t 2

k

2

®sk+1 ← ®s
′
k+1
+

tk−1
tk+1

(
®s′
k+1
− ®s′

k

)
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