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SUMMARY

In recent years, there has been an increase in the deployment of relatively dense arrays of seis-
mic stations. The availability of spatially densely sampled global and regional seismic data
has stimulated the adoption of industry-style imaging algorithms applied to converted- and
scattered-wave energy from distant earthquakes, leading to relatively high-resolution images of
the lower crust and upper mantle. We use seismic interferometry to extract reflection responses
from the coda of transmitted energy from distant earthquakes. In theory, higher-resolution im-
ages can be obtained when migrating reflections obtained with seismic interferometry rather
than with conversions, traditionally used in lithospheric imaging methods. Moreover, reflection
data allow the straightforward application of algorithms previously developed in exploration
seismology. In particular, the availability of reflection data allows us to extract from it a veloc-
ity model using standard multichannel data-processing methods. However, the success of our
approach relies mainly on a favorable distribution of earthquakes. In this paper, we investigate
how the quality of the reflection response obtained with interferometry is influenced by the dis-
tribution of earthquakes and the complexity of the transmitted wave fields. Our analysis shows
that a reasonable reflection response could be extracted if 1) the array is approximately aligned
with an active zone of earthquakes, 2) different phase responses are used to gather adequate
angular illumination of the array and 3) the illumination directions are properly accounted for
during processing. We illustrate our analysis using a synthetic dataset with similar illumina-
tion and source-side reverberation characteristics as field data recorded during the 2000-2001
Laramie broadband experiment. Finally, we apply our method to the Laramie data, retrieving
reflection data. We extract a 2D velocity model from the reflections and use this model to mi-
grate the data. On the final reflectivity image, we observe a discontinuity in the reflections. We
interpret this discontinuity as the Cheyenne Belt, a suture zone between Archean and Protero-
zoic terranes.
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1 INTRODUCTION

A variety of seismic methods has been developed to image the

lithosphere below an array of receivers using the body-wave re-

sponses from distant earthquakes. Particularly widely used are the

receiver-function (RF) methods (Langston 1977; Wilson & Aster

2005), which image the P-S or S-P scattering potential. A higher

resolution can be achieved when the complete forward-scattering

potential is estimated (Bostock & Rondenay 1999), given that the

source time functions (STF) of each earthquake can be estimated

and deconvolved reliably (Bostock 2004). Free-surface-reflected

phases (for example Ppdp or Ppds) may be added to further en-

hance the resolution, but model information is required to do this.

An attractive alternative is to migrate reflection responses ob-

tained with seismic interferometry (SI). SI refers to the principle

of generating seismic responses by crosscorrelating seismic ob-

servations at different receiver locations (Wapenaar et al. 2008;

Schuster 2009). This technique is frequently used for the retrieval

of surface waves between seismic receivers since the pioneering

work by Campillo & Paul (2003), but can in principle be used to

retrieve a complete Green’s function, including the reflection re-

sponse (Wapenaar 2004), dependent on the distribution of the ac-

tual sources. When a collection of reflection responses is obtained

using SI, where a virtual source is retrieved at each station posi-

tion, a reflectivity image can be constructed using standard seismic

processing (Yilmaz & Doherty 2000) as was shown by Draganov

et al. (2009) for an exploration-scale passive dataset. A processing

sequence that is similar to theirs could also be used for lithospheric

imaging.

It was previously proposed by a number of researchers that SI

may also be applied to transmission responses from distant earth-

quakes. Schuster et al. (2004) used only one synthetic phase re-

sponse to obtain a reflectivity image of a crustal model. Their ap-

proach is based on the theory of Claerbout (1968), who showed
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that the reflection response of a horizontally layered medium may

be retrieved from the autocorrelation of the plane-wave transmis-

sion response. For actual earthquake data the results would not be

satisfactory, because the subsurface is far more complicated than

horizontally layered. Moreover, the STF and any scattering that is

experienced by a phase before entering the lithosphere, would need

to be perfectly deconvolved for. Nowack et al. (2006) showed a

more elaborate imaging, but still with only one synthetic phase re-

sponse in the Born approximation. Similar numerical tests, but with

complete transmission responses of subsurface sources appeared

in Draganov et al. (2006). In both numerical studies, only a few

sources sufficed to make an image, given that the velocity model of

the subsurface was known because the retrieved reflections them-

selves were too distorted to be used for estimating a model. Fan

et al. (2006) described a combined reflection-retrieval and multiple-

elimination scheme. Also their scheme is valid for horizontally lay-

ered media. Kumar & Bostock (2006) applied SI successfully on

field data recorded by a single station at Hyderabad, India. Using

exceptionally high-quality data, they retrieved a multicomponent,

rayparameter-limited, reflection response for this single station.

Tonegawa et al. (2009) retrieved waves between tiltmeter stations

in the Tokai region, Japan. They made the assumption that the litho-

sphere below the station contains strong point diffractors, like in the

ultrasonic experiment by Derode et al. (2003b). They first removed

the deterministic part of the phase responses and subsequently only

crosscorrelated the lithospheric coda to achieve an isotropic illumi-

nation. With their processing they retrieved primarily direct waves.

Abe et al. (2007) applied SI, combined with an imaging step, on

field data recorded by a dense array of receivers in central Japan.

They showed that the resulting image has a higher resolution than

the image obtained from RF. They used phase responses from 10

earthquakes from varying azimuths. This might have sufficed to ob-

tain a reliable image, though the work from Draganov et al. (2006)

suggests that, for an approximately layered medium, this is insuffi-

cient for obtaining reliable reflection responses.

Despite a few imaging successes with the help of SI, the

question remained whether, with SI, a true multidimensional litho-

spheric reflection response can be obtained under realistic condi-

tions. The realistic conditions of concern are an irregular distribu-

tion of earthquakes, different phase-responses that overlap in time

and a lithosphere that is unlikely to contain a large number of point

scatterers. To address the applicability of SI under these conditions,

we generate synthetic data with similar source-side reverberations

(SSR) and illumination characteristics like a field dataset from the

Laramie broadband array (2000-2001). We evaluate sampling re-

quirements and introduce SI adaptations for irregular source distri-

butions. Artifacts are to be expected, caused by both an irregular

illumination and by SSR. Subsequently, we study with which SI

adaptation these artifacts can be suppressed most successfully. Af-

ter ascertaining the reliability of the retrieved reflections, we use

them to estimate a 2D P-wave velocity model of the lithosphere.

Finally, the imaging accuracy is shown by stacking and migrating

the obtained reflection responses, for both the synthetic and field

data.

2 SEISMIC INTERFEROMETRY

We apply SI to P-wave phases caused by distant earthquakes and

their P-wave scattering near an array of receivers. Fig. 1(a) depicts

the different P-wave phases that we consider. In particular, we use

the direct transmissions P and PKP , since they are the first to

arrive and are, consequently, not disturbed by coda from earlier

phases. In Wapenaar & Fokkema (2006) an acoustic 3D SI rela-

tion is derived for a configuration with receivers on a free surface

and illumination from below. This SI relation consists of correla-

tions of receivers at the surface, followed by an integration of cor-

relations over source positions in the subsurface. In Appendix A

we estimate what the minimum (in-plane) source sampling for this

integral needs to be for a lithospheric application and show that

the maximum allowed spacing between large earthquakes is about

1000 km. There are many places on Earth where this source den-

sity is not reached. Fortunately, the required source spacing can

be reached when a 3D distribution of point sources may be repre-

sented by a 2D distribution of sources, in-plane with the receiver

array. This will be shown in the following.

For distant earthquakes, the distance is much larger than the

length of the array of receivers and, consequently, an incoming

wave caused by a distant earthquake is by approximation a plane

wave when it reaches the lithosphere. In Fig. 1(b) the planar wave-

fronts of the different phases are depicted as they travel upwards

through the mantle and just before they hit upon the heterogeneous

lithosphere below the array. Thus, near the array, each global and

teleseismic phase may be treated as a separate effective plane wave,

characterized by a single horizontal rayparameter p. The SI relation

from Wapenaar & Fokkema (2006) is written as an integration over

point sources x. In the following we will rewrite their relation to an

integration over plane-wave sources expressed in p.

As a first step, we present a 2D approximation of the relation

in Wapenaar & Fokkema (2006):

∫

∂S1

G(xA,x,−t) ∗ G(xB,x, t)dx ∝

G(xB,xA,−t) + G(xB,xA, t), (1)

where G(xA,x, t) denotes the Green’s function observed at loca-

tion xA (one of the receivers) due to a source at x and where a

proportionality sign is used since we have left out all the amplitude

terms.

As a second step, we change the variables of integration from

Cartesian (x1, x3) to polar coordinates (r, φ):

∫

∂S1

G(xA,x,−t) ∗ G(xB,x, t)rdφ ∝

G(xB,xA,−t) + G(xB,xA, t), (2)

where x = (r, φ) on ∂S1, with r being the radius and φ the an-

gle. ∂S1 is the surface (or actually a curved line in 2D) containing

the sources. Together with the free surface it should ideally form

a closed surface. The retrieved response G(xB,xA, t) contains the

reflection response between the two receiver positions (triangles in

Fig. 1). To retrieve a response between one virtual source xA and

several receivers, equation (2) would need to be repeated for vary-

ing xB. Since a lossless medium is assumed for equation (2), the

phase responses would need to be corrected for losses before cross-

correlation. In Draganov et al. (2010) a procedure is described to

estimate an average quality factor Q with SI. This Q, in turn, may

be used to estimate an amplitude correction term, to be applied to

the data prior to crosscorrelation. We expect only small losses in

the lithosphere. For small and moderate losses a correction may be

left out (Ruigrok et al. 2009).

As a third step, we change the coordinate of integration in
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Figure 1. (a) A depiction of the raypaths for different P-wave phases between two earthquake sources (stars) and a regional array of receivers (triangle). For

the teleseismic source (left) P , PP and PcP are shown while for the global source (right) PKP and its branch through the inner core (PKIKP ) are shown.

(b) An enlargement of the subsurface below the array with the wavefronts of the different phases (colored dipping lines) traveling upwards, just before they

hit the lithosphere from below. The lateral (x1) and depth axis (x3) have equal scaling. The wavefronts are depicted with only half the dip of what may be

expected. In reality, the different phases arrive near the array with a considerable time lapse. (c) The different phases as a function of epicentral distance (∆)

and absolute rayparameter |p| for which they exist (Knapmeyer 2004). From this graph can be read, the |p| of the phases caused by the teleseismic source

(∆ = 70◦) and the global source (∆ = 140◦).

equation (2) from φ to p (Appendix A), yielding

∫

G(xA, p,−t) ∗ G(xB, p, t)
rvp

√

1 − v2
pp2

dp ∝

G(xB,xA,−t) + G(xB,xA, t), (3)

where G(xB, p, t) is the phase response of a plane wave with ray-

parameter p measured at xB. The term
rvp√

1−v2
pp2

weighs the con-

tributions from different sources. Since vp (velocity just below the

lithosphere) is similar for different sources, the weighing term is

only smoothly varying in p and does therefore not alter the phase

of the retrieved Green’s function. On that account, we also neglect

this amplitude term, reducing equation (3) to

∫

G(xA, p,−t) ∗ G(xB, p, t)dp ∝

G(xB,xA,−t) + G(xB,xA, t). (4)

Fig. 2(a) shows an ideal illumination from plane-wave sources

(represented by stars) with which the complete response between

xA and xB would be retrieved when equation (4) is implemented.

The illumination is ideal when phase responses are available in a

well-sampled range, p = [0,±1/vns
p ] (Fig. 2(a)), where vns

p is the

near-surface velocity. Fig. 2(b) depicts a more realistic illumina-

tion, with missing illumination at large rayparameters and an ir-

regular illumination at small rayparameters. Large rayparameters

correspond to body-wave phases from nearby sources of which the

wavefields are not planar and for which different triplications can-

not easily be separated and aligned. Omitting large rayparameters

means that guided waves and body waves at large offsets would not

be retrieved. Small rayparameters correspond to body-wave phases

from distant sources with well-defined planar wavefields emerging

on the lithosphere. By using illumination with small rayparame-

ters, body waves at near and intermediate offsets can be retrieved,

which are the most relevant ones for obtaining a reflectivity image.

Using only P phases from teleseismic distances would not be suf-

ficient, since their illumination is limited between rayparameters of

[−0.08,−0.04] and [0.04, 0.08] s/km (Fig. 1(c)). PKP phases are

used to fill the gap of the very small rayparameters, while PP and

PcP are used to enhance the sampling. The irregular illumination

stems from the irregular distribution of earthquakes and the het-

erogeneous nature of the Earth. The influence of this irregularity is

studied in section 4.

With equation (4) both a causal and an acausal response are

retrieved. This is explained in Fig. 2(c) for a single reflection. The

reflection drawn between xA and xB can be retrieved at positive

times by contributions from sources with positive p contributing

to the Fresnel zone around the solid ray. The same reflection can

be retrieved at negative times by contributions from sources with

negative p contributing to the Fresnel zone around the dashed ray.

The above reasoning holds for an approximately layered medium.

For a complex medium, a phase with a negative rayparameter may

still give contributions to G(xB,xA, t), e.g., by scattering from

point diffractors. The standard procedure would be to add the time-

reversed acausal result of equation (4) to the causal result, to in-

crease the effective sampling. Alternatively, the contributions from

the negative rayparameters can be time-reversed prior to integra-

tion. If [p−

min, p−
max] and [p+

min, p+
max] are the rayparameter bands

in which we have illumination, the discretized version of equation

(4) can be split up in a sum over positive and negative rayparame-

ters:

p−max
∑

p
−

min

I(xA,xB, p, t)∆p ∝ G(xB,xA,−t) + N−(t) (5)

and

p+
max
∑

p
+

min

I(xA,xB, p, t)∆p ∝ G(xB,xA, t) + N+(t), (6)

where I(xA,xB, p, t) stands for the integrand of equation (4).

N−(t) and N+(t) contain correlations of non-specular rays, with

negative and positive rayparameter, respectively. These are corre-

lations of waves with non-overlapping raypaths (Fig. 2(d)). For an

approximately 1D medium N±(t) would be zero if the sums (equa-

tions 5 and 6) cover the complete rayparameter band and satisfy the

sampling condition for integral equation (4). For a strongly hetero-
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Figure 2. In (a) an ideal illumination is shown for plane-wave sources, ex-

pressed in rayparameters. In (b) a more realistic distribution of plane-wave

sources is shown. In (c) and (d) examples of ray paths are indicated that in

(c) do contribute to the retrieval of a reflection after crosscorrelation, but in

(d) do not.

geneous medium equations (5) and (6) would need to be summed

to remove the noise terms. In practice, N±(t) contains remnants

of the non-specular correlations, that have not canceled completely

in the summation process. These remnants are called correlation

noise. By adding the time reversed of equation (5) to equation (6),

p−max
∑

p
−

min

I(xA,xB, p,−t)∆p +

p+
max
∑

p
+

min

I(xA,xB, p, t)∆p ∝

2G(xB,xA, t) + N−(−t) + N+(t), (7)

the effective sampling is increased while a part of the correlation

noise is isolated at negative times. Thus, by rejecting the negative

times, the signal-to-noise ratio is increased. In the following we

will call this the TRBI (time reversal before integration) approach.

There is no need for applying TRBI when a well-sampled source

distribution is available. For a strongly heterogenous subsurface it

would even be disadvantageous to apply TRBI, because it would

lead to additional noise that would otherwise (with equation 4) be

canceled.

By using a limited rayparameter band, also the retrieved

Green’s function in equation (7) will be rayparameter limited. As

a consequence, the slope of a primary reflection is incorrectly re-

trieved beyond a maximum half-offset hmax(t). Assuming a well-

sampled illumination band [0, pmax], a 1D velocity model with an

average velocity ṽp(t) and an infinite frequency, hmax may be ex-

pressed as

hmax(t) =
pmaxt{ṽp(t)}2

√

1 − {ṽp(t)}2p2
max

. (8)

To retrieve a reflection correctly for a finite frequency, a Fresnel

zone around the stationary point needs to be sampled (Schuster

et al. 2004; Snieder 2004). Therefore, in practice, hmax(t) will be

smaller than estimated in equation (8).

The moment tensor of an earthquake is of little relevance for

this application of SI. Since the size of a typical array of receivers

(< 102 km) is at least one order of magnitude smaller than the

distances to the sources (> 103 km), it may be assumed that the

entire array lies within one focal plane. In this case, the observed

responses at xA and xB in equation (4) may be written as a convo-

lution of only the STF with the Green’s functions G(xA, p, t) and

G(xB, p, t). In principle, it would be better to remove the STFs

prior to integration. Regrettably, it is notoriously hard to estimate

the STFs reliably and to deconvolve them in a stable manner (Ku-

mar & Bostock 2006). This is especially so for the relative low-

magnitude earthquakes recorded by a portable array, as in our case.

In our experience, suppressing the sidelobes of the autocorrelated

STFs in the integration process gives better results than removing

the STFs prior to integration. By assigning an STF to the observed

Green’s functions in equation (4), the retrieved response will be

a convolution of the Green’s function between xA and xB with a

stack of autocorrelations of all individual STFs. Through the au-

tocorrelation, the STFs become all zero-phase, which facilitates a

successful integration, even when the earthquake responses have

very different —and very complicated— STFs.

3 LARAMIE ARRAY

We apply the above theory to earthquake responses recorded by the

Laramie array. The array was installed near the town of Laramie,

in Wyoming, USA and hence the name. It was deployed between

October 2000 and May 2001 to study the Archean-Proterozoic

Cheyenne Belt suture (Dueker & Zurek 2001). The array consists of

31 three-component broadband receivers, as depicted in Fig. 3(a),

with an average spacing of 2.6 km. The orientation of the array is

favorable, approximately in-plane with a large part of the Ring of

Fire (Fig. 3(c)). The data was previously processed to obtain RF

images (Hansen & Dueker 2009).

In equation (4), the integration is over plane waves radiated by

sources in the vertical plane. For finite frequency, the source loca-

tions may be located outside this plane, as long as their contribu-

tions to the integral are in phase with the contribution from sources

in the plane. Fig. 3(b) depicts the size of the region of source lo-

cations that would contribute in phase. This region is computed

in Appendix B. From all the recorded earthquake responses, only

those are selected that are from sources within the colored zone in

Fig. 3(b) and with a magnitude larger than 5. All the selected three-

component responses are bandpass filtered between 0.3 and 1.5 Hz,

rotated and decomposed to P-, SV- and SH components as fur-

ther explained in Appendix C. Using only the P-component, time-

windows of 100 s are chosen to isolate P , PP , PcP and PKP ar-

rivals and their reverberations, where possible. Subsequently, tim-
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Figure 3. (a) The Laramie array of seismic receivers (triangles) and the local topography (shading). (b) Approximation of the first Fresnel zone for the P and

PKP phase, for epicentral distances ∆ = [0, 90◦] (up) and ∆ = [90, 180◦] (down), for an offset equal to or smaller than 40 km. (c) The distribution of

earthquakes of which the responses are processed for ∆ = [0, 90◦] (up) and ∆ = [90, 180◦] (down). In (b) and (c) the concentric circles depict the epicentral

distance with respect to the Laramie array. The straight line is the extended great circle through the array, which has an average orientation of 328◦.

ing errors between the different receivers and statics are removed

by aligning on the direct arrival with an iterative crosscorrelation

scheme. Each trace in a phase response is normalized with the max-

imum amplitude of the direct arrival, to correct for differences in

near-surface amplifications. An implicit assumption in relation (4)

is that the plane waves have equal energy. Since this assumption

is not fulfilled for natural sources, as a last step, we normalize the

energy in each phase response. From 39 earthquake responses 69

separate phase responses are extracted.

Despite the fact that only events in the first Fresnel zone are

selected, the average illumination is still not in-plane with the array

(Fig. 3(c)). The azimuthal illumination bias, which leads to small

kinematic errors in the retrieved response, is suppressed through

the following azimuthal correction. We define psrc as the horizon-

tal rayparameter connecting the source and the receiver through a

homogeneous background model and p1,src as its projection on the

array vector. Thus p1,src = psrc cos(θ), where the source-to-array

azimuth θ is defined as the angle between the array orientation

(a best fitting great circle through the stations) and a great circle

through the source and the middle station. After aligning a response

on the direct wave, the move-out is restored with traveltime differ-

ences computed with psrc instead of p1,src. Hence, the direct wave

obtains a move-out as if the source location was in-plane with the

array. This azimuthal correction is justified if the array is small with

respect to the distance to a source and if the medium may be ap-

proximated to be laterally invariant within the colored zone in Fig.

3(b).

4 COMPARISON OF SI APPROACHES

The p−distribution of the 69 effective sources is depicted in Fig.

4(a). Clearly, the integral in equation (4) is sampled strongly ir-

regularly. Rayparameters from P phases at teleseismic distances

are overrepresented, whereas small rayparameters are underrepre-
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Figure 4. (a) A histogram distribution of the rayparameters of the selected

phase responses. A bin size dp = 0.0083 s/km is taken, which corresponds

to the required sampling of equation (4). (b) A simplified P-wave velocity

model (vp) for the crust and upper mantle, with 31 receivers (triangles) on

the free surface.

sented. To find a good approach to deal with the irregularity, we

model a 2D synthetic dataset with the same irregular rayparameter

distribution and receiver geometry as the actual dataset. We use a

simplified lithospheric model (Fig. 4(b)) based on the findings of

Chulick & Mooney (2002) from a nearby refraction survey. The

main feature is the Moho at 40 km depth, separating a crystalline

crust (vp=6.0 km/s, ρ=2730 kg/m3) from the upper mantel (vp=7.6

km/s, ρ=3310 kg/m3). Subsequently, we apply SI to the 69 trans-

mission responses, to retrieve the response as if there was a source

at station 16 and receivers at all other station positions. To suppress
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edge effects, the edges of the integrand (in equation (4) and (7))

are tapered. In Fig. 5(a) one of the 69 synthetic transmission re-

sponses is shown. In Fig. 5(b)-(d) different approaches are tested to

deal with the irregular source sampling. The retrieved responses are

compared with a reference response (Fig. 5(e)) which is obtained

by directly modeling the reflection response of a source at receiver

position 16. In Fig. 5(e), primary reflections from all 4 interfaces

can be distinguished, as well as first-order multiples from the up-

per three interfaces. Data at early times, bounded by ±hmax(t)/2
(see equation (8)) has been muted.

Fig. 5(b) and (c) show responses retrieved with equation (4)

after adding the time-reversed acausal result to the causal part and

muting data at early times. In Fig. 5(b), nothing is done to take

the source irregularity into account and, as a result, large artifacts

can be seen. Overillumination leads here to artifacts at times be-

fore an actual reflection and with a slope opposite to the actual re-

flection. Underillumination (at small rayparameters) leads here to

small spurious additions to the retrieval in the near-offset. Note the

onset of the Moho reflection (the blue line at t≈13 s) being more

pronounced between station number 13 and 19. This is because of

incomplete addition and cancelation in the stationary-phase region.

When writing integral equation (4) as a sum, the infinitesimally

small line element, dp, is replaced by a finite one, ∆p. Hence, we

would need to weigh the contribution of each effective source pi by

∆pi = |pi+1 − pi−1|/2, where pi+1 and pi−1 are the two neigh-

boring effective sources. By implementing ∆p weights (Fig. 5(c)),

illumination artifacts are suppressed. When the TRBI approach is

used (Fig. 5(d)), without ∆p weights, also the irregularity arti-

facts are suppressed, but, additionally, amplitudes in the near-offset

range are weakened. This is because the stationary-phase regions

for events in the near-offset range are only partly sampled. The

results can better be understood by studying visualizations of the

integrands, see Appendix D.

With the above application of SI, a lithospheric reflection re-

sponse is obtained from receiver-side reverberations (RSR). How-

ever, the lithosphere near the source will be just as heterogeneous

and lead to SSR. E.g., a direct P phase is followed, for intermediate

to deep earthquakes, by two SSR from the free surface: the pP and

sP phases. Only for very deep earthquakes, pP and sP arrive late

enough such that their RSR can be untangled from the P -phase re-

sponse. Only for very shallow earthquakes, the SSR can be treated

as part of the STF. Hence, for most earthquakes, we would need to

replace G(xA, p,−t) in equation (4) by a sum of effective phase

responses, GP (xA, p,−t) + GpP (xA, p,−t) + GsP (xA, p,−t),

where the subscript denotes the phase, and G(xB, p, t) by similar

terms. The resulting integral can be split up in a part that gives

physical contributions to the retrieved result

∫

[GP (xA, p,−t) ∗ GP (xB, p, t)+

GpP (xA, p,−t) ∗ GpP (xB, p, t)+

GsP (xA, p,−t) ∗ GsP (xB, p, t)]dp, (9)

and a part that contains only spurious cross terms

∫

[GP (xA, p,−t) ∗ GpP (xB, p, t)+

GP (xA, p,−t) ∗ GsP (xB, p, t)+

GpP (xA, p,−t) ∗ GP (xB, p, t)+

GpP (xA, p,−t) ∗ GsP (xB, p, t)+

GsP (xA, p,−t) ∗ GP (xB, p, t)+

GsP (xA, p,−t) ∗ GpP (xB, p, t)]dp. (10)

The application of SI needs to be such, that spurious cross terms are

adequately suppressed. To show the limitations imposed by these

cross terms we create a new synthetic dataset which does not only

contain an irregular distribution of effective sources, but which also

contains SSR. The SSR are modeled for earthquake depths varying

randomly between 10 and 150 km. One of the 69 composite trans-

mission responses is shown in Fig. 5(f).

In Fig. 5(g)-(i) again the same approaches are tested as in Fig.

5(b)-(d), but now the composite transmission responses are used.

For all approaches, a degradation of the quality of the retrieved re-

sponses can be noted, due to additional cross terms (equation (10)).

Still, the actual reflection response prevails. This is because, for

each earthquake, the SSR are different due to the varying depth

of hypocenters and the varying source-side lithology. (In the mod-

eling, the source-side lithology is not varied, though). The cross

terms are therefore quite successfully suppressed when 69 phase

responses are used (Fig. 5(g)), but they remain more prominent

when contributions from different sources are weighted differently

(Fig. 5(h)). The remnants of the cross terms can be noted here as

cross-shaped artifacts. Note, e.g., the feature overlaying an actual

arrival between 25 and 29 s. The TRBI approach (Fig. 5(i)) gives

the best results. Since no weights are applied and cross terms at

negative times are rejected, the spurious events are strongly sup-

pressed. Only at near-offsets, where the actual events are retrieved

with a weakened amplitude, spurious events can be noted. The re-

sults can be understood better by studying visualizations of the in-

tegrands, see Appendix D.

Fig. 5(k) depicts the first 70 seconds of one actual transmission

response from the Laramie dataset. This response is a mixture of

the P , pP and sP phases and their RSR. For this earthquake, the

STF is surprisingly transient. At receiver numbers larger than 11

strong near-surface reverberations are recorded, due to the presence

of a sedimentary basin.

In Fig. 5(l)-(n) again the same approaches are tested as in Fig.

5(g)-(i), but now the actual transmission responses are used. Af-

ter applying SI, the retrieved responses are deconvolved with an

effective STF estimated from the response retrieved at station 16

(the virtual source). At the sedimentary basin, near-surface rever-

berations are suppressed by using a larger deconvolution window.

Although the actual subsurface below the Laramie array is far more

complicated than the model used for the synthetics (Fig. 4(b)), the

retrieved results (Fig. 5(l)-(n)) are consistent with the modeling re-

sults with composite transmission responses (Fig. 5(g)-(i)). In Fig.

5(l), spurious events can be noted. That is, normally one may ex-

pect reflections to have an increasing time with offset, but in Fig.

5(l) events can be seen that have an opposite move-out. When ∆p
weights are used (Fig. 5(m)), the spurious events are amplified.

When TRBI is applied (Fig. 5(n)), most events with an erroneous

move-out disappear and clear reflection-like events become visible.

Similarly as with the modeling results, the near-offset data exhibit

a weaker amplitude. From the move-out of the reflections as in Fig.



Lithospheric imaging with seismic interferometry 7

Reference 

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.
T

im
e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

SI SI + Δp weights SI + TRBI 

Station No.

T
im

e
 [
s
]

10 20 30

0

10

20

30

40

50

60

Station No.

T
im

e
 [
s
]

10 20 30

0

10

20

30

40

50

Station No.

T
im

e
 [
s
]

10 20 30

0

10

20

30

40

50

Input, example 

S
yn

th
et

ic
 d

at
a 

S
yn

th
et

ic
 d

at
a 

in
cl

. S
S

R
 

Fi
el

d 
da

ta
 

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

(e)(a) (b) (c) (d)

(f ) (g) (h) (i)

(k) (l) (m)

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

(n)P

pP

sP

Station No.

T
im

e
 [
s
]

10 20 30

0

5

10

15

20

25

(j)

Figure 5. (a) An example of the input for seismic interferometry (SI), an isolated phase response. (b)-(d) Estimations of the reflection response, with the three

different SI approaches (see the main text for explanation). (e) The partially-muted directly modeled response for a source at receiver position 16. (g)-(i) Again

a comparison of the three different SI approaches, but now source-side reverberations are included in the input, of which (f) is an example. (j) A repetition of

the reference response (e). (l)-(n) A comparison of the same three SI approaches, but now with the composite phase responses from the Laramie field dataset

as an input, of which (k) is one example.

5(n), a velocity model can be derived, which is later used to migrate

the reflections to the correct depth. From Fig. 5(l) and (m) or from

RF data it would be much harder or even impossible, to derive a

velocity model.

In Fig. 5, blue and red denote positive and negative ampli-

tudes, respectively. For the modeling we used a first derivative of a

Gaussian wavelet as an STF (s(t)). This can be seen in Fig. 5(a) and

(f) where each arrival is convolved with a blue-red alteration (plus

a small sidelobe). The STF of a reconstructed primary reflection

(Fig. 5(b)-(d) and (g)-(i)) can be written as

s(−t) ∗ {±s(t)}, (11)

which is a Ricker wavelet (i.e., minus the second derivative of a

Gaussian wavelet) if both STFs in equation (11) have the same

sign. The reflection is constructed by a crosscorrelation of an ar-

rival with another arrival that has bounced once more at the free

surface. When the reflection is from an interface with an increase

in impedance with depth, the second STF in equation (11) will

have the opposite sign from the first one, because of the extra free-

surface bounce. Hence, the effective STF will be blue-red-blue (see,
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Figure 6. Retrieved responses for a virtual source at, from left to right,

receiver number 1, 8, 16, 24 and 31. On the top and bottom, respectively,

the raw and muted retrieved responses are shown.

e.g., the Moho reflection at t = 14 s in Fig. 5(b)). When the reflec-

tion is from an interface with a decrease in impedance with depth,

the second STF in equation (11) will have the same sign as the

first one, since it encounters a negative reflection coefficient two

times more. Hence, the effective STF will be red-blue-red (see,

e.g., the second reflection in Fig. 5(b), at t = 7 s). Also the ef-

fective wavelet for the field data resembles a Ricker wavelet, after

applying SI and STF deconvolution. In theory, the deconvolution

would lead to a Gaussian wavelet. In practice, extra ringing is in-

troduced and the wavelet looks more like a Ricker wavelet. As for

the synthetic data, a positive Ricker wavelet denotes an impedance

decrease with depth.

In Fig. 6, five responses are shown, which are retrieved from

the Laramie transmission data with the application of TRBI. On the

top panels, the near-surface phases are especially pronounced. The

first clear arrival in the panels, which looks like a direct wave, is

in fact correlation noise (equation (7)), which result from remnants

of crosscorrelations of direct waves at the edges of the illumination

distribution (Ruigrok et al. 2008). Apart from illumination consid-

erations, the phase can also be judged to be spurious by its, for a

direct wave, unphysical apparent velocity of vp1 ≈ 20 km/s. On

all top panels, a hyperbolic event can be seen at t ≈ 2.5 s. This

is a reflection from a large contrast in the upper crust, at x3 ≈ 5

km. Only in the near-offset, the move-out of this reflection is re-

trieved correctly. On the lower panels, the retrieved responses are

shown after muting data at early times, bounded by ±hmax(t)/2
(see equation 8). Hence, strong unphysical events are removed. In

the response after muting, we may expect to see reflections and

multiples, retrieved with the actual kinematics, as for the synthetic

data (Fig. 5(i)). Nevertheless, also here an imprint of correlation

noise still remains, partly caused by ringing from near-surface in-

terfaces. In the next section, panels as in Fig. 6 will be used for

further processing.

5 IMAGING

In this section, we further process the retrieved reflection re-

sponses into images, using standard exploration-geophysics pro-

cessing (Yilmaz & Doherty 2000). We repeat SI with TRBI (Fig.

5(n)) to retrieve responses for a source at each of the 31 receiver lo-

cations. We resort the retrieved shot gathers to common-midpoint

(CMP) gathers. Next, we estimate a 2D P-wave velocity model for

the deeper subsurface. Velocities are estimated from the move-out

of primary reflections in the CMP gathers, through a semblance

velocity analysis.

We start with processing the synthetic data. Fig. 7(a) depicts

a CMP gather (left) for the midpoint position coinciding with sta-

tion 12 (see Fig. 3(a)), its semblance (middle) and the stack over

half-offset after normal-move-out (NMO) correction (right). If we

denote a CMP panel in the time domain as fCMP (t, h), where h
is the half-offset, we can write the NMO-corrected function for dif-

ferent velocities vp as fNMO(t, h, vp). We define the semblance

fS (as a variation of the one defined in Neidell & Taner (1971)) as

the following weighted stack of fNMO(t, h, vp) over half-offset:

fS(t, vp) =
(
∑

h fNMO(t, h, vp))2
∑

h(fNMO(t, h, vp))1.5
, (12)

which weighted stack is implemented with sliding time-windows

with a duration of the dominant period in the signal. In equation

(12), there is a power of 1.5 in the denominator instead of a more

common power of 2. By using a reduced power, events with a

higher amplitude in fCMP (t, h) are also emphasized in the sem-

blance. Because of a limited sampling in half-offset, the semblance

is aliased for small velocities.

In the semblance plot, a velocity function (white line) is drawn

that corresponds to the actual velocities of the model that were used

for computing the synthetics (Fig. 4(b)). During the first 10 seconds

the velocity is overestimated by picking the highest amplitudes in

the semblance. This is because near-surface reflections are retrieved

with an erroneous move-out at larger offsets. At times later than 10

s the velocities can be estimated reasonably well from the sem-

blance, until the time (≈ 20s) when multiples start arriving.

The NMO stack can be written as
∑

h fNMO(t, h, vp(t)). For

the velocity function vp(t) the actual velocities are used (the white

line in the semblance figure). If the correct velocities are used, the

move-out of the reflections in fCMP (t, h) are perfectly removed

and the NMO stack is an estimate of the response as if there were

a coinciding receiver and source at the free surface (in this case at

station location 12). In the stacking process noise and multiples are

suppressed to a large extend.

Fig. 7(b) depicts the same type of panels as in Fig. 7(a) but

now for the field data. For these data, the CMP gather (left) looks a

lot more complicated and noisier. Besides primary reflections, the

CMP gather also contains multiples and correlation noise (equa-

tion 7), which are both noise for an imaging scheme for primary

reflections. In the semblance panel (middle) it is now hard to pick

velocities. Therefore the data are filtered prior to velocity analysis.

A filtering approach as described by Ryu (1982) is taken to sup-

press the noise. Each CMP gather is NMO corrected with a velocity

function that is between the velocities of the primaries and multi-

ples. Subsequently, after a temporal and spatial Fourier transform,

the data at positive wavenumbers are removed and the remaining

data are inverse Fourier transformed and inverse NMO corrected.

Consequently, events with low apparent velocities are removed.

This approach is successful in removing parts of the correlation

noise, but the move-out discrimination between primaries and mul-

tiples is often not large enough to remove the multiples. To remove

more correlation noise, another wavenumber filter is applied. It is

assumed that at positive offsets, the move-out of arrivals is also pos-

itive. Therefore the data at negative wavenumbers are removed for
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Figure 7. A common-midpoint gather, retrieved with seismic interferometry, for the midpoint position coinciding with station 12 (left), its semblance (middle)

and normal-move-out stack (right), using the model velocity function vp(t) as depicted by the white line in the semblance plot (middle). The same 3 panels

are shown for the synthetic data (a), the field data (b) and the synthetic and field data after filtering, (c) and (d), respectively

the positive offsets, and similarly the data at positive wavenumbers

are removed for the negative offsets. In the last filtering step, just

like for Fig. 6(bottom), data at early times is removed.

Fig. 7(c) depicts the same type of panels as in Fig. 7(a) but now

after filtering. Comparing Fig. 7(c) with 7(a) reveals that artifacts

with erroneous move-out have been suppressed. In the semblance

panel, some resolution in vp has been lost through the filtering,

but the maxima better follow the actual velocity trend (the white

line). For the NMO stack in Fig. 7(c) it can be seen that the wavelet

has improved. The Moho reflection in Fig. 7(c) (t = 14 s) better

resembles a minus Ricker wavelet than in Fig. 7(a).

Fig. 7(d) depicts the same type of panels as in Fig. 7(b) but

now after filtering. Comparing Fig. 7(d) with 7(b) reveals that arti-

facts with erroneous move-out have been suppressed. In Fig. 7(d)

reflections are now visible that were largely hidden by correlation

noise in Fig. 7(b). The semblance in Fig. 7(d) is now much better

suited for picking a velocity trend than in Fig. 7(b). Despite the

large differences between the CMP gathers and the semblances in

Fig. 7(b) and 7(d), the NMO stacks are still quite similar, since in

Fig. 7(d) especially noise has been removed that does not show up

in the stack.

We repeat the semblance velocity analysis as in Fig. 7 for

all CMP gathers with sufficient fold. Next, we compute the inter-

val velocities from the estimated root-mean-square velocities (Dix

1955). The resulting 1D velocity profiles are concatenated and

smoothed with a median filter. Since reflections from shallow re-

flectors could only be retrieved at a limited offset, the CMP gathers

cannot be used to reliably estimate the velocities in the upper crust

(x3 = [0, 10] km). Fig. A6 depicts the near-surface velocity func-

tions, as were estimated in the decomposition process (Appendix

C). The velocities are an average of the local velocities right under

the receivers and are used as an estimate for the velocities in the

upper 10 km. The combined velocity model, derived from the de-

composition (x3 <= 10km) and the semblance analysis (x3 > 10
km) is depicted in Fig 8.

The CMP gathers close to the first and the last receiver are

discarded due to limited fold. All other CMP gathers are NMO cor-

rected and stacked to obtain pseudo zero-offset data. These are the

responses as if there were coinciding receivers and sources at the

free surface. In Fig. 9 the pseudo zero-offset data are depicted for

the synthetic data (a) and the field data (b). The pseudo zero-offset

data are consecutively post-stack Kirchhoff time migrated (Bleis-

tein 1999) and time-to-depth converted to obtain reflectivity images

as a function of depth (Fig. 9(c) and (d)). For the latter two steps,

the data-derived velocity model (Fig. 8) is used for the field data.

For the synthetic data, the velocity model as depicted in Fig. 4(b)

is used.

Comparing the final image obtained from the synthetic data

in Fig. 9(c) with the model in Fig. 4(b), it can be seen that all in-

terfaces are imaged at the correct depth, despite the limited and

irregular illumination and despite the SSR. Additionally, below 55

km depth, multiples have caused spurious interfaces. The image ob-

tained from the field data (Fig. 9(d)) might similarly be affected by

multiples at larger depths. Moreover, the migration leads to finite
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Figure 8. Estimated velocity model of the lithosphere below the Laramie

array

aperture artifacts at depths larger than the length of the array. To

limit both possible reasons for misinterpretation, the image is re-

stricted to 64 km depth. Fig. 10 displays this restricted image with

the same scaling on both axes and a cropping of the stronger am-

plitudes (in the near surface). In Appendix E it is shown that the

shallow reflectors in this image are consistently found for varying

amounts of phase responses. The deeper reflectors, though, only be-

come visible when a large number of phase responses is used. Only

for a large amount of phase responses, the spurious events caused

by SSR are sufficiently suppressed.

Fig. 10 shows a layered upper crust on top of a highly frag-

mented lower crust. A striking feature in the upper crust is a re-

duced reflectivity, near x1 ≈ 10 km. This zone of lower reflectivity

likely continues through abrupt discontinuities in the lower crust

and upper mantle, as highlighted by the gray shading. The position

where this zone hits the surface is very close to where the Cheyenne

Belt is expected from observations in the field (Hansen & Dueker

2009). Thus, the gray shading in Fig. 10 is interpreted as the suture

zone between Archean and Proterozoic terranes, on the NW and

SE side, respectively. Consistent with an interpretation from Karl-

strom & Humphreys (1998), the Proterozoic terrane is the upper

plate. Because reflections from this zone have |p| > 0.08 s/km, this

fault zone is not directly imaged with our limited illumination (Fig.

4(a)). As the Moho depth in the area is expected at ≈ 40km depth

(Chulick & Mooney 2002), we interpret the undulating feature at

42 km depth as the Moho. This Moho starts abruptly NW of the

suture zone and is therefore interpreted to be Archean. Below 42

km still a chaotic distribution of apparent interfaces can be seen. A

part of these might be caused by free-surface multiples from strong

reflectors in the upper crust. A part of the features below 42 km

might also be explained by underthrusting Proterozoic lower crust,

as in Hansen & Dueker (2009).

Comparing Fig. 10 with the RF images from Hansen &

Dueker (2009), similar large features are noticeable, but clearly

SI leads to a higher-resolution image. Especially within the crust,

much more detail can be seen in the SI image. E.g., the interface

at 28 km depth between x1 ≈ [−32,−12] km cannot be seen in

the RF images. Moreover, with SI, the interfaces might have been

migrated to a more accurate position, since a data-derived velocity

model was used.

The final SI image may still be improved by pre-stack depth
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Figure 9. Pseudo zero-offset data for (a) the synthetic data and (b) the field

data. Post-stack migrated and time-to-depth converted images for (c) the

synthetic data and (d) the field data. The horizontal axis is labeled with

the inline position with respect to the middle receiver, which position is

negative for receivers at the SE side and positive for receivers at the NW

side. In (a) and (b) the vertical coordinate denotes two-way travel time.

migration rather than post-stack time migration and by using a

more advanced multiple-elimination scheme (Verschuur 2006), al-

though multiple removal on land is a notoriously difficult problem

that requires dense sampling.

6 CONCLUSIONS

We studied the retrieval of reflections between the receivers of a

regional array of broadband stations using seismic interferometry.

Seismic interferometry consists of correlations of observations at

different receiver locations, followed by an integration of the cor-

relation results. It is necessary to record enough effective sources

from actual earthquakes to adequately sample this integral. For this

reason, we used P phases complemented by PP , PcP and PKP ,

where the latter three phases are used to fill up the gaps in the il-

lumination of the P phases. We showed first that a few months of

data suffice to select an adequate distribution of phase responses, at
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Figure 10. The reflectivity image of the subsurface below the Laramie ar-

ray, obtained by seismic interferometry. A blue-red-blue alternation may

be interpreted as an interface with an increase in velocity with depth. An

interpretation of the Cheyenne Belt is denoted by the dipping gray zone.

least when the array is approximately in-plane with an earthquake

belt. The irregularity of the phase distribution introduces over- and

under-illumination artifacts to the retrieved responses. We showed

that these artifacts can be suppressed by weighing the contributions

to the integrand with the distances between the effective sources.

When, in addition, the influence of source-side reverberations is

taken into account, the weighing strategy turns out to degrade the

retrieved response. We showed that, for this case, a better reflec-

tion response can be obtained when contributions from effective

sources with either positive or negative rayparameters are time-

reversed prior to integration. Using velocity analysis and seismic

migration we further turned the retrieved body-wave responses into

a reflectivity image. A high-resolution image was obtained from

the lithosphere below the Laramie array with similar features as

interpreted by other researchers from receiver-function images. Es-

pecially at larger depths, ghost interfaces caused by multiples were

still present in the image. On the reflectivity image, we could track

the Cheyenne Belt, a suture zone between Archean and Proterozoic

terranes.
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APPENDIX A: SAMPLING

In this Appendix we derive a sampling criterion for the 2D inte-

gral representations (1), (2) and (3). First, we argue that a sufficient

source sampling is important. Then, we compute the Jacobians for

the change in integration variables. Thereafter, we derive a sam-

pling criterion in dp and use the Jacobians to find sampling criteria

expressed in dφ and dx. Finally, we consider the required earth-

quake distribution for retrieving lithospheric reflections below the

Laramie array.

For this analysis, we exploit the fact that the reference velocity

model for the Earth is known. For this reason, we do not need to

consider the complete Earth as an unknown heterogeneous medium

(Fig. 1(a)), but we can directly focus on our medium of interest,

the lithosphere below an array of receivers. By raytracing through

the reference model, different phases induced by teleseismic and

global earthquakes can be represented as individual sources on a

large semisphere surrounding the lithosphere on the receiver side

(∂S1 in Fig. A1 and in equations (1) and (2)). It would be ideal for

the application of seismic interferometry (SI) if the lithosphere con-

sisted of a distribution of point scatterers as in the experiment by

Derode et al. (2003b) or was bounded at the lower side by a highly

scattering slab, as in the experiments by Derode et al. (2003a). In ei-

ther case, illumination with a few sources from different directions

would suffice to retrieve a Green’s function between two station

positions placed in or upon the lithosphere. This is because the il-

lumination of a single phase with a very narrow rayparameter band

is, by multiple scattering, increased to a broad and well-sampled

rayparameter band, that represents the line integral in equation (1)

▼ ▼

xA xB

homogeneous

(mantle)

heterogeneous

(lithosphere)

******* * * ** ** * * * ****
*
**
*

Free surface

*
*
*

Figure A1. An effective configuration for lithospheric-scale SI. A medium

with receivers (triangles) on the free surface is illuminated from below with

a distribution of sources, of which the location is given in polar coordinates

(r, φ).

or (2). Though there might be multiple scattering from point scat-

terers, especially in the crust, a more conventional depiction of the

convergence zone and lithosphere is that of an approximately spher-

ically layered medium. For a 1D layered medium, there are no scat-

terers (Huygens sources) adding rayparameters to the transmission

responses. Therefore, the source surface ∂S1 (Fig. A1) needs to be

sufficiently covered with effective sources. ∂S1 may have an arbi-

trary shape as long as it represents a sufficient illumination aper-

ture.

The distance between a source xi and its neighboring source

xi+1 on ∂S1 is dx = |xi − xi+1|. The same separation can be

expressed in source angle as dφ = |φi − φi+1| or in rayparameter

as dp = |pi−pi+1|. For finding the relation between dx, dφ and dp,

we compute the Jacobians for a change of integration from (x1, x3)
to (r, φ):

J1 = |∂(x1, x3)

∂(r, φ)
| = r, (A.1)

and using that p = sinφ/vp, for a change of integration from (r, φ)
to (r, p):

J2 = |∂(r, φ)

∂(r, p)
| = ∂pφ =

vp
√

1 − v2
pp2

. (A.2)

Hence, for sources on the line ∂S1 we find:

dx = rdφ =
rvp

√

1 − v2
pp2

dp. (A.3)

The retrieval of arrivals between two receiver positions is

achieved by the crosscorrelation and stacking of arrivals in the

transmission responses with similar raypaths. When raypaths co-

incide, the derivative of the phase with respect to the source coor-

dinate is stationary. In the stationary-phase region (the Fresnel zone

around the stationary phase) we only need limited sampling. Out-

side this region, though, the derivative with respect to the source co-

ordinate increases (see Appendix D). The sampling of the sources

needs to be such that the non-stationary contributions interfere de-

structively. This destructive interference will happen when, after

crosscorrelation, the time difference between a contribution from
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Figure A2. The raypaths for two direct waves (left) and two ghost reflec-

tions (right)

two neighboring sources is smaller than half the minimum period:

dt <
1

2fmax

. (A.4)

A transmission response contains many different arrivals, of which

the direct wave (dw) and ghost reflections (gh) are the most rele-

vant for body-wave SI. Two direct waves between source xi and

receivers xA and xB can be described with their rayparameters,

pdw
A,i and pdw

B,i (Fig. A2(left)). Similarly, two ghost reflections be-

tween source xi and receivers xA and xB can be described as pgh
A,i

and pgh
B,i (Fig. A2(right)). If we choose the distance to the source

r (Fig. A1 and A2) much larger than the length of the array, the

wavefield near the array will be planar. Hence, pdw
A,i = pdw

B,i. If we

consider a layered subsurface and large r, also pgh
A,i = pgh

B,i. More-

over, if we only consider horizontal interfaces near the array, all

arrivals will have the same rayparameter:

pi = pdw
A,i = pdw

B,i = pgh
A,i = pgh

B,i. (A.5)

Hence, when equation A.5 holds, the time difference of the wave-

field caused by source xi, hitting upon receiver xA and xB can be

expressed as

dti =
2hsin(φi)

vp

= 2hpi, (A.6)

where h is the half offset (h = |xA − xB|/2), φi is the angle of

the ray with the normal, at the source, and vp is the velocity of

the medium, at the source position. After crosscorrelation, the time

difference for two neighboring sources, xi and xi+1, is:

dt = |dti − dti+1|. (A.7)

When we combine relations (A.4), (A.6) and (A.7) we find the sam-

pling criterion expressed in rayparameter:

dp <
1

4fmaxhmax

, (A.8)

where hmax is the maximum half offset of interest.

Combining relation (A.8) with (A.3) and taking pmin = 0
s/km, we find a sampling criterion expression in dφ

dφ <
vp

4fmaxhmax

(A.9)

and a sampling criterion expressed in dx:

dx <
rminvp

4fmaxhmax

. (A.10)

In both expressions (A.9) and (A.10), the sampling is now also a

function of the velocity of the medium in which the sources are,

and the rayparameter. The higher the vp, the larger the sampling

in dφ and dx may be. Furthermore, expression (A.10) is also a
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Figure A3. The result after applying SI to synthetic transmission responses,

for obtaining a virtual source and a receiver at a distance of 40 km. From left

to right, the rayparameter spacing of the transmission responses is increased

from dp = 0.0025 to dp = 0.0200 s/km.

function of the minimum radius, which radius would be constant

if ∂S1 was a semicircle. The larger the minimum radius, the larger

the sampling in dx may be.

For an application of SI for lithospheric-scale imaging, using

teleseismic and global phases, the approximations for deriving con-

dition (A.8) are largely satisfied. When we take hmax = 20 km

(the half offset between a virtual source at the middle receiver of

the Laramie array and a receiver a the edge of the array) and take

fmax = 1.5 Hz, we find dp = 0.0083 s/km.

We test the derived sampling condition on synthetic data. As

in section 4, we use the simplified lithospheric model (Fig. 4(b)) to

synthesize transmission responses with varying dp. Fig. A3 shows

the results after applying SI for obtaining a virtual source at the

middle receiver and a receiver at the edge of the array (hmax = 20
km). For dp = 0.0025, dp = 0.0050 and dp = 0.0075 s/km

the retrieved results are almost identical. From dp = 0.0100 s/km

onwards undersampling artefact start to occur, which become more

pronounced for larger spacings in dp.

By raytracing through the PREM model (Knapmeyer 2004)

we map the source sampling of dp = 0.0083 s/km to actual

earthquake positions (Fig. A4). Only illumination from one side is

shown, since this would be sufficient for imaging an approximately

layered lithosphere. In reality, illumination from both sides would

be combined to reach a better sampling and to increase the signal-

to-noise ratio. If high quality data could be recorded and the source-

time functions were very transient, data from less than 11 earth-

quakes would be sufficient to retrieve a multidimensional reflection

response. The required sampling and a sufficient illumination can

be reached with P and PKP (Fig. A4(up)) or with PP and PcP
(Fig. A4(down)), or with a combination of all these phases. For P
and PcP phases, the maximum source spacing maps to a maximum

allowed earthquake spacing of about 1000 km or ∆=10◦. For PP
phases, the maximum earthquake spacing is about 20◦. For PKP
phases, the required source spacing for the actual earthquakes can

be seen to be highly variable as function of epicentral distance.
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Figure A4. The source sampling required for lithospheric-scale SI, ray-

traced to a distribution of earthquakes at regional, teleseismic and global

distances. The minimum distribution for P and PKP phases (up) and for

PP and PcP phases (down).

APPENDIX B: FRESNEL ZONE

For a linear array and a subsurface with small lateral variations, a

3D seismic-interferometry relation may be reduced to a 2D version

(equation 4). For this 2D version, the integration is over sources

that lay in a vertical plane through the receiver positions (Fig. 3(a)).

In practice, the source locations may be located outside this plane,

as long as their contributions to the integral are in phase with the

contribution from sources in the plane. To find the region of ac-

ceptable source locations, we compute a proxy for the first Fresnel

zone (Spetzler & Snieder 2004), considering a response retrieval

between station xA and xB:

dt(∆, θ) = dtAB(∆, θ = 0) − dtAB(∆, θ) <
1

2fmax

, (B.1)

where θ is the azimuth between the source and the array and fmax

is the maximum frequency in the data. Here we assume a laterally

invariant medium. Hence, all stationary phases must be located in

the plane described by (∆, θ = 0). dtAB = tgh
B

− tdw
A is the travel-

time difference of a ghost reflection traveling from the source to

receiver xB and a direct wave traveling from the source to receiver

xA. When ghost reflections are considered from reflectors which

are much closer to the receiver array than to the sources, the fol-

lowing approximation may be used:

tgh
B

(∆, θ = 0)−tgh
B

(∆, θ) ≈ tdw
B (∆, θ = 0)−tdw

B (∆, θ). (B.2)

Using approximation (B.2), condition B.1 is simplified to

dt(∆, θ) = tdw
B (∆, θ = 0) − tdw

A (∆, θ = 0)−

(tdw
B (∆, θ) − tdw

A (∆, θ)) <
1

2fmax

. (B.3)

Since we only consider responses due to distant sources we

may use equation A.6, with an additional cos(θ) term to express

the azimuthal dependence:

tdw
B (∆, θ) − tdw

A (∆, θ) = 2hpcos(θ). (B.4)

Combining equations B.4 and B.3, we find

(1 − cos(θ))2hp <
1

2fmax

. (B.5)

Thus, we can express the width of the Fresnel zone in azimuth as:

θFZ < 2 arccos(1 − 1

4hmaxpfmax

). (B.6)

Fig. A5 depicts the azimuthal extent of the Fresnel zone as a

function of epicentral distance, for the four different phases consid-

ered in this paper. These graphs are found by first computing the re-

lationship between p and ∆ through raytracing (Fig. 1(c)) and sub-

sequently using relation B.5, with for hmax=20 km and fmax=1.5

Hz. It is clear that the extent of the Fresnel Zone is highly dependent

on the phase of consideration. E.g., the Fresnel zone for the PcP
is very large, due to the small rayparameters involved, whereas for

the P phase we may only include phases in a restricted azimuthal

band.

In Fig. 3(b) the extent of the Fresnel zone for h = 20 km is

plotted, on a global projection. Here only the direct-wave phases,

P and PKP , are considered. The Fresnel zone is plotted in green,

using relation B.3. Dark green are locations for which the time dif-

ference is close to zero. Light green are locations for which the

time difference is close to the threshold value (i.e., the right-hand

side of relation B.3). The function is evaluated for all source-array

azimuths (θ = [0, 360◦]) and ∆ = [0, 98◦] for the P phase and

∆ = [117, 180◦] for the PKP phase. The travel-time differences

are computed by raytracing through the PREM model. When P or

PKP is triplicated, the fastest arrival time is taken.

APPENDIX C: DECOMPOSTION AND ESTIMATION OF

THE NEAR-SURFACE VELOCITIES

In order to apply acoustic SI relations (equation 4 and 7), we need

to find the compressional-wave component up from the recorded

data. The data is recorded as um = (uZ , uN , uE) (particle ve-

locity in the vertical, North and East directions). After rotation,
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Figure A5. Extent of the Fresnel zone expressed in source-to-array azimuth

(θFZ ) as a function of epicentral distance (∆) for four different P-wave

phases. The gray shading depicts the distance range in which the approxi-

mations made for computing θFZ are increasingly invalid.

the responses are composed as us = (uZ , uR, uT ) (vertical, ra-

dial and transverse directions). In this appendix, the last step is de-

scribed, i.e., the decomposition into uw = (uP , uSV , uSH) (com-

pressional, shear inline and shear crossline).

The decomposition is performed by applying the inverse free-

surface transfer matrix (Kennett 1991), with which uw is expressed

as function of us, p, vns
p and vns

s . The last two variables, the near-

surface compressional- and shear-wave velocity are initially un-

known, but can be computed from the same decomposition rela-

tions, with two additional conditions and when assuming a 1D and

isotropic crust:

(i) The decomposition should give maximum amplitude on uP

and minimum amplitude on the other components for a P-wave ar-

rival.

(ii) The decomposition should give maximum amplitude on

uSV and minimum on the other components for an SV-wave ar-

rival.

Hence, as derived in Bostock & Rondenay (1999), the near-surface

velocities can be expressed as functions of the p, the amplitude ratio

uR/uZ for an incoming P-wave and the amplitude ratio uR/uZ

for an incoming SV-wave. For estimating vns
s , clean teleseismic P-

wave arrivals are required. For estimating vns
p , additionally clean

teleseismic S-wave arrivals are required.

For five events, we estimated the vns
s values per station and

subsequently averaged and smoothed the found values. For esti-

mating vns
p , additionally two S-wave arrivals were used. Fig. A6

depicts the resulting near-surface velocity functions. The presence

of a sedimentary basin (x1 = [−5, 25] km) can easily be distin-

guished from hard-rock sites.

In Fig. A7, the uZ and uR components (dashed black) are

shown at two receiver positions, for a time window around a P -

phase arrival. Also, the results after decomposition, uP and uS , are

shown in red. All used phase responses have relatively small inci-

dence angles. Thus, generally, uP is almost identical to uZ , apart

from the free surface amplification factor. The amplitudes on uR

and uSV (conversions) are small with respect to the amplitudes on

uZ and uP . The SV-wave component can be extracted quite well

for a receiver at a hard-rock (Fig. A7(left)), but uSV remains pol-
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Figure A6. Estimated velocity model of the near surface.

luted with near-surface scattering at a station on the sedimentary

basin (Fig. A7(right)). This is already a clear indication that the

subsurface is not horizontally layered below these stations, which

is a condition for the used decomposition relations. Because of the

large contamination on uSV , applying a RF analysis would be a

big challenge for a significant part of this dataset. For P-wave in-

terferometry, on the other hand, just using the Z-component might

already give good results.

APPENDIX D: CORRELATION PANELS

In this appendix, the integrands (correlation panels) of equation (4)

and (7) are studied. This helps in understanding the modeling re-

sults as shown in Section 4. For the model as depicted in Fig. 4(b),

transmission responses are modeled with the same rayparameter

distribution as the Laramie phase distribution (Fig. 4(a)). The trans-

mission responses are recorded by 31 receivers on the free surface.

Subsequently, these transmission responses are used to estimate a

retrieved response between receivers 16 and 8. Fig. A8 shows nine

estimations of this response, for three different SI approaches (from

left to right) and for 3 different datasets (from top to bottom). For

each estimation, the different steps involved, are shown:

(i) A crosscorrelation of the transmission responses recorded at

receivers 16 and 8. The crosscorrelation result is shown as a func-
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Figure A8. Visualization of the integrand (correlation panel) and integral (stack) of the seismic interferometric relations for xA and xB at station 16 and

8, respectively, for synthetic data (upper and middle panels) and the field data (lower panels). In the integrand displays, the traces are ordered as function of

rayparameter. For the synthetic data, in step 2 and 3, a reference response is shown as a black dotted line. In (a)-(c) no adjustment is made for the irregular

source distribution, in (d)-(f) every trace is weighted by its distance to the neighboring traces and for (g)-(i) the traces caused by effective sources with negative

rayparameters are time-reversed and displayed at positive rayparameter. (a), (d) and (g) are for isolated P -phase responses, whereas (b), (e) and (h) are for

direct wave responses ’polluted’ with two source-side reverberations (e.g. pP and sP ) and (c), (f) and (i) are for the Laramie data from the field.

tion of rayparameter (source position). With this visualization, the

irregularity of the source distribution can easily be seen.

(ii) The result from integration over source positions. This boils

down to stacking of the traces displayed in step 1, over rayparame-

ter. For equation (7) (right panels) all the physical contributions are

expected at positive times, thus the stacking result at negative times

is muted.

(iii) For equation (4) (left and middle panels) also a third step

is shown, which is an addition of the time-reversed acausal stack

to the causal stack. For a perfect source distribution, this step may

be left out, since the time-reversed acausal stack would be identical

to the causal stack. For a biased irregular source distribution, the

causal stack might be much more similar to the reflection response

that the acausal stack, or vice versa. In this case, a better estimate is

obtained when only one of the two is selected. For a more general

irregular source distribution, as we have, the signal-to-noise ratio is

improved by the addition of the time-reversed acausal stack to the

causal stack.

Equation (4) is applied without (left panels) and with trace weigh-

ing (middle panels), based on ∆p. In Fig. A8(right) no trace weigh-

ing is applied and contributions from negative p’s are time-reversed

prior to stacking. Due to limited illumination, the complete integral

in equation (4) cannot be evaluated. In step 2 and 3 the retrieved

response (solid red) is, where possible, compared with a reference

reflection response (dotted black). In step 1 the largest feature is

the event around t = 0 s, which is due to a crosscorrelation of di-

rect waves. The crosscorrelation of direct waves would lead to the

retrieval of a direct wave if we had sufficient illumination. Since

we lack illumination by high rayparameters the event around t = 0
s does not include a stationary-phase region (Fresnel zone around

∂pφ = 0, where φ is the phase of an event and ∂p denotes the

derivative with respect to the rayparameter) and the only thing we

are left with after stacking (step 2) are the spurious edge effects.
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The first two reflections (step 2 and 3) are retrieved with lower am-

plitude because only part of their stationary-phase region is covered

and it is only sparsely sampled (check the events with correspond-

ing times in step 1). The third reflection (Moho reflection) is gen-

erally retrieved well, but with a too low amplitude. To perfectly

retrieve this Moho reflection at this offset (21 km), the illumination

range would need to be extended to p ≈ 0.010 s/km. Reflections

and multiples at times later than the primary Moho reflection are al-

most perfectly retrieved. Their stationary-phase region is located in

the teleseismic rayparameter-range and is therefore well sampled.

First, we consider the application of SI to synthetic single-

phase responses (Fig. A8 top panels). For all the different SI ap-

proaches, the kinematic retrieval is comparable, but with trace

weighing (Fig. A8(d)) the dynamic retrieval is clearly the best, at

least for the events for which a large part of the stationary-phase

region was captured (events at times later than 10 s).

Second, we consider the application of SI to single-phase re-

sponses, polluted with two source-side reverberations (middle pan-

els). In all correlation panels, the addition of spurious cross terms

(equation 10) can clearly be seen. In Fig. A8(b) and (h), these cross-

terms are suppressed quite successfully. In Fig. A8(e), these cross

terms are not suppressed well; large deviations from the reference

response can be noticed on the stack, e.g. at t = 26 s. This happens

because some cross terms are boosted due to the weighs applied.

Third, we consider the application of SI to phase responses

detected at the Laramie array (lower panels). For the field data,

it is much harder to distinguish events in the correlation panels

(step 1). The actual subsurface is much more complicated than the

model used for the synthetic data (Fig. 4(b)). Only the event caused

by the crosscorrelation of direct waves can clearly be seen in Fig.

A8(c), (f) and (i). If this is not a clear linear event, errors were intro-

duced during the preprocessing (e.g., a phase was misinterpreted).

Of course it is not possible to compare the retrieved results (step

2 and step 3) with a reference response. Still it is clear that trace

weighing (Fig. A8(f)) similarly as in Fig. A8(e), deteriorates the

retrieval. Even more so for the field data, because trace weighing

prejudices contributions from PKP phases here. PKP contains

lower frequencies and more source-side reverberations than P , be-

cause it has seen more interfaces before it emerges on the litho-

sphere from below.

APPENDIX E: IMAGING STABILITY

In this appendix, we test how consistently different reflectors are

imaged when varying subsets of phase responses are used. For the

illumination range we consider in this paper (p=[-0.08,0.08] s/km)

and the required sampling of dp = 0.0083 s/km (Appendix A),

a regular sampling of 21 clean phase responses would suffice to

retrieve good-quality reflection responses. However, for an irreg-

ular illumination with phase responses polluted with source-side

reverberations (SSR), many more phase responses are required. In

section 4 it was shown that with 69 phase responses, the spurious

contributions from SSR are significantly suppressed.

In the left-hand side of Fig. A9 subsets of the available phase

responses are shown as rayparameter distributions. The subsets

contain, from top to bottom, one-eighth, one-fourth, one-half and

all of the available phase responses, respectively. The resulting im-

ages, for the different subsets, are shown on the right-hand side.

The shallow reflectors (see box 1 in Fig. A9) are consistently

imaged for a varying amount of phase responses. Hence, the up-

per image (Fig. A9(a)) is already a good estimation of the shallow
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Figure A9. (left) The rayparameter distrubution of a subset of phase re-

sponses and (right) the resulting image using only this subset of phase re-

sponses. The images are obtained using (a) 8, (b) 17, (c) 35 and (d) 69 phase

responses.

reflectivity, despite the fact that less phase responses are used than

what the sampling condition prescribes. This is consistent with re-

sults from Draganov et al. (2006) and can be explained by the non-

hyperbolic shape of undersampling artifacts. Due to this shape, the

sampling artifacts are largely suppressed by the migration process.

The reflectivity at larger depths, though, is heavily distorted by

spurious reflectors which result from SSR. Spurious events due to

SSR exhibit hyperbolic move-out in the shotgather and common-

midpoint domain and are thus not suppressed by the migration.

Since the contributions that result from SSR do not decay with

depth, whereas actual reflections do, the distortions become more

pronounced for larger depths. This explains why the shallow reflec-

tors (see box 1 in Fig. A9) are consistent with a varying amount of

phase responses, whereas deeper reflectors (box 2 and 3 in Fig A9)
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only reveal themselves when larger numbers of phase responses

are used, such that cross terms due to SSR (equation 10) are in-

creasingly suppressed. An example of the spurious contributions

are highlighted in box 4. The apparent reflector in (a) changes phase

in (b) and (c) and almost completely disappears in (d). Considering

that still quite some spurious amplitudes disappear when we use 69

(Fig A9(d)) instead of 35 (Fig A9(c)) phase responses, even more

than 69 would be required to remove all spurious amplitudes.


