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ABSTRACT
Fluorescence-detected multidimensional electronic spectroscopy (fMES) promises high sensitivity compared to conventional approaches and
is an emerging spectroscopic approach toward combining the advantages of MES with the spatial resolution of a microscope. Here, we present
a visible white light continuum-based fMES spectrometer and systematically explore the sensitivity enhancement expected from fluorescence
detection. As a demonstration of sensitivity, we report room temperature two-dimensional coherence maps of vibrational quantum coher-
ences in a laser dye at optical densities of ∼2–3 orders of magnitude lower than conventional approaches. This high sensitivity is enabled by
a combination of biased sampling along the optical coherence time axes and a rapid scan of the pump–probe waiting time T at each sample.
A combination of this approach with acousto-optic phase modulation and phase-sensitive lock-in detection enables measurements of room
temperature vibrational wavepackets even at the lowest ODs. Alternative faster data collection schemes, which are enabled by the flexibility
of choosing a non-uniform undersampled grid in the continuous T scanning approach, are also demonstrated.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0130887

I. INTRODUCTION

Quantum mechanical couplings between overlapping
vibrational-electronic manifolds dictate ultrafast energy and charge
transfer. However, spectral congestion in the condensed phase
can limit mechanistic insights into the origins of such couplings.
Multidimensional electronic spectroscopy (MES) borrows con-
cepts1 from Fourier transform multidimensional nuclear magnetic
resonance (NMR) experiments2 to spectrally decongest femtosec-
ond relaxation dynamics into an evolving two-dimensional (2D)
contour map along the excitation and detection frequency axes. The
resulting 2D spectrum can provide frequency resolution limited
only by the system. Evolving contour map snapshots along the
pump–probe waiting time T, with time resolution limited by the
excitation pulses, are reporters of electronic relaxation, as well as
fluctuating nuclear environments and molecular structures, which
are frozen during a femtosecond excitation. MES has advanced
the understanding of novel ultrafast processes by disentangling
congested dynamics, such as those of polariton, plasmon, and

molecular aggregate states in “plexitons”3 to coherence, energy, or
charge transfer in photosynthetic proteins and whole cells.4

Interferometric detection of a phase-matched signal has sen-
sitivity limitations for scatter prone samples, such as whole cells.5,6

Improvements in experimental techniques,7 such as double chop-
ping and spatially encoded time delays, have enabled scatter sup-
pression to a certain extent. Action-based MES8 is an alternative
approach to MES, which promises high-sensitivity. For example,
recent demonstrations9,10 of action-based MES through the high-
sensitivity detection of photoionization signals have opened a new
paradigm in gas phase spectroscopy and motivate similar explo-
rations in fluorescence-detected MES (fMES). fMES relies on the
detection of fluorescence arising from non-linear wavepacket inter-
ferometry11 to provide facile scatter suppression through optical
filtering.

Demonstrations of fully collinear fMES through 125-step shot-
to-shot phase cycling12 have also led to the isolation of higher order
non-linear signals. Acousto-optic phase modulation (AOPM) based
dynamic phase cycling13 or spatial light modulator (SLM) based
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27-step phase cycling approaches to fMES are well suited for higher
repetition rate broadband light sources and are more desirable for
microscopy applications. Both approaches have demonstrated 2D
coherence map (CM) measurements, which are typically challeng-
ing to measure at room temperature, and also paved way for spatially
resolved fMES in a confocal geometry.14,15 Non-collinear fMES has
also been demonstrated16 by imaging the dynamic population grat-
ing in the sample. The sensitivity of background-free fluorescence
detection to measurements of weak nonlinear signals, such as vibra-
tional coherences, at room temperature is expected to be high but
not yet explored in either case. Parallels in 2DIR have already
demonstrated17 feasible measurements of vibrational couplings in
a 2DIR spectrum at concentrations ∼2× lower than typical upon
fluorescence-encoding of vibrational excitations.

This article explores the sensitivity limits of the AOPM-based
dynamic phase cycling approach to fMES. One way to improve sen-
sitivity is through reductions in data collection time, such as the
recent demonstration18 of rephasing and non-rephasing 2D spec-
tra at a single waiting time T through a rapid stage scan along the
optical coherence axes. This demonstration is especially relevant in
the context of spatially resolved measurements where other fMES
approaches reported8 so far have relied on two orders of magnitude
higher repetition rates. Notably, a combination of white-light con-
tinuum (WLC) based experiments and lower repetition rates makes
such an approach highly desirable but equally more challenging.
Here, we demonstrate ∼2–3 orders of magnitude higher sensitivity
in fMES than conventional MES by considering an alternative rapid
scan approach.

Rapid scan pump–probe experiments and theoretical modeling
from Moon19 have suggested that the rapid-scan approach leads to
a higher signal-to-noise (SNR) ratio for high signal levels. Counter-
intuitively, in the case of weak signals with dominant probe-induced
noise, higher SNR can be achieved with a fast lock-in time constant
compared to rapid scanning (see Figs. 3 and 4 of Ref. 19). This is
made possible by lock-in demodulation, minimizing the probe spec-
tral noise density transferred to the signal. Furthermore, typically
all fMES approaches so far have relied on scanning the delay axis
grid uniformly even though noise fluctuations in data points close
to zero delay affect the signal the most. Motivated by these consid-
erations, we report a visible WLC-based fMES approach that relies
on biased stepwise sampling along the optical coherence axes and
continuous scanning of pump–probe delay (T) instead. The advan-
tages of phase-sensitive lock-in detection in the AOPM approach are
maintained because the T delay is rapidly scanned using a fast lock-
in time constant. A continuous T scanning approach, that is, fine
T sampling implemented here, is especially relevant for detecting
weak coherences in WLC based setups, where light source sta-
bility across the entire bandwidth is typically lower20,21 than that
achievable through optical parametric amplification. Measurements
with fine sampling along T are more robust to laser power drifts
with 1/

√
N improvements, where N is the number of fine sam-

pled T points. Furthermore, rapid scanning allows for more number
of T averages necessary to break spectral and temporal correla-
tions across the WLC bandwidth.22 Additionally, stepwise sampling
along optical coherence axes can be biased toward sampling uniform
signal contours rather than grids. A crucial advantage of continu-
ous T scanning per grid point is the ability to freely optimize the
time window over which the sample is continuously exposed to

light. Together, these innovations allow for unprecedented sensitiv-
ity improvements with the detection of room temperature CMs in a
laser dye at ODs ∼2–3 orders of magnitude lower than conventional
MES approaches, along with signal isolation based on the T quan-
tum beat phase. Our approach of the rapid scan along T and biased
stepwise sampling along optical coherence axes harnesses the full
potential of the AOPM approach through physical undersampling
of optical coherences, is amenable to non-uniform sampling and sig-
nal reconstruction through compressive sensing algorithms,23 and
is relevant for measurements at lower repetition rates or with low
count rate sources, such as entangled photon pairs.24 Substantial
reduction in the sample exposure window also makes the contin-
uous T scanning approach highly desirable for spatially resolved
measurements. The rapid T scanning approach presented here is
well-suited for systems with fast optical dephasing and susceptibil-
ity to photodamage, with more general applications in AOPM-based
coherence-detected25–27 or photocurrent-detected28,29 microscopy
experiments.

II. EXPERIMENT AND METHODS
This section briefly discusses the theoretical background for

the AOPM approach to fMES before describing our experimental
approach. This is followed by a description of the data collection and
analysis procedure.

A. fMES signal and acousto-optic phase
modulation (AOPM)

Cina and Marcus detailed the formalism11,13 for fMES in terms
of non-linear wavepacket interferometry (WPI) experiments, origi-
nally pioneered by Scherer et al.30 This formalism will be described
briefly in the context of the AOPM approach implemented here.

Consider a two-level system with state kets ∣g⟩, ∣e⟩ representing
the two electronic states. The initial state at t = 0 is ∣g⟩. A first-order
light–matter interaction at time t1 results in the time-dependent
state, ∣ψ(1)(t)⟩ = −i

̵h ∫
t

0 eiωe(t−t1)(−μ̂eg ⋅ E⃗(t1))e−iωg t1 dt1, where μ̂ge is
the transition dipole vector from ground state ∣g⟩ to excited state ∣e⟩
and ωg , ωe are the energy of the ground and excited state, respec-
tively. Converting the above equation into a Fourier transform,31

the probability amplitude transferred to the excited state after a
first-order light–matter interaction is i

̵h μ̂eg ⋅ E⃗(ωeg). In a WPI exper-
iment, the probability amplitude arising from different light–matter
interactions interferes to result in modulations of excited state pop-
ulation, recorded as modulating fluorescence signals. For example,
wavepacket interferences between first-order wavepackets, such as
⟨ψ(1)1 ∣ψ

(1)
2 ⟩, lead to fluorescence signals that are linear with exci-

tation intensity and depend on the relative delay between the two
first-order interactions (at times t1 and t2 for E⃗1 and E⃗2, respec-
tively). Note that the parentheses superscript denotes the order of
interaction and the subscript denotes electric field labels. Only inter-
ference between wavepackets arising from different electric fields
depends on the experimentally controllable time delay between their
envelopes. In the same fashion, the non-linear wavepacket over-
laps in fMES arise from interferences13 such as ⟨ψ(3)124 ∣ψ

(1)
3 ⟩ and

⟨ψ(3)134 ∣ψ
(1)
2 ⟩ for ground state bleach (GSB) and excited state emission

(ESE) signals, respectively.
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The total electric field at a time t1 can be written in the fre-
quency domain as E⃗i(ω) = ei(ω)eiϕi(ω)eiωt1 , where the last phase
term arises due to a shift t1 in the time domain. ei(ω) is the real
electric field envelope. The spectral phase is given by ϕi(ω). The
orientationally averaged fluorescence signal ⟨ψ(1)1 ∣ψ

(1)
2 ⟩ can then be

expressed as

⟨ψ(1)1 ∣ψ
(1)
2 ⟩ =

1
3h̵2 e1(ωeg)e2(ωeg)∣μ̂ ge∣

2eiΔϕ21(ωeg)eiωeg t21. (1)

It is assumed that the signal is time-integrated by using a slow detec-
tor. In the semi-classical formulation of Heller and co-workers,32

the above wave packet overlaps can be interpreted as an auto-
correlation function of the excited state wavepacket ∣ψ(1)

(t)⟩ such
that the Fourier transform of this autocorrelation function can be
directly related to the absorption cross section spectrally filtered
by the excitation electric fields. Just like autocorrelation between
first-order wavepackets depends on delay t21, overlaps between non-
linear wavepackets, such as ⟨ψ(3)124 ∣ψ

(1)
3 ⟩ and ⟨ψ(3)134 ∣ψ

(1)
2 ⟩, are three-

point autocorrelation functions and depend on time delays t21, t32,
and t43.

Equation (1) indicates that an optical frequency ωeg is directly
sampled as the time delay t21 is scanned. Furthermore, a spectrally
imbalanced interferometer, for example, due to the spatial chirp
in the acousto-optic modulator (AOM) diffracted pulse, imparts
an extra phase eiΔϕ21(ω), which can distort absorptive spectral line
shapes by mixing real and imaginary parts of the resulting spectra.
In the AOPM approach, each pulse 1–4 is phase modulated by a
radio frequency phase, E⃗i(ω) = ei(ω)eiωti eiϕi(ω)eiΩi.nTR , where TR is
the laser repetition rate and n denotes the nth laser shot. Thus, the
carrier–envelope phase of each arm is dynamically phase cycled at
a unique rate determined by the set radio frequency Ωi. Taking this
into account, the linear fluorescence signal becomes

⟨ψ(1)1 ∣ψ
(1)
2 ⟩ =

1
3h̵2 e1(ωeg)e2(ωeg)∣μ̂ ge∣

2eiΔϕ21(ωeg)eiωeg t21 eiΩ21.nTR , (2)

with phase modulation in individual arms leading to an ampli-
tude modulated signal at frequency Ω21. This modulation frequency
uniquely distinguishes the linear fluorescence signal arising from
two different electric field interactions, against those that arise from
the same electric field. Additionally, a reference signal is generated
by passing the interfering electric fields through a monochromator
set at a frequency ωM . The resulting field autocorrelation signal is
given by

R(ωM , t21) = eR1(ωM)eR2(ωM)eiΔϕR21(ωM)eiωM t21 eiΩ21.nTR. (3)

The spectral phase difference ΔϕR21(ωM) between the reference
electric fields after passing through the monochromator can be
assumed to be negligible. The AOPM approach relies on detect-
ing the wavepacket autocorrelation signal [Eq. (2)] relative to
the optically generated reference [Eq. (3)]. The resulting demod-
ulated lock-in signal, including the in-phase and in-quadrature
components, now modulates as Z(t21) ∼ ei(ωeg−ωM)t21 eiΔϕ21(ωeg). Note
that the imbalanced spectral phase in the interfering electric
fields will mix the absorptive and dispersive line shapes resulting
from Fourier transform along t21. Crucially, the optical frequency

ωeg is now undersampled at (ωeg–ωM) imparting passive phase
stability against fluctuations δt21 in the delay line. In the case of
non-linear WPI, four-wavemixing signal pathways, such as rephas-
ing and non-rephasing signals, can be isolated based on unique
radio frequency combinations, Ω− = (−Ω1 +Ω2) + (Ω3 −Ω4) and
Ω+ = (Ω1 −Ω2) + (Ω3 −Ω4), for rephasing and non-rephasing sig-
nals, respectively. Similar to physical undersampling of linear sig-
nals, optical coherences along the first and third time intervals, t21
and t43, are undersampled as (ωeg–ωR1) and (ωeg–ωR2), respec-
tively, where ωR1,2 are reference optical frequencies set by the
respective interferometer. Note that the four wavemixing signal line
shapes can also be distorted due to the imbalanced spectral phase
∓Δϕ21(ωeg) + Δϕ34(ωeg).

B. Experimental setup
The schematic of the fMES experimental setup is shown in

Fig. 1 and implements the AOPM approach first demonstrated by
Marcus et al.13 Approximately 1 μJ, 300 fs pulses centered at 1040 nm
from a 1 MHz Yb:KGW amplifier are focused into a 8 mm thick
YAG crystal for the generation of white light continuum (WLC).
The WLC is then routed to two pairs of chirped mirrors (CMs, Lay-
ertec 146851) for dispersion precompensation. A total of 34 pairs
of bounces precompensates the expected optical dispersion in the
setup. The pulses are then split by using a 50:50 broadband dielectric
beam splitter (BS, Newport, 10Q20BS.1), and each portion routed to
two different balanced Mach–Zehnder (MZ) interferometers, MZ1
and MZ2. Within each MZ, the time-delayed replicas are tagged with

FIG. 1. Experimental schematic of the fMES spectrometer. Lens (L), chirped
mirror (CM), beam splitter (BS), acousto-optic modulator radio frequency (Ωs),
Mach–Zehnder (MZ) interferometer, monochromator (M), photodiode (PD), beam
dump (BD), shortpass (SP) optical filter, longpass dichroic mirror (DM), reflective
objective (OBJ), sample (S), avalanche photodiode (APD), frequency mixer (FM),
electronic reference (R1 and R2) and fluorescence (FL) signals, and lock-in (LI)
amplifier. The experimentally controllable positive time delays (t21, T , t43) between
the pulses are shown.
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a unique carrier–envelope phase, which is cycled at radio frequen-
cies using acousto-optic modulators (AOMs, I-M080-2.5C10B23-4-
GH85, Gooch and Housego). The phase modulation frequencies of
the four arms are phase-synchronized by controlling them through
a common clock (Novatech 409B) and denoted as Ωi=1−4 in accor-
dance with the pulse labels 1–4. The time ordering of the pulses is
also shown in Fig. 1 along with the corresponding time intervals
t21, t32 or T, and t43. When the split pulses within each interferom-
eter, MZ1 and MZ2, are recombined at BS3 and BS5, respectively,
the resulting pulse amplitudes modulate at the AOM difference fre-
quencies Ω12 and Ω34 for MZ1 and MZ2, respectively. Ωij is defined
as Ωij = Ωi −Ωj. Pulse pairs from each MZ are recombined at BS6
to form the third MZ interferometer such that a collinear pulse
train of four pulses, each with a unique carrier–envelope phase-shift,
originates from BS6 for every laser shot. All time delays between
the collinear pulses resulting after BS6 are controlled by translation
stages (Newport MFA-CC for t21,43 and Newport ILS150CC for T
using the Newport ESP301 stage controller).

As shown in Fig. 1, one of the two output ports of each MZ
is sent through a monochromator. The resulting output pulse of
∼1 nm width is centered at λR1,2 = 635 nm and corresponds to a
full-width at half maximum (FWHM) time envelope of ∼0.6 ps.
This ensures an approximately constant reference amplitude as t21
and t43 time delays are scanned. Before the pulse pairs from MZ1
and MZ2 are recombined, MZ2 (or probe) pulses are both time-
delayed by a waiting time T. The collinear train of four pulses is
passed through a 675 nm shortpass filter (SP, Edmund Optics) and
a 660 nm longpass dichroic filter (DM, Edmund Optics), which
reflects the laser spectrum toward the objective. The reflected spec-
trum is focused onto the sample using a (reverse Cassegrain) reflec-
tive microscope objective (Thorlabs, LMM-40X-P01, NA = 0.5). The
fluorescence collection efficiency of this 0.5 NA microscope objec-
tive including the obscuration is ∼5%. The sample is circulated
through a 100 μm pathlength flow cell (Starna) using a peristaltic
pump (Masterflex) with a sample flow rate of ∼85 ml/min. Sample
stability over the entire data collection time was ensured by com-
paring optical density (OD) and shape of the absorption spectrum
before and after the experiment (Sec. S4). The amplitude modu-
lated fluorescence resulting from the sample, with frequencies Ω−
and Ω+ for rephasing and non-rephasing signal pathways, respec-
tively, is collected in the confocal geometry, transmitted through a
700 nm long pass filter (Edmund Optics), and detected using an
avalanche photodiode (APD, Hamamatsu C12703). The APD out-
put is sent into a lock-in amplifier (Zurich Instruments, HF2LI)
for phase-sensitive detection relative to optically generated reference
signals.

The optically generated reference signals ωR1 and ωR2 modulat-
ing at frequenciesΩ12 andΩ34 are digitized and mixed using a 24-bit
audio signal processor (Analog Devices) to generate mixed reference
signals modulating at frequencies Ω±. The mixed reference signals
are connected as external references to the lock-in amplifier, and the
rephasing and non-rephasing signals are detected in parallel chan-
nels using these references. As described in Sec. II A, such a detection
scheme leads to physical undersampling of the optical frequencies
at a shifted frequency ωeg–ωR such that time intervals sampling
optical coherences, t21 and t43, are less susceptible to mechanical
fluctuations and optical coherences can be undersampled. In the
experiments, the AOM frequencies are set at Ω1 = 80.109 MHz,

Ω2 = 80.107 MHz, Ω3 = 80.005 MHz, and Ω4 = 80.0 MHz through
a common clock such that non-rephasing and rephasing 2D signals
oscillate at 7 kHz (Ω+) and 3 kHz (Ω−), respectively. Modulation
of the resulting nonlinear signal at kHz frequencies partly minimizes
the 1/ f noise. The powers per arm in each of the MZs are balanced
by appropriately setting the AOM amplitudes so that on top of the
microscope, we get an average power of 30 μW (corresponding pulse
energy of 30 pJ) per interferometer.

The laser spectrum measured at the sample position is shown in
Fig. 2(a) (gray shaded area). Shaping the generated WLC using opti-
cal filters in a confocal geometry simplifies spectrum generation but
at the expense of a sloped laser spectrum with a sharp cutoff, as in
our case. Such a spectrum will attenuate blue (high frequency) fea-
tures in the 2D spectrum and the corresponding CM peaks such that
not all CM peaks are expected to be equally intense. When quanti-
tative 2D line shape analysis33 is desirable, the frequency filter effect
of the laser spectrum can be compensated by division, however, at
the expense of increased noise in regions where the laser spectrum is
sloped or of lower intensity.

Widely employed pulse characterization methods, such as
frequency-resolved optical gating (FROG)34,35 and multiphoton
intrapulse interference phase scan (MIIPS),36 rely on second-
harmonic generation (SHG), where sufficient signal-to-noise ratio
(SNR) and SHG bandwidth are for key reliability of pulse com-
pression. In the current case of WLC-based fMES, this becomes
challenging not only due to pJ pulse energies but also due to the
experimentally challenging collection of the broadband UV spec-
trum through a microscope objective typically designed for the vis-
ible or near-infrared. On the other hand, a wide variety of materials
that exhibit two-photon-induced photocurrent have been shown to
yield reliable results,37,38 with maximum peak intensity attained for
a transform-limited pulse. To measure the pulse duration, we used a
pair of pulses from an interferometer and focus on a silicon carbide
two-photon photodiode (SiC, Boston Electronics sg01XL-5ISO90)
using the reflective microscope objective (OBJ) to record the two-
photon autocorrelation signal. The diode was chosen so as to ensure
that the spectral responsivity curve overlaps well with the expected
second harmonic of the laser spectrum. The resulting interferomet-
ric autocorrelation is shown in Fig. 2(b). By Fourier transforming
the autocorrelation trace and numerically filtering out the oscillat-
ing components, we obtain a pulse duration of ∼13 fs at the sample
position [Fig. 2(b), inset]. Note that interferometric autocorrelation
does not characterize the spectral phase. In a highly dispersive setup,
such as here, pulse compression using chirped mirror pairs may
nearly compensate for second order dispersion. However, signifi-
cant third order dispersion is still expected to introduce distortions
in the interferometric autocorrelation, such as increased amplitude
in the wings. Measurements of a vibrational quantum beat of half
period ∼28 fs, presented in Sec. III C, suggest that residual phase
distortions do not significantly affect coherent excitation of such
a beat. We also simulated the autocorrelation trace from the mea-
sured laser spectrum [gray shaded area of Fig. 2(a)], assuming a
transform-limited pulse. From the simulated trace, the obtained
pulse duration is ∼12 fs (Fig. S2). This corresponds to ∼21 fs2

uncompensated second order dispersion, which can stretch the pulse
duration from 12 to 13 fs. The pronounced wings in the autocorre-
lation trace, observed in both the measured and simulated traces,
are explained by the sharp cutoff introduced by optical filters and
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FIG. 2. Pulse characterization. (a) Linear absorption (blue) and fluorescence (red) spectrum of oxazine in ethanol, overlaid with the measured laser spectrum (gray shaded
area). (b) Experimentally measured collinear interferometric autocorrelation (IAC) trace (black) by placing a two-photon SiC photodiode at the objective focus. Fourier filtered
trace of the IAC and fitted with an assumed Gaussian pulse (red, inset), which shows a FWHM pulse duration of ∼13 fs at the sample position. (c) Spot profile measured
at the sample position using a monochrome CMOS sensor. Contours are drawn at the 5% and 10%–100% in 10% intervals. The raw image is shown in Fig. S1(A). A 2D
elliptical Gaussian fit yields FWHM spot sizes of ∼14, 11 μm. The detailed description of the spot size measurement is given in Sec. S1. (d) Spatial chirp measurement.
Normalized contour plot of the laser spectrum collected in 200 μm intervals horizontally across the spot transverse profile before the shortpass filter. Contours are drawn
at the 5% and 10%–100% in 10% intervals for positive or negative contours. Dashed vertical lines are drawn within 60% of the maximum amplitude in the spot transverse
profile. Vertical slices at marked positions are plotted (right panel) to show the variation of the spectrum over the transverse profile.

uncompensated higher-order dispersion. We could not reproduce
the expected 8:1 ratio in the autocorrelation. Experimental measure-
ment of MZ modulation depth (MD) and simulations of interfer-
ometric autocorrelation suggest that imperfect MD (∼80%), likely
arising due to the spatial mode mismatch in the interferometer and
residual angular dispersion and spatial chirp at the objective focus,
can partly account for this reduced ratio. Measurement of a short DC
component of interferometric autocorrelation at the objective focus
suggests that such imperfections are likely not significant compared
to focal spot size. Details of interferometer MD measurement and
corresponding simulations are presented in Sec. S8.

The spot size was characterized at the focus position after the
reverse Cassegrain reflective objective and is shown in Fig. 2(c).
The spot was measured by scanning a monochrome CMOS sen-
sor (pixel resolution 2.08 × 1.95 μm2) across the focus. The average
FWHM focal spot size is ∼12 μm. Note that much smaller spot
sizes could be obtained using glass objectives at the cost of exces-
sive optical dispersion or with reflective objective but at the cost of
obscuring the core of the beam leading to insufficient pulse ener-
gies. Residual angular dispersion and spatial chirp are expected in
broadband setups relying on AOMs, such as the AOPM approach
implemented here. Spatial filtering and AOM double-passing39 have
been suggested27 to compensate for angular dispersion and spatial

chirp almost exactly although at the cost of introducing optical dis-
persion and high power loss in the AOMs. Another way to minimize
angular dispersion with lesser amount of extra optical dispersion and
minimal extra power loss is through the use of lenses immediately
after the AOM in order to prevent angular dispersion in the beam
travel path. A collimation lens immediately after the AOM converts
the angular dispersion into a spatial chirp. We used a 40 cm lens to
softly focus into the AOMs and a 30 cm lens after the second beam
splitter of the MZ for collimation. We choose the focusing lens such
that the Rayleigh range over which the spot doubles is larger than the
AOM crystal length. The collimation lens focal length is determined
by how close it can be kept to the AOMs. Note that the beam split-
ters after the AOM will also introduce further angular dispersion.
The collimation lens compensates for angular dispersion introduced
by the AOMs and the beam splitter after the AOMs (BS3,5) by con-
verting it into spatial chirp. However, the final beam splitter of the
setup (BS6) is also expected to introduce some amount of angular
dispersion, which is not compensated. We have characterized the
spatial chirp in the transverse spot profile before routing it through
the shortpass and dichroic filters and the objective. This is shown in
Fig. 2(d). The spot profile is ∼1.6 mm in diameter, and the full spec-
trum at each point of the profile is measured by scanning a fiber of
core diameter 200 μm (Thorlabs, M25L01) across this profile. The
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fiber coupler was placed on a mechanical translation stage (Thor-
labs, PT1, least count 20 μm), and the spectrum was taken at every
200 μm interval. The spatial chirp at the focus, compared to 12 μm
focal spot size, is further minimized through achromatic focusing
from a reflective objective. Minimization of spatial chirp is expected
to reduce any spectral phase imbalance in the MZ interferometers
such that the imaginary component in the fluorescence excitation
spectrum should be minimized. We confirm this further in Sec. II E.
In the case of sub-micron focal spot sizes, a direct measure of spatial
chirp could be done using plasmonic nanoparticles at the focus.40

C. Data collection scheme
Construction of the fMES dataset requires signal collection

at each time delay along the delay axes (t21, T, t43). Even though
noisy data points near zero delay affect the signal the most, typ-
ically delay scans, at a fixed T, have been done8 by sampling the
optical coherence axes (corresponding to delays t21 and t43) as a
uniform (t21, t43) grid through either stepwise or continuous stage
scanning18 or through a pulse shaper.9 In our case, the central moti-
vation is to minimize sample exposure and simultaneously ensure
that the T axis is least susceptible to laser drifts. When unexpected
experimental interruptions are expected, the “quadratic sampling”
scheme has been suggested41 in the context of the SLM-based phase
cycling approach to fMES. Figure 3(a) explains the alternative data
collection scheme employed here. Stepwise sampling along the opti-
cal coherence axes (t21, t43) is biased toward the sampling delay
points with equivalent time delays, rather than as a uniform raster
scanned grid. This is shown in Fig. 3(a), where data points of the
darker shade are scanned first and data points of the same shade are
scanned consecutively. With this scheme, the data points at which
the signal S(t21, t43) is expected to be the weakest are scanned at
the very end, thus making the measurement less susceptible to long-
term laser drifts. Note that the combination of biased sampling and
rapid T scanning presented here is advantageous when (t21, t43) grid
is small, that is, for samples with fast optical dephasing. However,
for samples with optical linewidths26,28 of only a few meV, the rapid
scan of (t21, t43) delays18,26 for a given T may amount to higher
experimental throughput when T dynamics is not the key feature
of interest.

Following the above biased sampling scheme, the time delays
are scanned stepwise from 0 to 51 fs in steps of 3 fs, which corre-
sponds to a Nyquist frequency of ∼5556 cm−1. The signal level at
t21,43 = 51 fs is already below 5% of the maximum signal, implying
a system limited frequency resolution in the Fourier transformed
2D spectra. Another crucial departure from the existing sampling
schemes is that the pump–probe delay (T) is scanned continuously
from −50 fs to 1 ps with a uniform stage velocity of 20 μm/s, cor-
responding to the 7.5 secs/sweep/t21,43 data point. This minimizes
the continuous sample exposure window substantially compared
to existing approaches to provide a scalable route toward spatially
resolved measurements where reducing the sample exposure win-
dow becomes highly desirable. Signals are digitized at a sampling
rate of 7.2 k samples/sec with a lock-in time constant of 5 ms and a
48 dB/oct filter. With an acceleration of 20 mm/s2, the stage reaches
the set constant velocity in a distance of the order of minimum
incremental resolution of the stage. Scanning from −50 fs allows
us to accurately determine the zero T index by averaging multiple

FIG. 3. (a) Schematic for data collection and processing methodology. t21 and t43
points (shaded dots) are scanned step-wise, with points of same shading scanned
consecutively. For each (t21,43) point, the pump–probe delay T is scanned con-
tinuously at a constant velocity. Multiple sweeps along T scans are averaged first,
followed by binning of averaged (t21,43) data points into ΔT intervals. (b) For each
pump–probe delay T , Fourier transforms along (t43, t21) yield a correlated map
of detection vs excitation frequency. Each pixel of the 2D spectra in the resulting
3D dataset, depicted as the gray oscillatory line, thus, corresponds to a continu-
ous T scan. (c) The pixels are fitted globally with a tri-exponential rate model to
remove the exponential decay background, followed by the Fourier transform of
the residuals to obtain coherence maps along the ωT coherence axis.

t21,43 sweeps. This is described in Sec. II E. The continuous T axis
is then constructed using the T zero index, lock-in sampling rate,
and stage velocity. The constructed T axis and whether the combina-
tion of lock-in time constant, filter, and stage velocity can adequately
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reconstruct T signal kinetics were double checked by overlaying step
scans along T for a fixed (t21, t43) delay with continuous T scans
(Secs. S5 and S6).

In the above scheme, the stage velocity and lock-in settings
(time constant τLI and filter roll-off) together determine the binned
time step (Sec. II D) in the experiment. For example, our choice of
velocity (20 μm/s) and τLI settings (5 ms, 48 dB/oct filter) is such that
the time it takes for the stage to scan a delay of 10 fs corresponds to
the signal settling to >99% of the actual value. Total 4 sweeps along
the increasing T direction are averaged. A slower lock-in time con-
stant or a faster velocity makes T resolution poorer although the
latter also makes the experiment faster and could be done to fur-
ther optimize the experiment and minimize the sample exposure
window. See Sec. S5 for further details.

With the above scheme, the collection of one full 3D dataset
takes ∼40 min with one T sweep per (t21, t43). For the 2DES data
reported in Sec. III, total 4 T sweeps per (t21, t43) are performed.
In comparison, stepwise scans along T at a 1 MHz repetition rate,
with substantially poorer SNR compared to 83 MHz,15 would have
taken ∼1.5 h for one T scan, assuming the same time resolution,
scan range, and stage wait time of 150 ms (lock-in time constant
of 30 ms). Due to the long data collection times with the T axis
being the slowest, step scanning T makes the measurement of weak
coherences along T most susceptible to laser drifts. In the case of
continuous T scanning, reduced data collection time and, therefore,
less susceptibility to laser drifts, multiple sweeps along T, and the
ability to bin multiple T samples to get a well averaged t21,43 data
point (Sec. II D) are expected to contribute to higher SNR. Fine sam-
pling along T has also been suggested5,42,43 to effectively average out
high-frequency noise in the data.

D. Data processing
As shown in Fig. 3(a), multiple sweeps along T are aver-

aged first, followed by binning of averaged T sweep into intervals
ΔT = 10 fs. For a 10 fs step size, a total of ∼540 samples fall within
each T bin as determined by the sampling rate and stage velocity.
These data points are averaged together to form one t21,43 averaged
data point. Overall, the averaging and binning procedure yields a
3D grid of 18 × 18 × 101 time points along t21, t43, and T delay axes,
respectively.

In the AOPM approach implemented here, simultaneous col-
lection of both rephasing and non-rephasing signals, modulating
at unique modulation frequencies, Ω− and Ω+, respectively, is
possible through two parallel lock-in channels referenced to cor-
responding optically generated and digitally mixed frequencies. At
each pump–probe waiting time T, the data are zero-padded up to
64 grid points, prior to the Fourier transform along t21 and t43.
Note that zero-padding up to 2 × 18 number of points is allowed44

by Kramer–Kronig relations and yields a frequency resolution of
∼327 cm−1 along the corresponding ω1,3 axes. Increasing the num-
ber of points from 36 to 64 (nearest power of 2) interpolates the
data without enhancing spectral resolution, which is system limited
due to fast optical dephasing within ∼50 fs. The 2D Fourier trans-
form of the complex dataset yields a correlated map of detection
frequency (Fourier transform of t43 to ω3) vs excitation frequency
(Fourier transform of t21 to ω1) for a given T. Rephasing and non-
rephasing spectra are phased separately and added in the frequency

domain to yield an absorptive 2D spectrum. The phasing procedure
is discussed in Sec. II E.

As depicted in Fig. 3(b), a given pixel in the 2D plot may
have contributions from coherent and incoherent signal pathways
along T. For isolating the coherences in the collected data,
the 3D rephasing dataset is fit globally to a tri-exponential fit,
which removes incoherent exponentially decaying population sig-
nals from the data. The 3D dataset can be fit from T = 0 fs
because the elimination of non-resonant signals and scatter in
fluorescence-detection make early T signals easily accessible in
fMES. The resulting residuals are zero padded from 101 to 256
points along T prior to the Fourier transform although the
expected frequency resolution of ∼16.5 cm−1 along ωT corre-
sponds to only twice the range scanned along T. This results
in a three-dimensional frequency cube S(ω1,ωT ,ω3), shown in
Fig. 3(c) with coherence frequency ±ωT corresponding to T. The
total ωT frequency content in the data is given by the Frobenius

norm defined as F(ωT) = ∣
√

∑i,j∣S(ω1,i,ωT ,ω3,j)∣
2
∣. F(ωT) reports

on the most prominent frequencies in the dataset and the noise
floor of the collected data. For a given coherence frequency ωT ,
plotting the absolute value of the Fourier transformed signal as
∣S(ωτ ,ωt ;ωT)∣ is referred to as a coherence or beating map at
ωT and reports 2D positions of the most prominent quantum
beating amplitudes. With sufficient experimental SNR and phase
stability, further separation of coherent signal pathways contribut-
ing to CMs is possible by starting from the complex rephasing
dataset. The resulting sign of the coherence frequency, ±ωT , is
physically significant and can be used to isolate various ground
and excited state quantum beat pathways.45 This is demonstrated
in Sec. III.

E. Determination of zero delays and phasing
The zero time delays for t21 and t43 optical coherence axes are

determined by collecting the linear fluorescence signal separately for
each interferometer MZ1 and MZ2, where the signals are modu-
lated at the difference AOM frequencies Ω12 and Ω34, respectively.
The respective zero time delay for an interferometer is determined
by the maximum absolute value of the demodulated linear signal
by scanning the respective delay from −60 to +60 fs in 1 fs steps,
with the stage settling time of 200 ms (greater than 5 times the
lock-in time constant). Multiple trials are repeated to determine
an average zero time delay position along each delay axis with an
error bar of ∼0.2 fs, which is within the minimum incremental
delay resolution (0.7 fs) possible with the stage. The T zero delay
is obtained by scanning the fixed arm of each interferometer (arms
2 and 3) with modulation frequency Ω23. Other combinations, for
example, between arms 1-4 and 1-3 and 2-4, were also verified to
yield the same zero T delay. Since the T delay is scanned continu-
ously during 3D dataset collection, the zero delay position obtained
above is only a reference time point for phasing the lock-in sig-
nal, while the T zero delay point needs to be re-determined for the
continuous scan. As discussed in Sec. II C, continuous scans from
−50 fs for each grid point (t21, t43) can be overlaid to determine
an average T = 0 fs position. However, fast optical dephasing along
t21,43 implies that this can be reliably done only for the first few
time delay points [darker shades in Fig. 3(a)]. This is discussed in
Secs. S5 and S6.
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Spectral phase imbalance in the interferometer, for example,
due to the spatial chirp, can lead to residual phase ∓Δϕ21(ω1)

+ Δϕ34(ω3) in the rephasing and non-rephasing signals (Sec. II A).
The residual phase mixes the real and imaginary line shapes to yield
mixed absorptive and dispersive line shapes in the absorptive 2D
spectra. In the case of time-domain fMES implementation discussed
here, interferometer drifts or zero-delay errors in MZ1 and MZ2,
denoted as δt21,34, cause phase drifts ∓Δω1δt21 + Δω2δt34 in rephas-
ing and non-rephasing signals, respectively. Here, Δω1,2 is defined as
ωeg–ωR1,2. The resulting phase drifts also mix real and imaginary line
shapes in the individual channels.

In conventional MES, the total residual spectral phase is
approximated as Δϕ(ω) = ϕo + ωδt + ϕ′′ω2

/2 and can be corrected
in the frequency domain along the detection axis, assuming no
residual phase along the excitation axis. In the AOPM approach,
contributions from both Δϕ21(ω1) and Δϕ34(ω3) are expected. The
arbitrary constant phase due to lock-in detection is set to zero at
the start of the experiment, while ωR1,2 can be chosen to minimize
phase drift contributions. In order to correct fMES spectra for inter-
ferometer imbalance arising from a spatial chirp, Agathangelou et al.
derived18 the residual spectral phase, Δϕ21(ω) and Δϕ34(ω), by col-
lecting the linear fluorescence signals from MZ1 and MZ2 [Eq. (2)
of Sec. II A], respectively. A symmetrically scanned linear fluores-
cence signal is expected to be completely real; hence, a substantial
relative magnitude of the imaginary part would indicate a spectral
imbalance within the interferometer, which can then be corrected.
In our approach, constant phase factors ϕR,NR

o that mix real and
imaginary parts of rephasing and non-rephasing channels phase the
absorptive 2D spectra fairly well for all T, better than <5% imagi-
nary components measured from linear excitation spectra (Fig. S6)
and field autocorrelation (Fig. S7). This is shown in Fig. S6 where
the residual spectral phase derived from the linear signal is found to
be insufficient to correctly phase the 2D spectrum. Uncertainty in
phase characterization of the order of 5% may easily arise because
the particular way of grid scanning introduced here does not allow
us to track real-time interferometer drifts.18,26 Instead, the phase is
characterized prior to the 2D scans and does not account for such
drifts.

III. RESULTS AND DISCUSSION
In this section, we discuss the sensitivity of fMES followed by

an experimental demonstration, which serves as a measure of sen-
sitivity. Following the approach described in Sec. II C, high SNR
detection of 2D spectra down to 2–3 orders of magnitude lower
OD than typical approaches is presented. This is extended one
step further to demonstrate phase-sensitive detection of vibrational
quantum beats in the form of 2D CMs of a laser dye oxazine 720
in ethanol at room temperature. The sample preparation at differ-
ent concentrations, linear absorption, and fluorescence spectra of
oxazine 720 in ethanol are described in Sec. S3.

A. Sensitivity of fMES
In the context of pump–probe measurements, Cho et al.

derived and experimentally verified46,47 expressions for absolute
photon number changes in the probe beam caused by the pump.
These expressions are consistent with the expression48 for the

relaxed 2D spectrum incorporating propagation distortions caused
by the attenuation of excitation pulses and the signal as they travel
through a sample and serve as a useful starting point to think
about the dependence of the fMES signal on the experimental para-
meters. The non-linear fluorescence signal S f for a two-electronic
level system can be simply expressed as

Sf ∼ frepΦ[ρu(x, y, z)δ.NoσgeL][ρr(x, y, z)δ(σge + σeg)]ηdet. (4)

In the above equation, frep is the repetition rate; Φ is the quan-
tum yield, which is assumed to be excitation frequency-independent;
No is the molecular number density in the ground electronic
state; and L is the sample pathlength. Polarization and T lifetime
dependence have been ignored. The simplified equation [Eq. (4)]
assumes approximately transparent samples with no fluorescence re-
absorption, identical pump pulses, and identical probe pulses. Pump
and probe pulses are denoted by subscript “u” and “r,” respectively.
The pump and probe spectrum is assumed to be nearly monochro-
matic with width δ. As in Ref. 47, the first term in the square brackets
arises from the total number of molecules excited by the pump as it
travels through the sample. The term in the second square bracket
arises from the overlap of probe pulse spectrum with the absorp-
tion and emission cross sections. Although the pump and probe
are always fully overlapped in a collinear geometry, an additional
assumption in Eq. (4) is that of constant pump and probe spot
sizes within the sample pathlength such that the entire pathlength
L contributes to the signal. This assumption does not hold when
focusing using a microscope objective and only a smaller region
within L where the fluence is maximum dominantly contributes
to the nonlinear signal. For example, the authors of Ref. 15 dis-
cussed that the majority of the non-linear signal along the axial
direction is generated from within the point spread function (PSF)
created by the objective. This can also be incorporated explicitly in
the fluence ρ(x, y, z) by including the transverse profile dependence
as the beams contract, focus, and expand within the 100 μm sam-
ple pathlength. However, we have checked the validity of the above
assumption. This is shown in Fig. S1. The last factor ηdet in Eq. (4)
represents the overall loss of the time-integrated fluorescence sig-
nal in the detection line, which includes the overlap of the longpass
optical filter with the steady-state fluorescence spectrum of the sam-
ple, fluorescence collection efficiency of the objective, and spectral
responsivity and gain of the APD. White noise and pink (1/ f ) noise
can be minimized through a lock-in frequency filter and averaging
and phase-modulation at high frequencies, respectively. The noise
in data collection at a given modulation frequency also depends
on how the APD gain-dependent noise spectral density49 compares
with the signal size S f . All such noise contributions together deter-
mine the signal-to-noise ratio (SNR) of the experiment. Overall,
Eq. (4) indicates that S f ≈ σOD and that a fair comparison of exper-
imental sensitivity must ensure that frep, Φ, ηdet, fluence ρ, and
absorption cross section σ are comparable. Note that the fluence
per pulse used in our experiment is ∼12 μJ/cm2, corresponding to
a pump excitation probability46 of <1% at the center of the beam
profile.

With above considerations, the signal size is expected to be pro-
portional to OD for ODs ≪ 1. Conventional 2DES measurements
have been conducted at an OD of ∼0.3 where the four wavemixing
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signal maximizes.46,48 Hence, as a first demonstration of the con-
tinuous T scanning approach to fMES, we present the absorptive
2DES spectra at ODs ∼2–3 orders of magnitude lower than what is
typical.

B. 2D spectra vs sample OD
Oxazine 720 (also known as Oxazine 170) is a laser dye in the

oxazine family commonly used as a near-IR fluorescent probe for
bio-imaging applications. Oxazines are derived from xanthenes by
replacing the central carbon with a nitrogen atom, which, unlike
the central carbon, participates in π-conjugation, resulting in an
∼100 nm red-shift of the S0 → S1 transition. Oxazine 720 has a
fluorescence quantum yield50 of ∼0.53 in ethanol with absorption
and fluorescence peaks located at 627 and 641 nm, respectively
[Fig. 2(a)]. The blue shoulder in the absorption spectrum is expected
to be a Franck–Condon (FC) progression.51 Oxazine 720 is also
known to exhibit solvatochromism, with Stokes’ shift increasing
with solvent polarity. In polar solvents, such as methanol, the ion-
pair in oxazine 720 breaks and the cationic skeleton is expected
to be less rigid although Condon approximation seems to hold.52

It is reported53 that upon photoexcitation, the permanent dipole
moment of oxazine 720 increases substantially in the excited state.
The author of Ref. 51 also reported the increased strength of
solute–solvent H-bonding upon electronic excitation. Thus, rich
photoinduced solvation dynamics is expected for this laser dye and
will be a subject of future investigations in our group. Figure 4 shows
the experimentally measured absorptive fMES 2D spectra for repre-
sentative pump–probe delays T = 0, 100, 1000 fs. The three rows in
Fig. 4 compare the room temperature 2D spectra at three different

FIG. 4. Real absorptive two-dimensional electronic spectra of oxazine 720 in
ethanol in a 100 μm pathlength flow cell at the pump–probe waiting times
T = 0 fs, T = 100 fs, and T = 1 ps. The sample OD is (top row) 96 mOD, (middle
row) 9.5 mOD, and (bottom row) 1.4 mOD. Contours are drawn at the 5% and
10%–100% in 10% intervals for both positive or negative contours.

sample ODs ranging from ∼1 to 100 mOD. In terms of experimen-
tal parameters, the three datasets only differ in terms of sample OD
and the APD gain, ignoring the day to day variations in experimen-
tal conditions. Rich solvation dynamics is evident in the 2D spectra
with the rapid loss of frequency correlation and red-shifted detec-
tion frequency (Stokes’ shift) seen within ∼1 ps. The 2D spectra and
features associated with solvation dynamics are consistent to within
∼10% contour across the range of ODs measured, indicating the
high-sensitivity of detection at ODs ∼300× lower than what is typical
in 2DES.

Starting with ∼0.3–0.4 sample OD optimized46,48 for a max-
imum signal size, pump–probe measurements have routinely
reported signal amplitudes of ∼10 mOD. An optimized pump–probe
spectrometer with a parallel reference spectrograph and shot-to-shot
detection has reported21,54 noise baselines of the order of 1 mOD
(10−3). Compared to these earlier works, measurements of consis-
tent 2D spectra and solvation dynamics reported here are significant
because the starting sample OD is as low as ∼1 mOD. Recently,
Tokmakoff and co-workers have also reported 2DIR spectra at con-
centrations ∼1/2 of typical, where the sensitivity enhancement is
achieved by encoding mid-IR transitions as electronic excitations
and detecting the resulting fluorescence.17

C. Coherence maps vs sample OD
Amplitude modulations resulting from intramolecular vibra-

tional wavepackets at room temperature are typically only a few
percent of the incoherent population. For example, a FC displace-
ment of half the zero-point amplitude results in a 2D oscilla-
tion amplitude55 of ∼12.5% of the maximum 2D signal expected
from a monomer. 2D CMs can isolate56 excited state wavepackets
based on a quantum beat phase along T. However, this requires
high SNR detection of vibrational wavepackets at room tempera-
ture. This becomes especially challenging with a WLC based setup
where 5% RMS spectral fluctuations across the entire spectral band-
width are typical22,54,57 compared to light sources based on multi-
stage optical parametric amplifiers (OPAs) operating in the satu-
ration regime.58 Thus, a further demonstration of the sensitivity
of fMES would be a measurement of CMs from weak vibrational
wavepackets along with the quantum beat phase at the lowest
sample ODs.

Conventional 2DES experiments59,60 on the oxazine family of
dyes have reported a prominent intramolecular Raman-active mode
around ∼586 cm−1, associated with in-plane bending motion of the
phenyl ring. Turner et al. also implicated61 this mode as the coupling
mode responsible for coherent surface crossing mediated by a coni-
cal intersection in the related laser dye cresyl violet. Their quantum-
chemical computations62 suggest that the prominent vibrational
mode of ∼586 cm−1 exhibits a much larger Huang–Rhys (HR) factor
of ∼0.28 than other modes present in the system. The 2DES vibra-
tional wavepacket modulation from this HR factor is expected to
be only ∼1/3 of the incoherent population background. In compari-
son, for an acene family of molecules, such as pentacene, HR factors
>1 are typical, leading to facile detection of dominant vibrational
wavepackets at room temperature.63

Figure 5 compares real rephasing CMs and the associated SNR
for measurements on oxazine 720 with sample ODs ranging from ∼1
to 100 mOD. As mentioned in Sec. III B, only APD gain is changed
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FIG. 5. (a) Real rephasing coherence maps (CMs) for ωT = 586 cm−1 measured
with a sample OD of 96 mOD (left) and 9.5 mOD (right). The diagonal line in
the CMs corresponds to the 2D diagonal, and the dashed lines are separated
by one quantum of ωT vibration (586 cm−1). Contours are drawn at the 5% and
10%–100% in 10% intervals. The CMs are normalized to their corresponding max-
ima. Red squares are drawn around the maximum amplitude of the map, and
the gray squares are drawn at a position of almost two vibrational quanta away
from the red squares. (b) Frobenius spectra are calculated over the above red
(signal) and gray (noise) areas of (left) 96 mOD and (right) 9.5 mOD CMs. (c)
Real rephasing CM for ωT = 586 cm−1 measured with a sample OD of 1.4 mOD.
The corresponding Frobenius spectra are shown in (d). (e) Complex rephasing
CM +ωT (top) and −ωT (bottom) for the vibrational frequency of 586 cm−1 mea-
sured at a sample OD of 1.4 mOD. ±ωT maps are normalized with respect to the
common maxima of two maps.

between the experiments, while the number of T averages is the
same between the scans. The experimental CMs of the most promi-
nent vibrational mode at ωT = 586 cm−1 are shown in Fig. 5(a). The
maximum CM amplitude for a given OD also corresponds to the

maximum amplitude coordinate in the respective 2DES spectrum at
T = 0 fs. We also observe that the maximum CM amplitude is ∼ 1/4
of the maximum 2D amplitude (see Table S1). This suggests that the
FC displacement of the 586 cm−1 mode may be smaller for oxazine
720 in ethanol than that for cresyl violet as reported by Turner et al.62

The CM amplitude positions are approximately consistent with a
displaced harmonic oscillator model of one vibrational frequency
mode at 586 cm−1.

As shown in Fig. 5(c), the CM features for the lowest sample
OD (∼1 mOD) are fairly consistent (to within ∼20%) with those of
the highest OD. Variations in the blue shoulder of the laser spec-
trum across different datasets can cause variations in the amplitude
of off-diagonal higher frequency CM peaks. Figures 5(b) and 5(d)
show the SNR analysis for each of the CMs collected across differ-
ent sample ODs by evaluating the Frobenius norm over the main
CM amplitude region and a noisy region where no CM amplitude is
expected. Both regions are marked as squares in Fig. 5 and consis-
tent across the three cases. It is seen that the SNR of ∼8.5 for ∼100
and ∼10 mOD cases does not deteriorate, whereas for the case of
∼1 mOD, the SNR deteriorates to ∼5.5. The noise floor deterioration
at the lowest sample OD may be expected due to a larger APD gain,49

degrading the spectral noise floor.
In a real rephasing, CM vibrational wavepackets from both

excited and ground states contribute at the diagonal peak such that
the diagonal CM amplitude represents the sum of both pathways,
which can be separated based on the quantum beat phase alongωT .64

Figure 5(e) isolates excited state contributions by plotting rephas-
ing 2D CMs at ±ωT = 586 cm−1 for the lowest sample OD. The
location of the peak positions can be explained64 through Feyn-
man pathways considering a displaced harmonic oscillator model
such that +ωT contributions are expected to arise only from the
excited state vibrational quantum beats. Although the individual
CM peak contributions are merged together, diagonal contribu-
tions seem more prominent compared to other 2D locations. The
resulting ±ωT CMs suggest that an SNR of ∼5.5 is good enough
for isolating excited state (+ωT) contributions with a respectable
SNR. Overall, consistent CM measurements at ODs 2–3 orders
of magnitude lesser than typical demonstrate the sensitivity limits
of the approach implemented here. It should also be pointed out
that even though the measurement sensitivity reported here is high
enough to yield an SNR of 5.5 for the most prominent mode at
ODs 2–3 orders of magnitude lower than typical, only one promi-
nent mode is consistently seen in the experiments, suggesting overall
sensitivity limitations in constructing the ωT dimension despite
T averaging.

More number of T sweeps is expected to improve the SNR for
the case of ∼1 mOD although at the cost of increased experimental
time. Instead, a significantly faster experiment, similar to a spectrally
resolved pump–probe (SRPP) experiment,31 can be performed by
fixing t21 = 0 fs. The rest of the parameters are exactly the same as in
Sec. II C. A related fluorescence-detected pump–probe (fPP) exper-
iment has been recently reported by Maly and Brixner.65 Although
excitation frequency information is not available in a pump–probe
experiment, high-sensitivity detection of coherent wavepackets at
the lowest ODs, collection of both rephasing and non-rephasing
channels, and isolation of pathways based on a quantum beat phase
are still possible in the AOPM approach to fPP, taking it beyond con-
ventional pump–probe spectroscopy. A pump–probe delay T was
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FIG. 6. (a) Normalized real rephasing spectrally resolved pump–probe (SRPP)
data for a 1.4 mOD sample of oxazine 720 at room temperature averaged over
8 T sweeps. Contour lines are drawn at the 5% and 10%–100% in 10% inter-
vals for both positive or negative contours. (b) Frobenius spectra were calculated
over red and gray regions marked in (a). The prominent vibrational frequency at
ωT = 586 cm−1 was also seen in the 2D CMs. A horizontal dashed line is drawn
at ∼30% of the maxima value of the Frobenius spectrum to denote the average
noise floor. (c) Normalized absolute squared Fourier transform map of the SRPP
data obtained after a three-exponential global fit of the population kinetics. Here,
the contours are drawn from 30% to 90% in steps of 10% and 90%–100% in 2%
intervals. A vertical dashed line marked at ωT = 586 cm−1 shows the prominent
vibrational frequency. The central dashed horizontal line is drawn at a position cor-
responding to the 2D CM maximum, and the other two lines are drawn at one
vibrational quantum above and below the main peak.

scanned continuously from 0 to 1 ps, with multiple sweeps for each
t43 delay. The t43 delay was scanned from of 0 to 51 fs in steps of 3 fs.
One (T, t43) scan now takes only ∼2.3 min compared to 40 min in
the 3D scan. The resulting 2D dataset is then Fourier transformed
along the t43 axis to yield the detection axis (ω3). The final SRPP
spectrum for the rephasing pathways is shown in Fig. 6(a) where
a total of 8 T sweeps per t43 time point were performed for the
reported SNR. Polar solvation dynamics evident from changing 2D
line shapes (Fig. 4) is seen as an ultrafast red-shift along the detec-
tion axis in Fig. 6(a). Similar to the 3D scan, a three-exponential
global fit of the data and the Fourier transform of residuals yield

a 2D map (ω3, ωT), shown in Fig. 6(c). The corresponding Frobe-
nius map [Fig. 6(b)] calculated over the frequency range within
red lines in Fig. 6(a) shows the prominent coherence frequency
ωT = 586 cm−1, consistent with the 2D CMs (Fig. 5). Similar to
Fig. 5(b), the Frobenius norm is compared with the noise floor
calculated over frequencies marked by gray lines in Fig. 6(a), result-
ing in SNR comparable to the 2D CMs but with a significantly
faster experiment. The corresponding (ωT ,ω3) map in Fig. 6(c)
shows the location of the 586 cm−1 mode (vertical dashed line).
The location of the main 2D CM peak amplitude [Fig. 5(c)], shown
as the dashed horizontal line, is consistent with the correspond-
ing peak location in the SRPP spectrum. Faint amplitudes are seen
one vibrational quanta above and below the main peak although
with magnitude comparable to the noise floor. The SRPP spectrum
demonstrates SNR comparable to 2D CMs but with a significantly
improved experimental time. The flexibility of the continuous T
scanning approach also allows for more averages, faster scan veloc-
ity, the ability to isolate signals based on the T quantum beat phase,
and reconstructing the ω1 axis as well, suggesting that a slower 2D
CM experiment may not be that advantageous overall.

D. Compressive sensing enables faster experiment
A comparison between SRPP and 2D experiments for the

case of 1 mOD (Fig. 6) suggests that the AOPM approach to
fPP for reconstructing ω1 or ω3 dimensions separately with sig-
nificantly faster data collection time may be an effective strategy
to improve sensitivity for the lowest ODs. To further pursue this
strategy or when 2D CMs are desirable, reduction in the (t21, t43)

grid is required even after optimizing T sweep parameters. As an
exploratory approach, which rests on the flexibility of continuous
T scanning, we extend the idea of biased sampling of uniform sig-
nal contours in the (t21, t43) time grid (Sec. II C) to non-uniform
sampling. Instead of sampling a uniform grid, we apply a biased
exponential sampling (ES) scheme where the separation between the
sampled data points increases exponentially with the delay. The ES
points are derived using the equation PN = α.eβ.N

− c, where PN are
the sampled points and N is the index number corresponding to each
sampled point and constants α = 1.9, β = 0.223, and c = 2 are opti-
mized for the particular system studied here. A schematic of this ES
grid is shown in Fig. 7(a). For comparison, a 52 × 52 grid (with 1 fs
time steps) is overlaid in the background. Such a grid is only sampled

FIG. 7. (a) Exponential sampling (ES) scheme applied on a 52 × 52 dense uniform grid leads to only the 15 × 15 number of points with maximum sampling frequency in
the regions where the signal is maximum. The experimentally measured time domain signal for the dense uniform grid is shown as 10% contours in the background. (b)
Absorptive 2DES spectra measured at a sample OD of 1.4 mOD reconstructed using a 15 × 15 ES sampled grid at a pump–probe waiting time T of 0 fs, 100 fs, and 1 ps.
Contours are drawn at the 5% and 10%–100% in 10% intervals for positive or negative contours.
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at the 15 × 15 number of points in the ES scheme, which amounts to
a 91% reduction in experimental data collection time.

Reconstruction of a uniform frequency grid starting from non-
uniformly sampled time-domain data is, in principle, guaranteed
due to the linearity of Fourier transformation. Starting with N ES
points, one can write the Fourier transformation from PN to FK as
PN = [iFT]N×K FK , where FK is defined in the frequency domain and
[iFT]N×K is the inverse Fourier transformation matrix. Such a trans-
formation can be found using compressive sensing (CS) algorithms
by minimizing the l1 norm of FK . One such method, the spectral pro-
jected gradient approach, SPGL1,66 was employed by Marcus and
Aspuru-Guzik et al.23 to reconstruct 2D spectra of rubidium vapor
by collecting a dense grid and then non-uniformly sampling the grid
to reconstruct the spectrum obtained with the full grid. A similar
approach has been demonstrated by Pullerits et al.67

As a departure from previous approaches, we have used the ES
scheme and collected the 15 × 15 grid from an independent exper-
iment conducted on a different day such that the uniform and
non-uniform data points do not share correlations. In our expe-
rience, deriving data points from a denser grid tends to maintain
correlations better, leading to a much improved reconstruction.
However, such an approach does not translate to an actual reduction
in experimental data collection time, which in going from 18 × 18 to
15 × 15 grid is nearly 1/3rd in our approach. The resulting absorptive
2D spectra, with both frequency axes reconstructed using the SPGL1
algorithm applied on the 15 × 15 ES grid, are shown in Fig. 7(b). The
sample OD was 1.4 mOD, with equivalent 2D spectra collected from
a uniformly sampled 18 × 18 grid shown in Fig. 4 (bottom panel). 2D
peak shifts of the order of ω1,3 resolution are evident although fea-
tures associated with solvation dynamics, such as loss of frequency
correlations, and associated changes in 2D line shapes and detec-
tion frequency are captured to within the 10%–20% contour level.
This is significant in light of the 1/3rd reduction in data collection
time for starting sample OD 2–3 orders of magnitude lesser than
typical.

A combination of physical undersampling in the AOPM
approach and the flexibility of choosing (t21, t43) grid points in the
continuous T scanning approach may be promising for spatially
resolved fMES measurements. However, further checks such as sys-
tematic characterization of the effect of the sampling grid on 2D
line shape reconstruction and robustness to noise sources arising
from interferometer instabilities, laser drifts, and sample photo-
damage are required before such applications can be made reliable.
Compared to several other implementations7 of conventional 2DES,
fMES is a slow time-domain experiment due to the requirement
of sampling all the three time delays. Although CS applications in
fMES have been quite sparse,23,67 our proof-of-concept demonstra-
tion suggests that this could be an interesting avenue to explore
further, especially for low-photon number light sources, such as
entangled photon pairs.24

IV. CONCLUSIONS
We have presented a visible WLC-based fMES spectrome-

ter that combines the advantages of physical undersampling and
phase-sensitive lock-in detection in the AOPM approach with rapid
scanning of the pump–probe delay. Absorptive 2DES spectra and
associated polar solvation dynamics features are consistent across

a range of ∼1–100 mOD, where the lowest sample ODs are ∼2–3
orders of magnitude lower than that reported in conventional 2DES
approaches. As a measure of sensitivity, suppression of 1/ f laser
noise due to lock-in detection with a fast time-constant and the
increased number of T averages enabled by rapid scanning allow
us to consistently measure coherent vibrational wavepackets even
at the lowest sample ODs. This is especially significant for the mea-
surement of weak signals with dominant probe noise,19 where ∼5%
RMS spectral fluctuations across the entire visible WLC bandwidth
are typical.21,22,54 We have also demonstrated a significantly faster
1D experiment with only detection frequency information but with
features such as isolation of rephasing and non-rephasing path-
ways along with quantum beat phase information, not available in
conventional pump–probe spectroscopy. A faster experiment with
increased T averaging can further improve the SNR at the low-
est sample ODs, can provide excitation and detection frequency
information separately, and still provide signal pathway isolation
similar68 to that available in a significantly slower 2D CM experi-
ment. Note that a reduction in T scan time is also dependent on the
vibrational frequency being sampled, with further room available for
a faster T scan velocity.

A continuous pump–probe delay scan per (t21, t43) point offers
certain distinct advantages, such as a minimized sample exposure
window relevant for spatially resolved measurements on samples
susceptible to photo-bleaching; fine T sampling for effective aver-
aging of high-frequency noise, such as sample scatter in the case
of conventional 2DES on photosynthetic cells;5,42 and the ability
to choose (t21, t43) time points. The latter feature leverages phys-
ical undersampling possible in the AOPM approach and has also
allowed us to explore further reductions in experimental time.
An exponential sampling scheme biased toward (t21, t43) points
where the signal is maximum allows for 1/3rd reduction in data
collection time. 2DES spectra reconstructed through compressive
sensing show features that are roughly consistent with uniformly
sampled spectra, motivating further applications of CS in fMES.
Recent demonstration69 of fMES for the detection of phonon
wavepackets in single-layer MoSe2 at room temperature has been
quite promising. The advantages of the rapid T scanning approach
for high-sensitivity spatially resolved measurements, at lower rep-
etition rates and minimized sample exposure, suggest promis-
ing future applications in both action- and coherence-detected
microscopies.

SUPPLEMENTARY MATERIAL

See the supplementary material for the details of spot size
determination at the sample position, simulation of the two photon
autocorrelation signal using an experimental laser spectrum, sample
preparation, sample stability over experimental time, pump–probe
continuous scan parameters, T zero delay determination, phasing
of 2D spectra, field autocorrelation, and fringe modulation depth
measurement.
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Jansen, T. Mančal, R. J. D. Miller, J. P. Ogilvie, V. I. Prokhorenko, T. Renger, H. S.
Tan, R. Tempelaar, M. Thorwart, E. Thyrhaug, S. Westenhoff, and D. Zigmantas,
“Quantum biology revisited,” Sci. Adv. 6(14), eaaz4888 (2020).
5P. D. Dahlberg, A. F. Fidler, J. R. Caram, P. D. Long, and G. S. Engel, “Energy
transfer observed in live cells using two-dimensional electronic spectroscopy,”
J. Phys. Chem. Lett. 4(21), 3636–3640 (2013).
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