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Abstract The mechanical behavior of solids in combined

high-temperature and vibratory environments, such as those

experienced during hypersonic flight, are historically not well

explored. In this work on Hastelloy-X plates, elevated temper-

atures were achieved by induction heating and periodic vibra-

tory loading was applied using a shaker. Surface displace-

ments and strains were measured using stereo digital image

correlation (DIC) in the blue spectrum to alleviate issues as-

sociated with thermal radiation. Through the use of image

decomposition techniques the resultant high-quality experi-

mental data were used to validate numerical simulations of

combined thermoacoustic loading. The simulations were

based on the deformed shape and the corresponding tempera-

ture distributions measured experimentally as well as taking

into account the thermal dependence of Hastelloy-X mechan-

ical properties.

Keywords Stereodigital imagecorrelation .Hightemperature

measurement . Thermo-acoustic loading . Induction heating .
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Introduction

Digital image correlation (DIC) is a versatile measurement

technique, capable of obtaining full-field displacements and

strains at a range of length scales, temperatures, and loading

rates. Motivated by the increasing interest in applications in-

volving significant thermal effects, such as aero-engines,

spacecraft re-entry, aircraft hypersonic flight, and nuclear

power applications, recent efforts have extended the upper

temperature limit of the DIC technique by the use of optical

bandpass filters and narrow band lighting, which reduces the

influence of light radiated by the specimen at high tempera-

tures [1–6]. Grant et al. demonstrated this approach for high-

temperature DIC by using blue light along with blue range

bandpass filters to measure the coefficient of thermal expan-

sion of RR1000 (a nickel-based alloy) at temperatures up to

1000 °C with two-dimensional (2D)-DIC [1]. Using a similar

method, Novak and Zok demonstrated the blue-filtering tech-

nique on a C/SiC composite at temperatures up to 1500 °C [2].

Later, Chen et al. and Pan et al. applied the blue-filtering

technique to stereo-DIC – in which two cameras are used to

make three-dimensional (3D) measurements – at temperatures

up to 1100 and 1200 °C, respectively [3, 4]. Most recently,

Berke and Lambros showed that the temperature range can

be extended even further by using ultraviolet lighting and

optics, which operate at an even shorter wavelength than

blue light [6].

However, in many of the high temperatures applications

mentioned above (aero-engines, spacecraft re-entry, hyperson-

ic flight) it is the coupled effects of thermal and mechanical

loading, often at high frequencies, that provide an extreme

operating environment which can critically affect structural

performance and cause failure by the interaction of coupled,

non-linear, failure modes that are otherwise not present [7].

Specifically, the combined high-temperature and vibration
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environment, as is experienced by aircraft during hypersonic

flight and which is of interest to this study, is historically not

well explored. It is only recently that dynamic experiments

have been attempted at high temperature. Abotula et al. used

a pair of high-speed cameras to capture the deformation of

Hastelloy (a nickel-based superalloy) samples at temperatures

up to 900 °C under shock wave loading [8]. To illuminate their

specimens, Abotula et al. [8] used a 450 nm filter with a full

width at half maximum (FWHM) of 40 nm and a transmission

efficiency of 45 %, which significantly reduced the amount of

light reaching the camera sensors – potentially a critical draw-

back in high-speed imaging applications which require limited

image exposure times. To overcome this limit, they used a

high energy flash lamp which delivered 220 kW to the spec-

imen for 5 ms. In another high-speed study, Vautrot et al. used

a 500 frames per second (fps) camera to study the plastic

deformation of high-carbon steels at up to 720 °C under strain

rates ranging between 10−3/s to 400/s using a split Hopkinson

pressure bar [9]. They used amuch broader filter which passed

the entire 400–700 nm visible wavelength range while screen-

ing out infrared, and were able to conduct their tests using a

lighting system of white light LEDs.

Thus it is clear that although there is an increasing need to

characterize materials and structures under extreme combined

thermal and mechanical loading environments, there is a

lack of such experimental studies. Consequently, thermo-

mechanically coupled phenomena are not well understood

and predictive models in these extreme environments are

sometimes inaccurate. The present study seeks to address

the lack of such experimental data and aims to,

(i) develop procedures to obtain high quality experimental

data suitable for validation of numerical results in a com-

bined thermal and mechanical/vibratory environment,

(ii) study the influence of elevated temperature on the

vibratory response of a metallic plate, and specifically

investigate the (potential) change of resonant modes/

frequencies at elevated temperatures above room tem-

perature, and

(iii) quantify the (potential) discrepancies between full-field

experimental measurements and their counterpart

numerical simulations.

To achieve these goals, thermo-vibratory loading condi-

tions are combined on a thin plate of a nickel-based superalloy

using magnetic induction for heating and a mechanical shaker

for resonant vibratory loading. Combined high-temperature/

vibration experimental measurements are based on the optical

technique of stereo-DIC that measures the full-field surface

displacements and strains of the plate. A companion compu-

tational model is also used to perform a modal analysis by

assuming an elastic plate but allowing for the variation in

elastic properties with temperature. Resonant modes are then

compared between experiments and modeling using an

image decomposition technique involving 2D Tchebichef

polynomials.

Experimental Methods

Experiments were conducted on 120×80×1 mm plates of

Hastelloy-X, a nickel-based superalloy, purchased from

American Special Metals Inc. [Miami, FL, USA]. A 5 mm

diameter hole was drilled through the center of the plate for

attaching one end of a threaded stinger rod to the plate while

attaching the other end to a mechanical shaker. The front sur-

face of the plate was speckled using high temperature refrac-

tory paints purchased from Aremco [Valley Cottage, NY,

USA]. To help the paints adhere, the plate’s surface was pre-

oxidized in a box furnace by heating the specimen to 800 °C

(i.e. higher than the expected maximum in the experiments

and below the heat treatment temperature duringmanufacture)

and maintaining the temperature for a dwell time of about

20 min before cooling. The now-oxidized front surface was

then speckled white with Pyropaint 634-ZO, which has a

maximum temperature rating of 1800 °C. The white paint

was cured at room temperature for 2 h and at 100 °C for

2 h as described in the manufacturer’s curing instructions.

The surface was then additionally speckled with a random

black speckle pattern, to provide contrast, using Hi-E Coat

840-CM, which has a maximum temperature rating of

1371 °C. The black paint was cured for 1 h at room

temperature, followed by 30 min at 100 °C and 1 h at

260 °C as described by the manufacturer’s instructions.

The heating and cooling rates for all thermal cycles during

paint application were about 20 °C/min.

The center of the plate was secured to one end of the

threaded stinger rod by tightening a pair of nuts at the front

and back of the plate. The stinger provided the sole support for

the plate (i.e., there were no strings or wires attached to the

plate). An image of the speckled surface is provided in Fig. 1,

with the nut visible in the center of the plate. The other end of

the rod was attached to a mechanical shaker which was used to

vibrate the plate in a direction perpendicular to the plate’s

surface (i.e., along the length of the stinger). A schematic of

the experimental apparatus which includes the plate/rod/shak-

er assembly is given in Fig. 2.

The plate was heated by magnetic induction using a

pancake-type coil [10]. The coil was positioned behind the

plate so as not to obstruct image capture of the front surface

of the plate. An opening was included in the center of the

coil for the stinger rod to connect to the specimen without

either the rod or the specimen coming into contact with

the coil. The temperature was monitored using a single K-

type thermocouple bonded to the back of the plate at the

position where the threaded rod was attached. Like the
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rod, the thermocouple wire also passed through the center

of the coil without contacting the coil.

Heating of the initially nominally flat plate by the induction

coil was heterogeneous both in plane and through-thickness,

resulting in significant out-of-plane deformation. In addition,

the particular temperature distribution, and consequently the

resulting out-of-plane displacement, is unique to each plate

tested since placement and geometry of coil and sample can-

not guarantee identical conditions each time. Therefore both

had to be measured at the start of each experiment. The shape

of the plate was measured from stereo image pairs collected

before and after heating using Vic-3D, a commercially avail-

able stereo-DIC algorithm fromCorrelated Solutions Inc. [Co-

lumbia, SC, USA]. A typical set of measurements for the front

surface of the plate before and after heating are plotted in

Fig. 3. This measurement determined the starting geometry

prior to the application of vibratory loading. Note that in any

realistic application of a non-uniformly heated thin plate, the

starting state prior to vibratory loading will be a curved shape

(Fig. 3(b)), even if the initial room temperature configuration

is flat. However, note also that there is some small curvature

even in the nominally flat plate at room temperature (Fig. 3(a))

although it is a order of magnitude less than for the heated

plate (note different scales in Fig. 3(a) and (b)).

The measured deformed shape was used to estimate the in-

plane temperature distribution across the front surface of the

plate. This was accomplished by (1) taking the static images of

the speckled surface before and after heating, (2) calculating

the thermal strains from these images, and (3) dividing the

thermal strains by the temperature-dependent coefficient of

thermal expansion (CTE) of Hastelloy-X provided by the

manufacturer [11] and which was assumed to be isotropic

and constant through the thickness of the plate. The resultant

estimated temperature distribution, which is shown in Fig. 4

for the curved plate from Fig. 3(b), is non-uniform due to the

irregular shape and spacing of the induction coil. It has a

maximum estimated temperature of around 600 °C occurring

at the bottom edge of the plate, in this case. There is a hole in

the center of the contour plot of Fig. 4 because of the exclusion

of the attachment nut from the DIC calculations.

To apply vibration loads, a sine wave voltage was supplied

to the shaker using a function generator (see Fig. 2, compo-

nents 1 and 4). The out-of-plane displacement of the plate was

monitored from the front using a laser vibrometer connected

to an oscilloscope (Fig. 2, components 11 and 12). Resonant

frequencies were then found by adjusting the sine wave over a

range of frequencies until a local maximum in the amplitude

of the displacement was observed. A total of 9 resonant fre-

quencies were observed at room temperature, and another 9

were observed at high temperature. The form of the modal

shapes implied that the same location could not be used to

find all of the resonant frequencies.Most resonant modes were

identified by monitoring the top left corner of the plate. How-

ever, modes 5 and 7, which had near zero displacement at the

corners, were identified by monitoring the middle of the left

edge of the plate. In addition, the velocity data in Fig. 5 were

obtained at the center of the plate by pointing the laser at the

attachment nut once the resonant mode had been established

in each case. Data shown in Fig. 5 are as-recorded raw data

and some local spikes seen in some signals are likely from

much higher frequency electrical noise and do not interfere

with the measurement of the resonant frequency in each case.

For each of the resonant frequencies, a series of stereo

images were taken using a pair of 1024×1024 pixel CCD

cameras [Prosilica GX1050, Allied Vision Technologies

GmbH, Stradtroda, Germany] and 50 mm lenses with blue-

range bandpass optical filters [BP470, Midwest Optical, Pal-

atine, IL, USA] resulting in an average magnification of

0.13mm/pixel. The cameras were triggered using the Fulcrum

module of the Vic-Snap image acquisition software provided

Fig. 1 The speckled surface of the 120×80×1 mm plate specimen, with

the attachment nut visible in the center of the plate

Fig. 2 Schematic of experimental setup
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by Correlated Solutions Inc. [Columbia, SC, USA]. To pre-

vent motion blur, the blue LED ring lights were lit as brightly

as possible and the exposure time for the cameras was set as

low as possible. The minimum exposure time of the cameras

was 10 microseconds. The maximum frame rate of the cam-

eras was 112 fps, which was much slower than the oscillation

of the plate. To correct for the slower frame rate, the Fulcrum

software uses phase-locking to time image acquisition such

that images taken from successive periods of oscillation can

later be reconstructed into one representative period. Image

pairs were acquired every 5° in the period of the oscillation,

resulting in a total of 71 image pairs for each resonant mode.

Displacements and strains were computed using Vic-3D. The

analysis was performed with a 29×29 pixel subset at an inter-

val of 7 pixels, which were found to work satisfactorily based

on rigid-body motion experiments of the specific patterns in

each case. Pixel subsets which overlapped with the attachment

nut were excluded from all DIC computations. These experi-

mental parameters were chosen based on prior work in which

detailed assessment of uncertainties of 3-dimensional dynam-

ic measurements were made [12].

Modal Analysis

Amodal analysis was performed to reproduce the experiments

using commercially available finite element analysis (FEA)

software [13]. Simulations were performed both at room

temperature and at high temperature. At both temperatures

the initial shape of the plate as obtained from the DIC mea-

surements, shown in Fig. 3, was used as the starting FEA

model geometry. The effect of temperature on material prop-

erties was taken into account in the high-temperature simula-

tion by assigning the elastic modulus of the material according

to the estimated temperature distribution in Fig. 4. No thermal

expansion or conduction was explicitly modeled in the

high-temperature simulation and both simulations assumed

a small strain linear elastic response (albeit with the inho-

mogeneous elastic modulus as described above for the

high temperature case). Note that since the experimental

data naturally cannot extend all the way to the edges of

the plate, as the DIC measurements are made at the center

pixel of subsets, a small amount of extrapolation, i.e.

equivalent to approximately half a subset or 1.82 mm,

had to be performed to extend the estimated temperature

distribution over the finite element (FE) mesh which did

cover the entire area of the plate.

A 120×80 element FE mesh (1 mm element size) was

created in the x-y plane with the z-direction defined by the

DIC measurements. For the high temperature simulation, the

nodal temperatures were also obtained from the DIC

measurement-based estimate described above, an example of

which is illustrated in Fig. 4. Two-dimensional shell elements

were used with a thickness of 1.016 mm corresponding to the

measured values for the shape of the plate shown in Fig. 3.

Poisson’s ratio was assumed uniform and constant at 0.3 in

both simulations. Since the elastic modulus decreases with

increasing temperature, the value for each element was

assigned depending on the local temperature and the

temperature-dependent elastic modulus material properties

for Hastelloy-X taken from the literature [11]. For this pur-

pose, the estimated temperature map shown in Fig. 4 was

divided into 6 different contour levels of 80 °C each, resulting

in the distribution shown in Fig. 6. The value (numbers shown

in GPa in Fig. 6) of elastic modulus corresponding to the

temperature range within each contour was then assigned to

the corresponding elements. A customMatlab script was used

to write the node locations and element information to a text

Fig. 3 Out-of-plane deformation (in mm) measured for the entire front surface of the plate using stereo DIC for the stationary plate at room temperature

(left) and elevated temperatures (right). Note that although there is some initial curvature prior to heating, the displacements due to non-uniform heating

are an order of magnitude larger than the initial curved shape

Fig. 4 Estimated temperature distribution (in °C) on the entire front

surface of the plate computed from the stereo DIC data. There is a hole

at the center where the attachment nut was excluded from the DIC

computation
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file in the format used by the FE solver such that it could be

imported into the model.

Results and Discussion

Modal Analyses

The modal shapes measured by DIC at room temperature are

plotted in Fig. 7 superimposed on the photograph of the un-

deformed plate in Fig. 1. Four specific locations are indicated

with colored markers on each mode shape, representing the

positions of the maximum and minimum out-of-plane dis-

placements in that mode shape. Note that in all of the modes,

except 5 and 7, the maximum and minimum displacements

occur at the corners of the plate. In modes 5 and 7 the corner

displacements are near zero and the maximum and minimum

displacements occur elsewhere on the edges of the plate in

which case the specific points of observation are moved to

those locations of observed extrema.

The displacements of each location marked in Fig. 7 are

plotted throughout the period of oscillation in Fig. 8 using the

same colors and style of markers as in Fig. 7. For each mode,

Fig. 8 can be used to identify which locations oscillate in-

phase with each other and which oscillate out-of-phase. For

example, Mode 1 consists of a rigid-body rotation about a

vertical axis through the centerline of the plate, and Fig. 8

shows that for this mode the left two corners move in-phase

with each other and the right two corners move in-phase with

each other. Similarly, Mode 2 consists of a rigid-body rotation

about an approximately horizontal axis, and Fig. 8 shows that

the top two and bottom two corners move in-phase, respec-

tively. Mode 3 in Fig. 7 corresponds to bending about a ver-

tical axis, and therefore all four corners move in phase, as seen

in Fig 8. Mode 4 corresponds to a warping component, with

each pair of diagonally opposite corners moving in-phase (see

Mode 4 in Fig. 8). Modes 5 through 9 each contain higher

order combinations of flexural and rotational behavior, and

similar conclusions can be drawn about the oscillation of the

Fig. 5 Out-of-plane velocity

measured for each mode at room

temperature at the center of the

plate using a laser vibrometer

(vertical axis). Note that the time

scale (horizontal axis) is different
for each row

Fig. 6 FE mesh temperature distribution generated from Fig. 4 by

dividing it into 6 contours. The elastic modulus values (in GPa)

corresponding to each contour are shown overlaid in the figure
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Fig. 7 Modal shapes obtained

from stereo-DIC at room

temperature, with the positions of

the four locations plotted in Fig. 8

indicated by colored markers.
Due to zero displacements in the

corners of modes 5 and 7,

alternative locations have been

selected instead

Fig. 8 Out-of-plane

displacements throughout the

period of oscillation for the four

locations indicated in Fig. 7
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maximum and minimum locations seen in Fig. 8, although as

frequency increases the measurements become noisier. Note

that the resonant frequencies of these modes are provided in

Table 1.

The modal shapes measured by DIC for the estimated tem-

perature distribution in Fig. 4 are plotted in Fig. 9. With only a

few small differences, the mode shapes are similar to those in

Fig. 7 for the room temperature excitation. Most notably for

Mode 8, the left and right halves of the plate are antisymmetric

at room temperature but are no longer antisymmetric at high

temperature.

The corresponding modal shapes obtained from the simu-

lations are plotted for room temperature in Fig. 10 and for high

temperature in Fig. 11. Each simulation reproduced all nine of

the modes which were observed experimentally, although at

somewhat different frequencies. The resonant frequencies ob-

served at both room temperature and at high temperature, for

both DIC and FEA, are summarized in Table 1 and plotted in

Fig. 12. Generally as temperature increased, the experimen-

tally measured frequencies for each mode tended to decrease

by between 6 and 27 %, with the exception of modes 1 and 2,

which both represent rigid-body motion and their frequencies

stayed roughly the same. One possible explanation for the

decrease in frequency is that as temperature increases, the

elastic modulus of the material decreases, allowing resonant

deformation to occur at lower frequencies. Since rigid-body

motion does not involve deformation the change inmodulus is

irrelevant, and consequently the frequencies of the rigid-body

modes remain the same. Other researchers have observed up

to an 8 % decrease in natural or resonant frequency for free-

Table 1 Resonant frequencies

(Hz) of mode shapes at room

temperature (RT) and high

temperature (HT)

RT DIC (Fig. 7) HT DIC (Fig. 9) RT FEA (Fig. 10) HT FEA (Fig. 11)

Mode 1 104 107 141 144

Mode 2 140 139 213 217

Mode 3 314 273 214 218

Mode 4 385 295 316 321

Mode 5 735 665 560 574

Mode 6 879 690 794 808

Mode 7 1080 787 925 941

Mode 8 1164 1173 1190 1170

Mode 9 1325 1251 1170 1150

Fig. 9 Modal shapes obtained

from stereo-DIC for the

temperature distribution in Fig. 4,

plotted overtop of the photo in

Fig. 1
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free aluminum plates which are thermally loaded rapidly at

70 °C/sec [14]. Another possible mechanism for the changes

in frequencies with temperature is the occurrence of buckling

due to the uneven heating of the plate. Mead [15] performed

simulations in which the center of a rectangular plate was

heated more than the edges causing the center of the plate

to expand more than the edges, which formed a stabilizing

ring. Mead observed that as overall temperature increased,

the resonant frequencies changed with temperature and

some eventually vanished as the temperature reached a

critical value.

There are no significant changes in the simulated frequen-

cies with the change in temperature. One possible explanation

is that the model used in the simulation was too simplistic.

Although the material properties in each element were in-

formed by the temperature distribution, the discrepancy in

frequencies might also be due to stresses caused by uneven

heating which were not included in the model. Another expla-

nation might be that temperatures in the plate fluctuated as the

distance between the induction coil and the plate changed

throughout the period of oscillation, but these fluctuations

were neither detected experimentally nor included in the sim-

ulation. Nonetheless, the model does capture well the main

features of the nine modes.

Image Decomposition Analysis

The simulated mode shapes are compared quantitatively to the

experimentally measured mode shapes using a recently devel-

oped image decomposition technique [16, 17]. In brief, the

technique works by using a set of polynomials to describe

the modal shapes such that a knowledge of the polynomials

used and their coefficients provides a complete description of

the modal shape. In this work, two-dimensional Tchebichef

polynomials were used with 55 terms to ensure a high-fidelity

representation of the modal shapes; however, inmost cases the

contribution from the higher order terms was small or negli-

gible with the first fifteen terms dominating. The kernels for

these fifteen terms are shown in Fig. 13. The value of the

coefficient corresponding to each kernel can be considered

to represent the contribution of that kernel to representing

the modal shape. A summation of the contribution from the

kernels allows the modal shape to be reconstructed. The error

in the decomposition process can be assessed by comparing

the original and reconstructed data and calculating the average

squared residual for the images, u2. This specific image de-

composition technique is helpful because rather than compar-

ing the behavior of every Gauss integration point in the sim-

ulations with DIC correlation points individually, the mode

shapes can be compared in terms of fewer parameters, i.e.,

the Tchebichef coefficients. These are also more physically

Fig. 10 Modal shapes obtained from the finite element analysis at room

temperature

Fig. 11 Modal shapes obtained from the finite element analysis at the

temperatures in Fig. 6

Fig. 12 Comparison of the resonant frequencies in Table 1 observed at

room temperature (horizontal axis) and high temperature (vertical axis)
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relevant because, as can be seen in Fig. 13, the Tchebichef

kernels can be related to specific plate deformations, e.g., ker-

nels 2 and 3 represent plate tilt, kernels 4 and 6 bending, etc.

The Tchebichef decomposition and reconstruction process

is illustrated in Fig. 14, using DIC data for Mode 6 at high

temperature as an example. In step 1, the DIC data is rotated

and mapped onto a square domain. Such a transformation is

necessary because the plate had a slight in-plane rotation rel-

ative to the cameras which can be seen in Fig. 7. To perform

the rotation, the coordinates of the two top corners of the plate

are compared to find the small angle, θ between them relative

to the x-axis of the DIC coordinate system, defined by

θ ¼ tan−1
y2−y1
x2−x1

� �

ð1Þ

where (x2,y2) are the coordinates for the top right corner of the
plate, and (x1,y1) are the coordinates for the top left corner of

the plate. The coordinates of all experimental data points were

mapped by applying the small rotation about the center of the

plate as follows:

x
0

¼ x−xoð Þcos θð Þ− y−yoð Þsin θð Þ ð2Þ

y
0

¼ x−xoð Þsin θð Þ þ y−yoð Þcos θð Þ ð3Þ

where (x′,y′) are the coordinates of the plate in the rotated

coordinate system, (x,y) are the coordinates in the initial sys-

tem, (xo,yo) are the coordinates for the center of the plate. Once
the rotation is completed, the coordinates are then mapped

onto a normalized square domain by dividing all x-coordinates
by the width of the plate, and dividing all y-coordinates by the
height. Note that a hole in the data is still present at the center

of the plate where the attachment nut was excluded from the

DIC analysis. The magnitudes of the data were also normal-

ized such that all displacements were plotted from −1 (purple

in Figs. 7 and 9) to +1 (red).

Fig. 13 First 15 Tchebichef

kernels

Fig. 14 Illustration of the Tchebichef decomposition process, using DIC data for Mode 6 at high temperature (see Fig. 9): in step 1 the oblique view of

the rectangular plate is transformed into perpendicular view of a square; in step 2 the data are decomposed using Tchebichef polynomials and the bar-
chart shows the values of the corresponding coefficients; in step 3 the coefficients are used to reconstruct the data to ensure they provide a high-fidelity
representation; and in step 4 the pixels with residuals less than 3u are plotted in red while the pixels with residuals greater than 3u are plotted in blue

Exp Mech (2016) 56:231–243 239



In step 2, a decomposition algorithm computes the

Tchebichef coefficients which are shown in the bar chart

[16–18]. In step 3, the shape is reconstructed by taking the

summation of each kernel multiplied the coefficients comput-

ed in step 2. The reconstructed data, which contain no hole for

the attachment nut, are then compared to the initial data to

assess the error produced by the decomposition, in terms of

the average squared residual, u2

u2 ¼
1

N

X N

i; j
Î i; jð Þ−I i; ið Þ

� �2

ð4Þ

where Î(i,j) is the reconstructed value of the original image,

I(i,j). In step 4, it is ensured that no location shows a clustering
of residuals greater than 3u where a cluster is defined as a

group of adjacent pixels comprising 0.4 % or more of N, the
total number of pixels in the region of interest [18]. Conse-

quently, the error in the reconstruction is expected to be less

than 3u, except for the pixels corresponding to the hole in the
data. In Fig. 14, the pixels with residuals less than 3u are

plotted in red and the pixels greater than 3u, corresponding
only to the hole in the data, are plotted in blue.

In this study, the average residual, uresid varied from 0.034

to 0.138 for the room temperature experimental results and

from 0.027 to 0.071 for the high temperature results. The total

uncertainty in the Tchebichef feature vector, u(SE), is defined
by combining the average residual from the reconstruction

process with the uncertainty in the experimental setup, umeas
as follows:

u SEð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2meas þ u2resid

q

ð5Þ

For this study, the results from a previous dynamic assessment

of a high-speed DIC system [18] were used as typical values

for umeas. Relative uncertainty of 1.8 % of the total measure-

ment range was used, which resulted in a value of umeas=0.018
The Tchebichef coefficients representing each experimen-

tally measured mode shape are plotted against those for each

corresponding simulated mode shape for room temperature in

Fig. 15 and for high temperature in Fig. 16. The coefficient of

the first kernel, which corresponds to a rigid out-of-plane

translation, as shown in Fig. 13, and is unrelated to the defor-

mation of the plate, is excluded from the figures. The remain-

ing 54 coefficients are all included, although in reality most of

the mode shapes can be reconstructed using relatively few

coefficients or kernels. The coefficients with larger magni-

tudes are farther away from the plot origin and hence represent

those kernels that contribute most strongly to the modal shape.

The largest coefficients are labeled with the numbers in paren-

theses corresponding to the kernels in Fig. 13.

Each plot also includes a dashed line of gradient one, which

is indicative of perfect agreement between the simulation and

the experimental results. The closer a data point lies to this

line, the better the agreement is for that coefficient between

simulation and experiment [16, 18]. In the comparison, it is

likely that there will be noise in the experimental data and

errors in the simulation which will cause the points to deviate

from this line. Therefore an acceptable area can be defined

around the ideal line as +/−2u(SE). If all of the data points

from the comparison of the Tchebichef feature vectors fall

within this area then the simulation can be deemed an accept-

able representation of the experiment [18].

In general, the uncertainty bands are smaller for the high

temperature results (Fig. 15) than for the room temperature

results (Fig. 16). This is a result of a lower average residual

in the reconstruction of the high temperature experimental

results because the larger displacements have less noise. For

the majority of the plots, all of the data points fall within the

acceptable area, and many of the data points fall on the ideal

line, indicating agreement between the simulation and the ex-

periment. For example for Mode 3 in Fig. 15, only one

Tchebichef kernel is dominant – specifically #6 in Fig. 13 –

which corresponds to a shape produced by bending about the

vertical axis. Most other kernels have coefficients clustered at

the origin of the plot in Fig. 15, i.e., they are near zero. Overall

Figs. 15 and 16 show that there is a very good comparison of

the spatial distribution of out-of-plane displacements between

the predicted and measured resonant modes, although as was

seen in Table 1 the corresponding frequencies are not predict-

ed as closely. One notable exception to this is mode 3 at high

temperature. In this mode there is a kernel, #2, which falls

outside the acceptable area defined by +/−2u(SE). This kernel
has a significant non-zero value for the simulation data but is

zero-valued for the DIC data. Kernel #2 corresponds to a rigid-

body out-of-plane rotation about a horizontal axis, and is the

dominant kernel in mode 2. The simulation predicts mode 2

and mode 3 to occur very close to each other in the frequency

domain, i.e. 217 and 218 Hz, respectively, and hence perhaps

there is significant interaction between these modes in the

model, which is not seen in the data from experiment when

the gap between the modes in the frequency domain is 174 and

134 Hz respectively for the room and high temperature.

There was some concern that support conditions, i.e., the

connections between the stinger and plate could be responsi-

ble for some of the discrepancies observed between the mea-

sured and predicted results. The effect of the length and stiff-

ness of stinger were explored and found to change the natural

frequencies but to have no effect on the resulting displacement

fields.

The data presented in Figs. 7, 8, 9, 10, 11, 12, 13, 14 and 15

is summarized in Fig. 17. Each mode is represented by a row

in the figure in which those Tchebichef coefficients that were

more than 20% of the value for the largest coefficient for each

mode shape have been plotted as bars under the corresponding

column for the Tchebichef kernel. Data from both experiment

(red) and simulation (blue) have been included as well as at
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room (dark colors) and high (bright colors) temperature. The

exclusion of low value coefficients following the approach of

Lampeas et al. [19] simplifies the figure without excluding

any significant information. The shape represented by the ker-

nels is shown along the top of the figure. A comparison of the

height of the bars in each chart provides information both

about the changes in behavior from room to high temperature

(left pair for experiment or right pair for simulation) and about

the degree to which the simulation represents the experiment

(right pair relative to left pair). The column in which the larger

Fig. 15 Comparison of

Tchebichef coefficients

representing the data obtained

from experiment (horizontal axis)
and simulation (vertical axis) at
room temperature. Kernels which

have significantly large

coefficients are indicated by their

kernel number in parentheses

Fig. 16 Comparison of

Tchebichef coefficients

representing the data obtained

from experiment (horizontal axis)
and simulation (vertical axis) for
the temperature distribution

shown in Fig. 3
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bars appear for a particular mode provide an indication of the

dominant components of the deformation. Note that negative

values simply indicate that the out-of-plane deformation was

in the opposite orientation to the Tchebichef kernels. So, for

instance examining mode 3 again, it can be seen that the sim-

ulation reproduces the decrease in the sixth coefficient with

increasing temperature observed in the experiment but pre-

dicts a significant value for the second coefficient which is

not present in the experiment. The dominant role of the second

coefficient in mode 2 can also be observed. When the first

coefficient is ignored, which represents the ‘piston term’ or

average magnitude, the figure shows a trend in which the

higher magnitude bars are found along the diagonal from top

left to bottom right, i.e. the higher order, more complex ker-

nels are used to represent the higher order modes, which is

entirely expected. The higher order modes also tend to require

more kernels to represent them, which is again expected due to

their more complex shape. Overall, the figure supports the

conclusion that the simulation is a good representation of the

experiment and permits the more complex modal shapes to be

visualized in terms of the simpler kernel shapes.

Conclusions

The work described here has combined, for the first time, high

frequency vibratory loading (up to about 1300 Hz) at elevated

temperature (up to 600 °C) with the full-field optical diagnos-

tics of stereo-DIC. This combination has provided high qual-

ity experimental data suitable for the validation of numerical

results. Using this combined loading experimental set-up with

induction heating and shaker-induced vibration, the thermo-

acoustic behavior of a rectangular plate of Hastelloy-X was

explored. By investigating the first 9 resonant modes at both

room temperature and high temperature, and measuring mode

shapes for each of the resonant frequencies using stereo-DIC,

the influence of temperature on the thermomechanical vibra-

tory response of the plate was assessed. A decrease in resonant

frequencies was seen with increasing temperature, although

the first 9 mode shapes themselves were similar. Companion

finite element numerical simulations that accounted for the

temperature dependence of elastic modulus also produced

very similar mode shapes, although the influence of tempera-

ture on modal frequencies was not as significant as observed

experimentally. As a model process for validating simulation

results based on this type of experimental data collection an

image decomposition technique based on 2D Tchebichef

polynomials [18] was used. The image decomposition, which

allows comparison between numerics and experiments using

the fitted Tchebichef coefficients rather than the entire images,

confirmed quantitatively the qualitative observation that as

temperature increased the resonant mode shapes remained

very similar. Overall, the results of this combined thermal-

mechanical study point to the conclusion that the simulation

Fig. 17 A schematic diagram

summarizing the results with the

Tchebichef kernels shown along

the top row with the

corresponding coefficients from

both room (darker color) and
high (bright color) temperature
tests shown in the bar charts from
both the experiment (red) and
simulation (blue)
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is a good representation of the experiment both at room tem-

perature and at high temperature (in fact a little better at high

temperature as the signal to noise ratio in that experiments is

larger). Further study would include a continuous recording of

data rather than just at resonant frequencies, so that the tran-

sition from one mode to the other may be better studied. Since

the DIC technique is not material or specimen dependent, it

should be relatively simple to apply these methods to other

scenarios involved thermo-vibratory excitation.
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