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1 Introduction

In differential geometry and particularly in Riemannian metric space, geodesics
are the shortest path between points in space. They play an important role in
general relativity, in spacetime curvature and the two-body problem mainly
the perihelion advance for the planet Mercury which is based on the solution
of the geodesic equation in the Schwarzschild spacetime metric [?14].
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However, generalizations of geodesics to higher-order derivatives were dis-
cussed in literature through different contexts, e.g. the study of the uni-
formly accelerated relativistic test particle world line [?9] and geodesic circle
in pseudo-Riemannian geometry [?33] which involves 3rd-order derivatives
[?14, ?15]; the study of the problem of closed orbital motion in the Kerr
metric spacetime [?3]; the study of higher-order geodesics in Lie groups [?24]
among others. In most of these works, higher-order geodesics are obtained
by means of the geodesic deviation equation commonly known as the Jacob
equation which relates the Riemann curvature tensor to the relative accel-
eration of two closed geodesics [?28] or by means of geodesic deviation at
higher-order [?32].

In this paper, we would like to address the problem differently. We will
prove that higher-order geodesics may be obtained by means of a generalized
complex backward-forward derivative operator motivated from non-local-in-
time Lagrangian dynamics. This kind of dynamics was addressed long time
ago in theoretical physics. In fact, Nelson for the 1st time used non-local-
in-time approach to derive the Schrödinger equation starting from classical
mechanical framework [?17].

Non-local-in-time dynamics was addressed recently in [?30] by introduc-
ing the notion of the non-local-in-in time kinetic energy. The topic was also
touched in [?13] to deal with dissipative systems and in [?5] to study the case
of deformed or non-standard Lagrangians type. Related issues concern scale
relativity using concurrently the notion of backward-forward motion [?1,?19]
on non-differentiable curves [?20] by means of a complex backward-forward
derivative operator.

More specifically, in this paper we will extend the notion of the complex
derivative operator for the case of non-local-in-time geometric Lagrangian
dynamics and we will prove that within the classical differential geometrical
settings, the classical Lagrangian procedure will lead to higher-order geodesic
equations by means of the Taylor expansion of derivative operators that might
have interesting features. Through this paper we limit ourselves for the 2nd-
order derivative.

The paper is organized as follows: in Sec. 2, we introduce the basic
mathematical setups where we derive the higher-order Euler-Lagrange equa-
tions and the higher-order geodesics; in Sec. 3 we illustrate by discussing the
geometric dynamics of some specific cases; conclusions are given in Sec. 4.
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2 Basic Setups: Non-local-in-time Coordinates, La-
grangians, the Higher-order Euler-Lagrange Equa-
tions and the Higher-order Geodesics

We start by introducing the basic setups of our approach.

Definition 2.1. Given a dynamical system characterized by a generalized
coordinate X, the respectively backward and forward trajectories X(t− τ̄)and
X(t + τ̄); t being the proper time and τ̄ a positive constant. The complex
backward-forward derivative operator D of X is defined by [?19]:

DX
∆
=

1

2

(
dX(t+ τ̄)

dt
+
dX(t− τ̄)

dt

)
− i

2

(
dX(t+ τ̄)

dt
− dX(t− τ̄)

dt

)
≡ 1− i

2
DX(t+ τ̄) +

1 + i

2
DX(t− τ̄) (2.1)

where i =
√
−1 ∈ C and D = d/dt.

In fact, the operator D was introduced in scale relativity [?19] which de-
scribes the fractal spacetime theory that allows recuperating local differential
time reversibility in terms of a new complex process [?20]. We can extend
this operator using the following Taylor series expansions:

X(t+ τ̄) ≈ X(t) + τ̄DX(t) +
1

2!
τ̄ 2D2X(t) + ...+

1

n!
τ̄nD(n)X(t)

= X(t) +
n∑
k=1

1

k!
τ̄ kD(k)X(t), (2.2)

X(t− τ̄) ≈ X(t)− τ̄DX(t) +
1

2!
τ̄ 2D2X(t) + ...+

(−1)n

n!
τ̄nD(n)X(t)

= X(t) +
n∑
k=1

(−1)k

k!
τ̄ kD(k)X(t). (2.3)

Lemma 2.1. Using equations (2.1) and (2.2), the extended complex backward-
forward derivative operator acting on X(t) takes the form:

DnX(t) =
1− i

2

(
DX(t) +

n∑
k=1

1

k!
τ̄ kD(k+1)X(t)

)

+
1 + i

2

(
DX(t) +

n∑
k=1

(−1)k

k!
τ̄ kD(k+1)X(t)

)
,
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= DX(t)+
1

2

n∑
k=1

(1 + (−1)k)
1

k!
τ̄ kD(k+1)X(t)− i

2

n∑
k=1

(1− (−1)k)
1

k!
τ̄ kD(k+1)X(t).

(2.4)
In order to generalize this operator for the case of non-local-in-time pro-

cess, we introduce the following definition:

Definition 2.2. We define the non-local-in-time generalized coordinates by:

Yn
τ̄ =

X(t+ τ̄) + X(t− τ̄)

2
− iX(t+ τ̄)−X(t− τ̄)

2
,

≡ X(t)+
1

2

(
n∑
k=1

1

k!
(1 + (−1)k)τ̄ kD(k)X(t)− i

n∑
k=1

1

k!
(1− (−1)k)τ̄ kD(k)X(t)

)
.

(2.5)

Definition 2.3. The extended complex backward-forward derivative operator
action of Y n

τ is defined accordingly by:

Dn = D +
1

2

n∑
k=1

(1 + (−1)k)
1

k!
τ̄ kD(k+1)

︸ ︷︷ ︸
DnR

−i 1

2

n∑
k=1

(1− (−1)k)
1

k!
τ̄ kD(k+1)

︸ ︷︷ ︸
DnI

,

≡ D + Dn
R − iDn

I . (2.6)

Evidently, for n = 1, we find Y1
τ = X(t)− iτ̄Ẋ(t) and D1 = D − iτ̄D(2).

As a result we get effortlessly D1Y1
τ = (D− iτ̄D(2))(X(t)− iτ̄Ẋ(t)) = Ẋ(t)−

2iτ̄Ẍ(t)− τ̄ 2(t).
We can now give the necessary condition for the extremum of a func-

tion of type S =
∫ b
a
Ln(DnYn

τ̄ ,Y
n
τ̄ , t)dt where the curves are allowed to

vary between two fixed points. Here Yn
τ̄ ∈ C1[a, b] and Ln(DnYn

τ̄ ,Y
n
τ̄ , t) ∈

C2([a, b]×Cn×Cn;C) is a function with continuous derivatives with respect
to (DnYn

τ̄ ,Y
n
τ̄ , t). The problem is to find Yn

τ̄ ∈ C1[a, b] such that Yn
τ̄ (a) =

y(a), Yn
τ̄ (b) = y(b) and which is an extremum of S =

∫ b
a
Ln(DnYn

τ̄ ,Y
n
τ̄ , t)dt.

Theorem 2.1. If the action functional S =
∫ b
a
Ln(DnYn

τ̄ ,Y
n
τ̄ , t)dt has an

extremum at Yn
τ̄ ∈ S = {Yn

τ̄ ∈ C1[a, b]; Yn
τ̄ (a) = y(a),Yn

τ̄ (b) = y(b)}, then
the following higher-order Euler-Lagrange equations hold [?25]:

∂Ln(DnYn
τ̄ ,Y

n
τ̄ , t)

∂Yn
τ̄

−Dn

(
∂Ln(DnYn

τ̄ ,Y
n
τ̄ , t)

∂DnYn
τ̄

)
= 0. (2.7)
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It is obvious that for n = 1, this equation is reduced to the 2nd-order
derivative Euler-Lagrange equation:

∂L1(D1Y1
τ̄ ,Y

1
τ̄ , t)

∂Y1
τ̄

− d

dt

(
∂L1(D1Y1

τ̄ ,Y
1
τ̄ , t)

∂D1Y1
τ̄

)
+iτ̄

d2

dt2

(
∂L1(D1Y1

τ̄ ,Y
1
τ̄ , t)

∂D1Y1
τ̄

)
= 0.

(2.8)
It is well-known that the Lagrangian formalism of classical mechanics may

be translated in curved spacetime with line element ds2 = gαβdx
αdxβ, α, β =

0, 1, 2, 3, gαβ is the metric.

In our arguments, we have ds2 = gαβD
nYnα

τ̄ DnYnβ

τ̄ , α, β = 0, 1, 2, 3. Here
gαβis a complexified metric. We assume in what follows c = 1, cis the celerity
of light. In what follows, we will restrict ourselves for n = 1. We consider
an N -dimensional manifold M, a parameterized curve Υ : [a, b] → Mand
a parameter σ ∈ [a, b] such that spacetime coordinates are given by the
parameterized worldline Y α(σ). In order to derive the higher-order geodesic
equations, we use the classical variational principle in curved geometry which
states that freely falling test particles follow a path between two fixed points
A(a)and B(b) in spacetime which extremizes the proper time τ defined by
dτ 2 = −ds2[?6,?8]. In order to apply the Lagrangian formalism, we set σ = 0

at A and σ = 1 at B. So, we can write τ =
∫ 1

0

√
−gαβD1Y1

τ̄
α
D1Y1

τ̄
β
dσ ≡∫ 1

0
L1(D1Y1

τ̄
α
,Y1

τ̄
α
)dσ where L1(D1Y1α

τ̄ ,Y
1α

τ̄ )
∆
= L1 = dτ/dσ and accord-

ingly the Euler-Lagrange equation that we will use takes the form:

∂L1

∂Y1
τ̄
γ −D1

(
∂L1

∂D1Y1
τ̄
γ

)
= 0, (2.9)

where D1 = D − iτ̄D(3). Given a function f = f(τ(σ)), then the following
relations hold:

df

dσ
= L1

df

dτ
, (2.10)

d2f

dσ2
=

d

dσ

(
df

dσ

)
=

d

dσ

(
L1
df

dτ

)
=
dL1

dσ

df

dτ
+ L2

1

d2f

dτ 2
, (2.11)

d3f

dσ3
=
d2L1

dσ2

df

dτ
+ L1

dL1

dσ

d2f

dτ 2
+ 2L1

dL1

dσ

d2f

dτ 2
+ L3

1

d3f

dτ 3
. (2.12)

Theorem 2.2. The higher-order geodesic equation for

τ =

∫ 1

0

√
−gαβD1Y1

τ̄
α
D1Y1

τ̄
β
dσ ≡

∫ 1

0

L1(D1Y1
τ̄
α
,Y1

τ̄
α
)dσ
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is given by:

−1

2

∂gαβ

∂Y1
τ̄
γ

(
dY1

τ̄
α

dτ

dY1
τ̄
β

dτ
− τ̄2L4

1

d3Y1
τ̄
α

dτ3

d3Y1
τ̄
β

dτ3
− iτ̄L2

1

dY1
τ̄
α

dτ

d3Y1
τ̄
β

dτ3
− iτ̄L2

1

d3Y1
τ̄
α

dτ3

dY1
τ̄
β

dτ

)

+gαγ
d2Y1

τ̄
α

dτ2
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
α

dτ

dY1
τ̄
β

dτ

−iτ̄L2
1

(
gαγ

d4Y1
τ̄
α

dτ4
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
d3Y1

τ̄
α

dτ3

dY1
τ̄
β

dτ

)

−iτ̄L2
1

(
gαγ

d4Y1
τ̄
α

dτ4
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
β

dτ

d3Y1
τ̄
α

dτ3

+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)(
dY1

τ̄
β

dτ

d3Y1
τ̄
α

dτ3
+ 2

d2Y1
τ̄
α

dτ2

d2Y1
τ̄
β

dτ2
+
dY1

τ̄
α

dτ

d3Y1
τ̄
β

dτ3

)

+
1

2

(
2
dY1

τ̄
β

dτ

d2Y1
τ̄
α

dτ2
+
dY1

τ̄
α

dτ

d2Y1
τ̄
β

dτ2

)(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

))

−τ̄2L4
1

(
gαγ

d6Y1
τ̄
α

dτ6
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
β

dτ

d5Y1
τ̄
α

dτ5

+
1

2

(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)(
2
dY1

τ̄
β

dτ

d4Y1
τ̄
α

dτ4
+
d3Y1

τ̄
α

dτ3

d2Y1
τ̄
β

dτ2

)

+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)(
2
d5Y1

τ̄
α

dτ5

dY1
τ̄
β

dτ
+ 3

d4Y1
τ̄
α

dτ4

d2Y1
τ̄
β

dτ2
+
d3Y1

τ̄
α

dτ3

d3Y1
τ̄
β

dτ3

)

+
1

2

(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)(
d4Y1

τ̄
α

dτ4

dY1
τ̄
β

dτ
+
d3Y1

τ̄
α

dτ3

d2Y1
τ̄
β

dτ2

)

+
1

2

 ∂2gαγ

∂Y1
τ̄
β2

d2Y1
τ̄
β

dτ 2
+
∂3gαγ

∂Y1
τ̄
β3

(
dY1

τ̄
β

dτ

)2

+
∂2gγβ

∂Y1
τ̄
α2

d2Y1
τ̄
α

dτ 2
+
∂3gγβ

∂Y1
τ̄
α3

(
dY1

τ̄
α

dτ

)2


d3Y1
τ̄
α

dτ 3

dY1
τ̄
β

dτ

)
. (2.13)
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Proof. In fact, the following relations hold:

−D1

(
∂L

∂D1Y1
τ̄
µ

)
= D1

(
1

L1
gαγD

1Y1
τ̄
α
)

=

(
L1

d

dτ
− iτ̄L3

1

d3

dτ3

)(
gαγ

(
dY1

τ̄
α

dτ
− iτ̄L2

1

d3Y1
τ̄
α

dτ3

))

∂L1

∂Y1
τ̄
γ = −1

2
L1

∂gαβ

∂Y1
τ̄
γ

(
dY1

τ̄
α

dτ
− iτ̄L2

1

d3Y1
τ̄
α

dτ3

)(
dY1

τ̄
β

dτ
− iτ̄L2

1

d3Y1
τ̄
β

dτ3

)
,

∂L1

∂D1Y 1
τ̄
γ = − 1

2L1
gαβ

(
δαγD

1Y1
τ̄
β

+ δβγD
1Y1

τ̄
α
)

= − 1

L1
gαγD

1Y1
τ̄
α,

= L1
d

dτ

(
gαγ

dxα

dτ

)
− iτ̄L3

1

d

dτ

(
gαγ

d3Y1
τ̄
α

dτ 3

)

d

dτ

(
gαγ

dY1
τ̄
α

dτ

)
= gαγ

d2Y1
τ̄
α

dτ2
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
α

dτ

dY1
τ̄
β

dτ
,

d

dτ

(
gαγ

d3Y1
τ̄
α

dτ3

)
= gαγ

d4Y1
τ̄
α

dτ4
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
d3Y1

τ̄
α

dτ3

dY1
τ̄
β

dτ
,

d3

dτ3

(
gαγ

dY1
τ̄
α

dτ

)
= gαγ

d4Y1
τ̄
α

dτ4
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
β

dτ

d3Y1
τ̄
α

dτ3

−iτ̄L3
1

d3

dτ 3

(
gαγ

dY1
τ̄
α

dτ

)
− τ̄ 2L5

1

d3

dτ 3

(
gαγ

d3Y1
τ̄
α

dτ 3

)
,

+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)(
dY1

τ̄
β

dτ

d3Y1
τ̄
α

dτ3
+ 2

d2Y1
τ̄
α

dτ2

d2Y1
τ̄
β

dτ2
+
dY1

τ̄
α

dτ

d3Y1
τ̄
β

dτ3

)

+
1

2

(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)(
2
d2Y1

τ̄
α

dτ2

dY1
τ̄
β

dτ
+
dY1

τ̄
α

dτ

d2Y1
τ̄
β

dτ2

)
,

d3

dτ3

(
gαγ

d3Y1
τ̄
α

dτ3

)
= gαγ

d6Y1
τ̄
α

dτ6
+

1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)
dY1

τ̄
β

dτ

d5Y1
τ̄
α

dτ5
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+
1

2

(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)(
3
d4Y1

τ̄
α

dτ4

dY1
τ̄
β

dτ
+ 2

d3Y1
τ̄
α

dτ3

d2Y1
τ̄
β

dτ2

)

+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)(
2
d5Y1

τ̄
α

dτ5

dY1
τ̄
β

dτ
+ 3

d4Y1
τ̄
α

dτ4

d2Y1
τ̄
β

dτ2
+
d3Y1

τ̄
α

dτ3

d3Y1
τ̄
β

dτ3

)

+
1

2

 ∂2gαγ

∂Y1
τ̄
β2

d2Y1
τ̄
β

dτ 2
+
∂3gαγ

∂Y1
τ̄
β3

(
dY1

τ̄
β

dτ

)2

+
∂2gγβ

∂Y1
τ̄
α2

d2Y1
τ̄
α

dτ 2
+

∂3gγβ

∂Y1
τ̄
α3

(
dY1

τ̄
α

dτ

)2


d3Y1
τ̄
α

dτ 3

dY1
τ̄
β

dτ
.

Expanding terms and using relations (2.10), (2.11) and (2.12) we find
equation (2.13).

Lemma 2.2. The Lagrangian is different from zero; then we can split equa-
tion (2.13) into three differential equations which are respectively factors of
L0

1, L
2
1, L

4
1 as follows:

gαγ
d2Y1

τ̄
α

dτ 2
+ gαγΓ

α
δβ

dY1
τ̄
δ

dτ

dY1
τ̄
β

dτ
= 0, (2.14)

gαγ
d4Y1

τ̄
α

dτ 4
+ gαγΓ

α
δβ

(
d3Y1

τ̄
δ

dτ 3

dY1
τ̄
β

dτ
+
dY1

τ̄
δ

dτ

d3Y1
τ̄
β

dτ 3

)

+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ
∂Y1

τ̄
α

)(
dY1

τ̄
β

dτ

d3Y1
τ̄
α

dτ 3
+ 2

d2Y1
τ̄
α

dτ 2

d2Y1
τ̄
β

dτ 2

)

+
1

2

(
2
d2Y1

τ̄
α

dτ 2

dY1
τ̄
β

dτ
+
dY1

τ̄
α

dτ

d2Y1
τ̄
β

dτ 2

)(
∂2gαγ

∂Y1
τ̄
β2

dY1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)
= 0,

(2.15)

gαγ
d6Y1

τ̄
α

dτ6
+ gαγΓαδβ

d3Y1
τ̄
δ

dτ3

d3Y1
τ̄
β

dτ3

+
1

2

(
∂2gαγ

∂Y1
τ̄
β2

dY 1
τ̄
β

dτ
+
∂2gγβ

∂Y1
τ̄
α2

dY1
τ̄
α

dτ

)(
3
d4Y1

τ̄
α

dτ4

dY1
τ̄
β

dτ
+ 2

d3Y1
τ̄
α

dτ3

d2Y1
τ̄
β

dτ2

)
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+
1

2

(
∂gαγ

∂Y1
τ̄
β

+
∂gγβ

∂Y1
τ̄
α

)(
2
d5Y1

τ̄
α

dτ5

dY1
τ̄
β

dτ
+ 3

d4Y1
τ̄
α

dτ4

d2Y1
τ̄
β

dτ2
+
d3Y1

τ̄
α

dτ3

d3Y1
τ̄
β

dτ3

)

+
1

2

 ∂2gαγ

∂Y1
τ̄
β2

d2Y1
τ̄
β

dτ 2
+
∂3gαγ

∂Y1
τ̄
β3

(
dY1

τ̄
β

dτ

)2

+
∂2gγβ

∂Y1
τ̄
α2

d2Y1
τ̄
α

dτ 2
+
∂3gγβ

∂Y1
τ̄
α3

(
dY1

τ̄
α

dτ

)2


d3Y1
τ̄
α

dτ 3

dY1
τ̄
β

dτ
= 0. (2.16)

Here Γµ
δβ = 1

2
gµγ

(
∂gγδ

∂Y1
τ̄
β +

∂gγβ

∂Y1
τ̄
δ − ∂gδβ

∂Y1
τ̄
γ

)
is the Christoffel symbol, Y1

τ̄
β2 =

(Y1β

τ̄ )2 and so on.

The proof is direct. In what follows we will be interested mainly in
equation (2.14) which already yields higher-order derivative terms.

Definition 2.4. We define the non-local-in-time complexified metric up to
1st-order in τ̄ by:

gαβ(Yσ1
τ̄ ) ≡ gαβ(Xσ − iτ̄Ẋσ) = gαβ − iτ̄Ẋσ ∂gαβ

∂Xσ
. (2.17)

Lemma 2.3. The non-local-in-time complexified Christoffel symbol is:

Γµ
δβ = Rµ

δβ − iτ̄ I
µ
δβ, (2.18)

where

Rµ
δβ =

1

2
gµν
(
∂gγδ
∂Xβ

+
∂gγβ
∂Xδ

− ∂gδβ
∂Xγ

)

−1

2
τ̄ 2Ẋσ ∂g

µν

∂Xσ

(
Ẋβ ∂

2gγδ
∂Xβ2

+ Ẋδ ∂
2gγβ
∂Xδ2

+ Ẋγ ∂
2gδβ
∂Xγ2

)
, (2.19)

and

Iµδβ =
1

2
gµν
(

Ẋβ ∂
2gγδ
∂Xβ2

+ Ẋδ ∂
2gγβ
∂Xδ2

+ Ẋγ ∂
2gδβ
∂Xγ2

)

+
1

2
Ẋσ ∂g

µν

∂Xσ

(
∂gγδ
∂Xβ

+
∂gγβ
∂Xδ

− ∂gδβ
∂Xγ

)
. (2.20)
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Proof. In fact, using equation (2.17), we can write:

∂gγδ

∂Y1
τ̄
β

=
∂

∂Y1
τ̄
β

(
gγδ − iτ̄Ẋβ ∂gγδ

∂Xβ

)
,

=
∂gγδ

∂Y1
τ̄
β
− iτ̄ ∂

∂Y1
τ̄
β

(
Ẋβ ∂gγδ

∂Xβ

)
=
∂gγδ
∂Xβ

− iτ̄Ẋβ ∂
2gγδ
∂Xβ2

.

The same results holds for the rest of terms in Γµ
δβ and consequently we

can write:

Γµδβ =
1

2

(
gµν − iτ̄Ẋσ ∂g

µν

∂Xσ

)(
∂gγδ
∂Xβ

+
∂gγβ
∂Xδ

−
∂gδβ
∂Xγ

−iτ̄
(

Ẋβ ∂
2gγδ
∂Xβ2

+ Ẋδ ∂
2gγβ
∂Xδ2

+ Ẋγ ∂
2gδβ
∂Xγ2

))
,

=

(
1

2
gµν

(
∂gγδ
∂Xβ

+
∂gγβ
∂Xδ

−
∂gδβ
∂Xγ

)
− 1

2
τ̄2Ẋσ ∂g

µν

∂Xσ

(
Ẋβ ∂

2gγδ
∂Xβ2

+ Ẋδ ∂
2gγβ
∂Xδ2

+ Ẋγ ∂
2gδβ
∂Xγ2

))

−iτ̄
(

1

2
gµν

(
Ẋβ ∂

2gγδ
∂Xβ2

+ Ẋδ ∂
2gγβ
∂Xδ2

+ Ẋγ ∂
2gδβ
∂Xγ2

)
+

1

2
Ẋσ ∂g

µν

∂Xσ

(
∂gγδ
∂Xβ

+
∂gγβ
∂Xδ

−
∂gδβ
∂Xγ

))
,

≡ Rµδβ − iτ̄ I
µ
δβ .

Remark 2.1. It is obvious that when τ̄ = 0 equation (2.18) is reduced to
the standard Christoffel symbol.

Corollary 2.1. The non-local-in-time complexified geodesic equation (2.14)
is splitted into two parts:

d2Xµ

dτ 2
+Rµ

δβ

(
dXδ

dτ

dXβ

dτ
− τ̄ 2d

2Xδ

dτ 2

d2Xβ

dτ 2

)
−τ̄ 2Iµδβ

(
d2Xδ

dτ 2

dXβ

dτ
+
dXδ

dτ

d2Xβ

dτ 2

)
= 0

(2.21)

d3Xµ

dτ 3
+Rµ

δβ

(
d2Xδ

dτ 2

dXβ

dτ
+
dXδ

dτ

d2Xβ

dτ 2

)
+Iµδβ

(
dXδ

dτ

dXβ

dτ
− τ̄ 2d

2Xδ

dτ 2

d2Xβ

dτ 2

)
= 0.

(2.22)
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Proof. Using Y1
τ = X−iτ̄Ẋ and equation (2.18), we can split equation (2.14)

into real and complexified parts.
It is obvious that equation (2.22) is a 3rd-order differential equation in

contrast to the standard geodesic equation which is a 2nd-order differential
equation. By neglecting terms on τ̄ 2, equations (2.21) and (2.22) are reduced
respectively to:

d2Xµ

dτ 2
+ Rµ

δβ

dXδ

dτ

dXβ

dτ
= 0, (2.23)

and

d3Xµ

dτ 3
+ Rµ

δβ

(
d2Xδ

dτ 2

dXβ

dτ
+
dXδ

dτ

d2Xβ

dτ 2

)
+ Iµδβ

dXδ

dτ

dXβ

dτ
= 0. (2.24)

By differential equation (2.23) with respect to τ , we find:

d3Xµ

dτ 3
+ Rµ

δβ

(
d2Xδ

dτ 2

dXβ

dτ
+
dXδ

dτ

d2Xβ

dτ 2

)
+
dRµ

δβ

dτ

dXδ

dτ

dXβ

dτ
= 0, (2.25)

and after comparing with equation (2.24) we find:

dRµ
δβ

dτ
= Iµδβ. (2.26)

Corollary 2.2. The spacetime metric ds2 = gαβdY
1α

τ̄ dY
1β

τ̄ is complexified
and is splitted as follows:

ds2 = gαβdY
1α

τ̄ dY
1β

τ̄ = dsR
2 − iτ̄dsI2, (2.27)

where

dsR
2 = gαβ

(
dXαdXβ − τ̄ 2dẊαdẊβ

)
− τ̄ 2Ẋσ ∂gαβ

∂Xσ

(
dXαdẊβ + dẊαdXβ

)
,

(2.28)
and

dsI
2 = gαβ

(
dXαdẊβ + dẊαdXβ

)
+ Ẋσ ∂gαβ

∂Xσ

(
dXαdXβ − τ̄ 2dẊαdẊβ

)
.

(2.29)
By neglecting terms on τ̄ 2, equations (2.28) and (2.29) are reduced re-

spectively to:



150 An. U.V.T.

dsR
2 = gαβdX

αdXβ, (2.30)

and

dsI
2 = gαβ

(
dXαdẊβ + dẊαdXβ

)
+ Ẋσ ∂gαβ

∂Xσ
dXαdXβ. (2.31)

Both equations are related by derivative with respect to τ . It should be
stressed that the complexified spacetime is explored in literature through dif-
ferent contexts and mainly in theoretical physics [?2,?4,?10,?27], differential
geometry [?12,?29] and twistor theory [?22,?23,?31].

3 Illustrations

3.1: As a first illustration, we attack a classical gravitational problem. It
is well-known that general relativity describes gravitation in terms of the
spacetime curvature and without gravitation the spacetime possesses the
Minkowski metric of special relativity ηµν . In our approach, the Minkowski
metric is complexified and we define it as ηµν . It is worth-mentioning that
the complexification of the Minkowski spacetime was discussed through dif-
ferent frameworks in literature [?6, ?21]. In weak spacetime curvature, the
complexified metric is of the form gµν = ηµν + hµν with |hµν | << 1. For
n = 1 and up to the first order on τ̄ we can write:

gµν = ηµν + hµν − iτ̄Ẋσ ∂hµν
∂Xσ

, (3.1)

where

hµν = hµν − iτ̄Ẋσ ∂hµν
∂Xσ

, (3.2)

and

ηηηµν = ηµν − iτ̄Ẋσ ∂ηµν
∂Xσ

= ηµν . (3.3)

For the case of stationary metric, equations (2.19) and (2.20) give:

R0
00 = I0

00 = 0, (3.4)

Ri
00 = −1

2
ηij
∂h00

∂Xj
, (3.5)
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Ii00 =
1

2
ηijẊi∂

2h00

∂Xi2
. (3.6)

By considering a free-falling particle falling slowly in the stationary met-
ric, equations (2.23) and (2.24) are reduced respectively to:

d2Xµ

dτ 2
+ Rµ

00

(
dt

dτ

)2

= 0, (3.7)

and

d3Xµ

dτ 3
+ 2Rµ

00

(
d2t

dτ 2

dt

dτ

)
+ Iµ00

(
dt

dτ

)2

= 0, (3.8)

where we have used the fact that X0 = t in units c = G = 1 (c being the
celerity of light and Gis the gravitational constant). Using equations (3.4)-
(3.6), we find:dt/dτ = k ∈and besides equations (3.7) and (3.8) are reduced
to:

d2~X

dt2
= −1

2
∇h00, (3.9)

and

d3~X

dt3
=

1

2

d~X

dt
∆h00. (3.10)

Comparing equation (3.9) with the Newtonian equation describing the

motion of a particle in a gravitational field Φ, i.e. d2~X
/
dt2 = −∇Φ, we

observe that h00 = 2Φ. After replacing into equation (3.10), we obtain:

d3~X

dt3
=
d~X

dt
∆Φ. (3.11)

This equation shows that the jerk ~J ≡ d3~X
/
dt3 which is the rate of change

of acceleration is related to the velocity ~V ≡ d~X
/
dtand the gravitational field

by: ~J ≡ ~V∆Φ. This relation does not appear in the standard formalism.
However, it is well-known from potential theory that ∆Φ = 4πGρ(Poisson
equation) where ρis the mass density and Gis the gravitational constant.

Therefore we find: ~J = 4πGρ~V. However, for the case of a time-independent

gravitational field, one can check after differentiating equation d2~X
/
dt2 =

−∇Φ with respect to time that the jerk is zero and therefore the Poisson
equation is reduced to the Laplace equation ∆Φ = 0. Accordingly, in our
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approach, g00 = 1 + h00 = 1 + 2Φand the spacetime interval is ds2 = −(1 +
2Φ)dt2 + dx2 + dy2 + dz2 where Φ obeys equation the Laplace equation
∆Φ = 0. The solution of this equation gives Φ = A−M/r, A is a free real
constant. This solution describes in fact that the gravitational field of a mass
Mat the origin of the coordinate. Therefore g00 = 1 + h00 = 1 + 2A− 2M/r.
By setting A = 0, we find g00 = 1 − 2M/r. This is interesting since we can
obtain the Schwarzschild solution directly without using boundary conditions
[?14].

3.2: As a second application, we would like to derive the geodesic devi-
ation equation again for n = 1and up to the first order on τ̄ . In fact, the
geodesic deviation equation plays an important role in theoretical physics,
gravitational theories and technical astrophysics and it is a natural extension
from the geodesic equation [?11,?26]. In differential geometry, this equation
is commonly recognized as the Hamilton-Jacobi equation whereas in general
relativity this equation describes the dynamics of closed objects controlled
by a spatially varying gravitational field. By considering a nearby point
X̄µ = Xµ + ξξξµ, ξµ << 1 and using the expansion of the Christoffel symbol
up to the 1st-order [?18]:

R̄µ
δβ(X̄µ) = R̄µ

δβ(Xµ + ξξξµ) = Rµ
δβ(Xµ) + Rµ

δβ,λξξξ
λ + O(ξξξ2λ), (3.12)

Īµδβ(X̄µ) = Īµδβ(Xµ + ξξξµ) = Iµδβ(Xµ) + Iµδβ,λξξξ
λ + O(ξξξ2λ), (3.13)

where Rµ
δβ,λ = ∂Rµ

δβ

/
∂xλand Iµδβ,λ = ∂Iµδβ

/
∂xλ, we can approximate equa-

tions (2.23) and (2.24) respectively by:

d2ξξξµ

dτ 2
+
d2Xµ

dτ 2
+Rµ

δβ

dXδ

dτ

dXβ

dτ
+2Rµ

δβ

dXδ

dτ

dξξξβ

dτ
+Rµ

δβ,λξξξ
λdX

δ

dτ

dXβ

dτ
= 0, (3.14)

and

d3Xµ

dτ 3
+
d3ξξξµ

dτ 3
+ Rµ

δβ

(
d2Xδ

dτ 2

dXβ

dτ
+
dXδ

dτ

d2Xβ

dτ 2

)

+2Rµ
δβ

d2Xδ

dτ 2

dξξξβ

dτ
+ Rµ

δβ,λξξξ
λdX

δ

dτ

d2Xβ

dτ 2

+Iµδβ
dXδ

dτ

dXβ

dτ
+ 2Iµδβ

dXδ

dτ

dξξξβ

dτ
+ Iµδβ,λξξξ

λdX
δ

dτ

dXβ

dτ
= 0. (3.15)

Using equations (2.23) and (2.24), we can reduce equations (3.14) and
(3.15) respectively to:
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d2ξξξµ

dτ 2
+ 2Rµ

δβ

dXδ

dτ

dξξξβ

dτ
+Rµ

δβ,λξξξ
λdX

δ

dτ

dXβ

dτ
= 0, (3.16)

and

d3ξξξµ

dτ3
+ 2Rµ

δβ

d2Xδ

dτ2

dξξξβ

dτ
+ Rµ

δβ,λξξξ
λdX

δ

dτ

d2Xβ

dτ2

+2Iµδβ
dXδ

dτ

dξξξβ

dτ
+ Iµδβ,λξξξ

λdX
δ

dτ

dXβ

dτ
= 0. (3.17)

It may be checked that some mathematical algebra, equation (3.16) is
reduced to the well-known geodesic deviation equation [18]:

D̂
2
ξξξµ

D̂τ 2
+ Rµ

δλβ

dxδ

dτ
ξξξλ
dxβ

dτ
= 0. (3.18)

Rα
δλβ = Γαδβ,λ − Γαδλ,β + ΓασλΓ

σ
δβ − ΓασβΓσδλis the curvature Riemann tensor

and D̂
/
D̂τ is the covariant derivative which help us write equation (2.24)

as D̂
2
Xµ
/
D̂τ 2 = 0. In return to equation (3.17), we can write first it in the

form:

d3ξξξµ

dτ3
+ 2Rµ

δβ

d2Xδ

dτ2

dξξξβ

dτ
+ 2Iµδβ

dXδ

dτ

dξξξβ

dτ

=−Rµ
δβ,λξξξ

λdX
δ

dτ

d2Xβ

dτ 2
− Iµδβ,λξξξ

λdX
δ

dτ

dXβ

dτ
. (3.19)

By adding to both sides of equation (3.19) the terms:

Rµ
δλ,βξξξ

λdX
δ

dτ

d2Xβ

dτ2
+ Rµ

σβR
σ
αλξξξ

λdX
δ

dτ

d2Xβ

dτ2
−Rµ

σλR
σ
δβξξξ

λdX
δ

dτ

d2Xβ

dτ2

+Iµδλ,βξξξ
λdX

δ

dτ

d2Xβ

dτ2
+ IµσβI

σ
αλξξξ

λdX
δ

dτ

d2Xβ

dτ2
− IµσλI

σ
δβξξξ

λdX
δ

dτ

d2Xβ

dτ2
,

we find:

d3ξξξµ

dτ3
+ 2Rµ

δβ

d2Xδ

dτ2

dξξξβ

dτ
+ Rµ

δλ,βξξξ
λdX

δ

dτ

d2Xβ

dτ2

+Rµ
σβR

σ
αλξξξ

λdX
δ

dτ

d2Xβ

dτ 2
−Rµ

σλR
σ
δβξξξ

λdX
δ

dτ

d2Xβ

dτ 2
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+2Iµδβ
dXδ

dτ

dξξξβ

dτ
+ Iµδλ,βξξξ

λdX
δ

dτ

d2Xβ

dτ 2
+ IµσβI

σ
αλξξξ

λdX
δ

dτ

d2Xβ

dτ 2
− IµσλI

σ
δβξξξ

λdX
δ

dτ

d2Xβ

dτ 2

=
(
Rµ
δλ,β −Rµ

δβ,λ + Rµ
σβR

σ
αλ −Rµ

σλR
σ
δβ

)
ξξξλ
dXδ

dτ

d2Xβ

dτ2

+
(
Iµδλ,β − Iµδβ,λ + IµσβI

σ
αλ − IµσλI

σ
δβ

)
ξξξλ
dXδ

dτ

d2Xβ

dτ 2
. (3.20)

By letting:

R
µ
δβλ

∧
= Rµ

δλ,β −Rµ
δβ,λ + Rµ

σβR
σ
αλ −Rµ

σλR
σ
δβ, (3.21)

I
µ
δβλ

∧
= Iµδλ,β − Iµδβ,λ + IµσβI

σ
αλ − IµσλI

σ
δβ, (3.22)

which are the real and imaginary parts of the curvature Riemannian ten-
sor we can write equation (3.19) as:

d3ξξξµ

dτ3
+ 2Rµ

δβ

d2Xδ

dτ2

dξξξβ

dτ
+ Rµ

δλ,βξξξ
λdX

δ

dτ

d2Xβ

dτ2

+Rµ
σβR

σ
αλξξξ

λdX
δ

dτ

d2Xβ

dτ 2
−RσλµRσ

δβξξξ
λdX

δ

dτ

d2Xβ

dτ 2

+2Iµδβ
dXδ

dτ

dξξξβ

dτ
+ Iµδλ,βξξξ

λdX
δ

dτ

d2Xβ

dτ 2
+ IµσβI

σ
αλξ

λdX
δ

dτ

d2Xβ

dτ 2
− IµσλI

σ
δβξξξ

λdX
δ

dτ

d2Xβ

dτ 2

= −
(
R
µ
δβλ + I

µ
δβλ

)
ξλ
dXδ

dτ

d2Xβ

dτ 2
. (3.23)

Using equation (2.23), the freedom to relabel dummy indices and equa-
tions (3.21) and (3.22), we can write equation (3.23) as

d3ξξξµ

dτ3
+ 2

(
Iµδβ

dXδ

dτ
−Rµ

δβR
δ
µβ

dXµ

dτ

dXβ

dτ

)
dξξξβ

dτ

−
(
2
(
R
µ
δβλ + I

µ
δβλ

)
+
(
Rµ
δβ,λ + Iµδβ,λ

))
Rβ
δµξξξ

λdX
δ

dτ

dXµ

dτ

dXδ

dτ
= 0, (3.24)

which is the 3rd-order geodesic deviation equation. It is subsequently
interesting to obtain simultaneously the standard and the higher-order devi-
ation equation from the present argument.
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4 Conclusions and Perspectives

In the present paper, we have discussed the implications of an extended
complex backward-forward derivative operator in differential geometry.

This form of operator is motivated from non-local-in-time Lagrangian
dynamics and in our analysis it takes the special form Dn = D + Dn

R − iD
n
I

where D = d/dt,

Dn
R = 1

2k!

∑n

k=1
(1 + (−1)k)τ̄ kD(k+1) and Dn

I = 1
2k!

∑n

k=1
(1− (−1)k)τ̄ kD(k+1).

Through this paper we limited our analysis to n = 1 where the Euler-
Lagrange equation is complexified and contains derivative operator up to
order 2. In differential equation settings, the Euler-Lagrange equation is
equivalent to a higher-order geodesic equation which is complexified and is
splitted into three independent differential equations which are respectively
factors of L0

1, L
2
1, L

4
1.

It was observed that the metric and the Christoffel symbol are complex-
ified and the geodesic equation up to the first order in τ is complexified and
is splitted into differential equations which are the standard geodesic equa-
tion and a 3rd-order geodesic equation. This approach seems promising as
both the standard and the higher-order geodesic equations may be derived
simultaneously. Some applications were discussed: within the context of
general relativity, it was observed that a relation between jerk, velocity and
the Newtonian gravitational potential exist and besides, for the case of a
time-independent potential, the Laplace equation is obtained yielding the
Schwarzschild solution describing the gravitational field outside the a spheri-
cal mass directly without using boundary conditions; as a second application,
we have derived the geodesic deviation equation and it was observed that the
standard geodesic deviation equation is derived besides a 3rd-order derivative
geodesic deviation equation. This higher-order deviation equation may have
interesting implications in planetary motions. A detailed geometric analysis
of higher-order geodesic equations, complex manifolds and their implications
in Hermitian differential geometry, twistor geometry and field theory are
under progress.
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