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#### Abstract

We show that the monadic second-order theory of an infinite tree recognized by a higher-order pushdown automaton of any level is decidable. We also show that trees recognized by pushdown automata of level $n$ coincide with trees generated by safe higher-order grammars of level $n$. Our decidability result extends the result of Courcelle on algebraic (pushdown of level 1) trees and our own result on trees of level 2.


## Introduction

The Rabin Tree Theorem, stating the decidability of the monadic second-order (MSO) theory of the full $n$-ary tree ( SnS ), is among the most widely applied decidability results. Rabin himself [15] inferred a number of decidability results for various mathematical structures interpretable in SnS (e.g., countable linear orders). Muller and Schupp 14 gave rise to the study of graphs definable in SnS, by showing decidability of the MSO theory of any graph generated by a pushdown automaton; this result was further extended by Courcelle [2] to equational graphs, and by Caucal [1] to prefix-recognizable graphs.

However, a more sophisticated use of the Rabin Tree Theorem allows to go beyond the structures directly interpretable in SnS . Indeed, Courcelle [2] established the decidability of the MSO theory of any algebraic tree, i.e., a tree generated by a context-free (algebraic) tree grammar. Such a tree can be also presented as a computation tree of a pushdown automaton. The interest in this kind of structures (and their theories) arose in recent years in the verification community, in the context of verification of infinite state systems (see [13] and references therein, and [18] particularly for the model-checking problem on pushdown trees).

Context-free grammars and pushdown automata can be viewed as the first level of an infinite hierarchy of higher-order grammars and higher-order pushdown automata. These hierarchies, introduced in the early eighties by Engelfriet [6], have been subsequently extensively studied, in particular by Damm 4],

[^0]and Damm and Goerdt [5]. We find it natural to examine the computation trees of higher-order pushdown automata, as well as trees generated by higher-order grammars, from the point of view of the decidability of their MSO theories. Indeed, we would like to push the frontier of decidability in order to capture more complex trees.

In [11, we have made the first step in this direction by showing decidability of the MSO theory of trees generated by grammars of level two subject to an additional restriction on grammars which we called safety. This constraint is similar to the restriction to "derived types" in 4, 5]. It is still an open problem if this restriction is essential for decidability, or whether it really reduces the generating power of grammars. However, in the present paper we are able to state two results.
(1) After a natural generalization of the concept of safety, a tree generated by a safe grammar of any level enjoys a decidable MSO theory.
(2) A tree is generated by a safe grammar of level $n$ if and only if it can be recognized by a pushdown automaton of level $n$.

Consequently (by (1) and the "if" part of (2)), the monadic second order theory of a tree recognized by a pushdown automaton of any level is decidable.

The "only if" part of (2) is of independent interest: it can be understood as an implementation of higher-order recursion by higher-order stack. This implementation is simpler than that of [5] for the following reasons: because we are using a simpler notion of a higher-order pushdown store, and because it works essentially for arbitrary safe grammars, without any specific normal form restrictions. (The few syntactic conditions we assume are merely for convenience.)

The question of decidability of MSO theories of higher-level trees has been recently investigated also by Courcelle and Knapik [3]. Following ideas of Damm [4, the authors study an operation of evaluation which, when applied to a tree (generated by a grammar) of level $n$, produces a tree of level $n+1$. They show that this evaluation operation preserves MSO decidability, and that any algebraic (level 1) tree can be obtained by evaluation of a regular tree. While multiple application of evaluation leads to trees of arbitrary high level, it is not clear if all trees generated by safe grammars can be obtained in this way.

Problems related to ours were addressed by H. Hungar, who studied graphs generated by some specific higher-order graph grammars. He showed [7] decidability of the monadic second-order theory (S1S) of paths of such graphs (not the full MSO theory of graphs).

## 1 Preliminaries

Throughout the paper, the set of natural numbers is denoted $\omega$ and, for $n \in \omega$, the symbol $[n]$ abbreviates $\{1, \ldots, n\}$.

Types. We consider a set of types $\mathcal{T}$ constructed from a unique basic type $\mathbf{0}$ : $\mathbf{0}$ is a type and, if $\tau_{1}, \tau_{2}$ are types, so is $\left(\tau_{1} \rightarrow \tau_{2}\right) \in \mathcal{T}$. The operator $\rightarrow$ is assumed
to associate to the right. Note that each type is of the form $\tau_{1} \rightarrow \cdots \rightarrow \tau_{n} \rightarrow \mathbf{0}$, for some $n \geq 0$. A type $\mathbf{0} \rightarrow \cdots \rightarrow \mathbf{0}$ with $n+1$ occurrences of $\mathbf{0}$ is also written $\mathbf{0}^{n} \rightarrow \mathbf{0}$.

The level $\ell(\tau)$ of a type $\tau$ is defined by $\ell(\mathbf{0})=0$, and $\ell\left(\tau_{1} \rightarrow \tau_{2}\right)=\max (1+$ $\left.\ell\left(\tau_{1}\right), \ell\left(\tau_{2}\right)\right)$. Thus $\mathbf{0}$ is the only type of level 0 and each type of level 1 is of the form $\mathbf{0}^{n} \rightarrow \mathbf{0}$ for some $n>0$. A type $\tau_{1} \rightarrow \cdots \rightarrow \tau_{n} \rightarrow \mathbf{0}$ is homogeneous (where $n \geq 0)$ if each $\tau_{i}$ is homogeneous and $\ell\left(\tau_{1}\right) \geq \ell\left(\tau_{2}\right) \geq \ldots \geq \ell\left(\tau_{n}\right)$. For example a type $((\mathbf{0} \rightarrow \mathbf{0}) \rightarrow \mathbf{0}) \rightarrow(\mathbf{0} \rightarrow \mathbf{0}) \rightarrow(\mathbf{0} \rightarrow \mathbf{0} \rightarrow \mathbf{0}) \rightarrow \mathbf{0} \rightarrow \mathbf{0}$ is homogeneous, but a type $\mathbf{0} \rightarrow(\mathbf{0} \rightarrow \mathbf{0}) \rightarrow \mathbf{0}$ is not.

Higher-order terms. A typed alphabet is a set $\Gamma$ of symbols with types in $\mathcal{T}$. Thus $\Gamma$ can be also presented as a $\mathcal{T}$-indexed family $\left\{\Gamma_{\tau}\right\}_{\tau \in \mathcal{T}}$, where $\Gamma_{\tau}$ is the set of all symbols of $\Gamma$ of type $\tau$. We let the type level $\ell(\Gamma)$ of $\Gamma$ be the supremum of $\ell(\tau)$, such that $\Gamma_{\tau}$ is nonempty.

Given a typed alphabet $\Gamma$, the set $T(\Gamma)=\left\{T(\Gamma)_{\tau}\right\}_{\tau \in \mathcal{T}}$ of applicative terms is defined inductively, by
(1) $\Gamma_{\tau} \subseteq T(\Gamma)_{\tau}$;
(2) if $t \in T(\Gamma)_{\tau_{1} \rightarrow \tau_{2}}$ and $s \in T(\Gamma)_{\tau_{1}}$ then $(t s) \in T(\Gamma)_{\tau_{2}}$.

Note that each applicative term can be presented in a form $Z t_{1} \ldots t_{n}$, where $n \geq 0, Z \in \Gamma$, and $t_{1}, \ldots, t_{n}$ are applicative terms. We say that a term $t \in T(\Gamma)_{\tau}$ is of type $\tau$, which we also write $t: \tau$. A term $t: \tau$ is said to be of level $k$ iff $\tau$ is of level $k$. We adopt the usual notational convention that application associates to the left, i.e. we write $t_{0} t_{1} \ldots t_{n}$ instead of $\left(\cdots\left(\left(t_{0} t_{1}\right) t_{2}\right) \cdots\right) t_{n}$. For applicative terms $t, t_{1}, \ldots, t_{m}$, and symbols $z_{1}, \ldots, z_{m}$, of appropriate types, the term $t\left[z_{1}:=t_{1}, \ldots, z_{k}:=t_{k}\right]$ is defined as the result of simultaneous replacement in $t$ of $z_{i}$ by $t_{i}$, for $i=1, \ldots, m$.

Trees. The free monoid generated by a set $X$ is written $X^{*}$ and the empty word is written $\varepsilon$. The length of word $w \in X^{*}$ is denoted by $|w|$.

A tree is any nonempty prefix-closed subset $T$ of $X^{*}$ (with $\varepsilon$ considered as the root). If $u \in T, x \in X$, and $u x \in T$ then $u x$ is an immediate successor of $u$ in $T$. For $w \in T$, the set $T . w=\left\{v \in X^{*}: w v \in T\right\}$ is the subtree of $T$ induced by $w$. Note that T.w is also a tree, and $T . \varepsilon=T$.

Now let $\Sigma$ be a typed alphabet of level 1 . A symbol $f$ in $\Sigma$ is of type $\mathbf{0}^{n} \rightarrow \mathbf{0}$, for $n \geq 0$, and can be viewed as a (first-order) function symbol of arity n. Let $T \subseteq \omega^{*}$ be a tree. A mapping $t: T \rightarrow \Sigma$ is called a $\Sigma$-tree provided that if $t(w): \mathbf{0}^{k} \rightarrow \mathbf{0}$ then $w$ has exactly $k$ immediate successors which are $w 1, \ldots, w k$ (hence $w$ is a leaf whenever $t(w): \mathbf{0}$ ). The set of $\Sigma$-trees is written $T^{\infty}(\Sigma)$.

If $t: T \rightarrow \Sigma$ is a $\Sigma$-tree, then $T$ is called the domain of $t$ and denoted by $T=\operatorname{Dom} t$. For $v \in \operatorname{Dom} t$, the subtree of $t$ induced by $v$ is a $\Sigma$-tree $t . v$ such that $\operatorname{Dom} t . v=(\operatorname{Dom} t) . v$, and $t . v(w)=t(v w)$, for $w \in \operatorname{Dom} t . v$. It is convenient to organize the set $T^{\infty}(\Sigma)$ into an algebra over the signature $\Sigma$, where for each $f \in \Sigma_{\mathbf{0}^{n} \rightarrow \mathbf{0}}$, the operation associated with $f$ sends an $n$-tuple of trees $t_{1}, \ldots, t_{n}$
onto the unique tree $t$ such that $t(\varepsilon)=f$ and $t . i=t_{i}$, for $i \in[n]$. Finite trees in $T^{\infty}(\Sigma)$ can be also identified with applicative terms of type $\mathbf{0}$ over the alphabet $\Sigma$ in the usual manner.

We also introduce a concept of limit. For a $\Sigma$-tree $t$, let $t\lceil n$ be its truncation to the level $n$, i.e., the restriction of the function $t$ to the set $\{w \in \operatorname{Dom} t||w| \leq n\}$. Suppose $t_{0}, t_{1}, \ldots$ is a sequence of $\Sigma$-trees such that, for all $k$, there is an $m$, say $m(k)$, such that, for all $n, n^{\prime} \geq m(k), t_{n} \upharpoonright k=t_{n^{\prime}} \upharpoonright k$. (This is a Cauchy condition in a suitable metric space of trees.) Then the limit of the sequence $t_{n}$, in symbols $\lim t_{n}$, is a $\Sigma$-tree $t$ which is the set-theoretical union of the functions $t_{n} \upharpoonright m(n)$ (understanding a function as a set of pairs).

Monadic second-order logic. Let $R$ be a relational vocabulary, i.e., a set of relational symbols, each $r$ in $R$ given with an arity $\rho(r)>0$. The formulas of monadic second order (MSO) logic over vocabulary $R$ use two kinds of variables: individual variables $x_{0}, x_{1}, \ldots$, and set variables $X_{0}, X_{1}, \ldots$. Atomic formulas are $x_{i}=x_{j}, r\left(x_{i_{1}}, \ldots, x_{i_{\rho(r)}}\right)$, and $X_{i}\left(x_{j}\right)$. The other formulas are built using propositional connectives $\vee, \neg$, and the quantifier $\exists$ ranging over both kinds of variables. (The connectives $\wedge, \Rightarrow$, etc., as well as the quantifier $\forall$ are introduced in the usual way as abbreviations.) A formula without free variables is called a sentence. Formulas are interpreted in relational structures over the vocabulary $R$, which we usually present by $\mathbf{A}=\left\langle A,\left\{r^{\mathbf{A}}: r \in R\right\}\right\rangle$, where $A$ is the universe of $\mathbf{A}$, and $r^{\mathbf{A}} \subseteq A^{\rho(r)}$ is a $\rho(r)$-ary relation on $A$. A valuation is a mapping $v$ from the set of variables (of both kinds), such that $v\left(x_{i}\right) \in A$, and $v\left(X_{i}\right) \subseteq A$. The satisfaction of a formula $\varphi$ in $\mathbf{A}$ under the valuation $v$, in symbols $\mathbf{A}, v \models \varphi$ is defined by induction on $\varphi$ in the usual manner.

Clearly, the satisfaction of a formula depends only on the valuation of its free variables. The monadic second-order theory of $\mathbf{A}$ is the set of all MSO sentences satisfied in $\mathbf{A}$, in symbols $\operatorname{MSO}(\mathbf{A})=\{\varphi: \mathbf{A} \models \varphi\}$.

Let $\Sigma$ be a typed alphabet of level 1 , and suppose that the maximum of the arities of symbols in $\Sigma$ exists and equals $m_{\Sigma}$. A tree $t \in T^{\infty}(\Sigma)$ can be viewed as a logical structure $\mathbf{t}$, over the vocabulary $R_{\Sigma}=\left\{p_{f}: f \in \Sigma\right\} \cup\left\{d_{i}: 1 \leq i \leq m_{\Sigma}\right\}$, with $\rho\left(p_{f}\right)=1$, and $\rho\left(d_{i}\right)=2$ :

$$
\mathbf{t}=\left\langle\operatorname{Dom} t,\left\{p_{f}^{\mathbf{t}}: f \in \Sigma\right\} \cup\left\{d_{i}^{\mathbf{t}}: 1 \leq i \leq m_{\Sigma}\right\}\right\rangle
$$

The universe of $\mathbf{t}$ is the domain of $t$, and the predicate symbols are interpreted by $p_{f}^{\mathbf{t}}=\{w \in \operatorname{Dom} t: t(w)=f\}$, for $f \in \Sigma$, and $d_{i}^{\mathbf{t}}=\{(w, w i): w i \in \operatorname{Dom} t\}$, for $1 \leq i \leq m_{\Sigma}$. We refer the reader to [16] for a survey of the results on monadic second-order theory of trees.

Grammars. We now fix two disjoint typed alphabets, $N=\left\{N_{\tau}\right\}_{\tau \in \mathcal{T}}$ and $\mathcal{X}=\left\{\mathcal{X}_{\tau}\right\}_{\tau \in \mathcal{T}}$ of nonterminals and variables (or parameters), respectively. A grammar is a tuple $\mathcal{G}=(\Sigma, V, S, E)$, where $\Sigma$ is a signature (i.e., a finite alphabet of level 1 ), $V \subseteq N$ is a finite set of nonterminals, $\mathcal{S} \in V$ is a start symbol of type $\mathbf{0}$, and $E$ is a set of productions of the form

$$
\mathcal{F} z_{1} \ldots z_{m} \Rightarrow w
$$

where $\mathcal{F}: \tau_{1} \rightarrow \tau_{2} \cdots \rightarrow \tau_{m} \rightarrow \mathbf{0}$ is a nonterminal in $V, z_{i}$ is a variable of type $\tau_{i}$, and $w$ is an applicative term in $T\left(\Sigma \cup V \cup\left\{z_{1} \ldots z_{m}\right\}\right)$.

We assume that for each $\mathcal{F}$ in $V$, there is exactly one production in $E$ with $\mathcal{F}$ occurring on the left hand side. Furthermore, we make a proviso that each nonterminal in a grammar has a homogeneous type, and that if $m \geq 1$ then $\tau_{m}=$ $\mathbf{0}$. This implies that each nonterminal of level $>0$ has at least one parameter of level 0 (which needs not, of course, occur at the right-hand side). The level of a grammar is the highest level of its nonterminals.

In this paper, we are interested in grammars as generators of $\Sigma$-trees. Let, as before, $\Sigma^{\perp}=\Sigma \cup\{\perp\}$, with $\perp$ : $\mathbf{0}$. First, with any applicative term $t$ over $\Sigma \cup V$, we associate an expression $t^{\perp}$ over signature $\Sigma^{\perp}$ inductively as follows.

- If $t=f, f \in \Sigma$, then $t^{\perp}=f$.
- If $t=X, X \in V$, then $t^{\perp}=\perp$.
- If $t=(s r)$ then if $s^{\perp} \neq \perp$ then $t^{\perp}=\left(s^{\perp} r^{\perp}\right)$, otherwise $t^{\perp}=\perp$.

Informally speaking, the operation $t \mapsto t^{\perp}$ replaces in $t$ each nonterminal, together with its arguments, by $\perp$. It is easy to see that if $t$ is an applicative term (over $\Sigma \cup V$ ) of type $\mathbf{0}$ then $t^{\perp}$ is an applicative term over $\Sigma^{\perp}$ of type $\mathbf{0}$. Recall that applicative terms over $\Sigma^{\perp}$ of type $\mathbf{0}$ can be identified with finite trees.

We will now define the single-step rewriting relation $\rightarrow_{\mathcal{G}}$ among the terms over $\Sigma \cup V$. Informally speaking, $t \rightarrow_{\mathcal{G}} t^{\prime}$ whenever $t^{\prime}$ is obtained from $t$ by replacing some occurrence of a nonterminal $F$ by the right-hand side of the appropriate production in which all parameters are in turn replaced by the actual arguments of $F$. Such a replacement is allowed only if $F$ occurs as a head of a subterm of type $\mathbf{0}$. More precisely, the relation $\boldsymbol{\rightarrow}_{\mathcal{G}} \subseteq T(\Sigma \cup V) \times T(\Sigma \cup V)$ is defined inductively by the following clauses.

- $\mathcal{F} t_{1} \ldots t_{k} \rightarrow_{\mathcal{G}} t\left[z_{1}:=t_{1}, \ldots, z_{k}:=t_{k}\right]$ if there is a production $\mathcal{F} z_{1} \ldots z_{k} \Rightarrow t$ (with $\left.z_{i}: \rho_{i}, i=1, \ldots, k\right)$, and $t_{i} \in T(\Sigma \cup V)_{\rho_{i}}$, for $i=1, \ldots, k$.
- If $t \rightarrow_{\mathfrak{G}} t^{\prime}$ then $(s t) \rightarrow_{\mathcal{G}}\left(s t^{\prime}\right)$ and $(t q) \rightarrow_{\mathfrak{G}}\left(t^{\prime} q\right)$, whenever the expressions in question are applicative terms.
A reduction is a finite or infinite sequence of terms in $T(\Sigma \cup V), t_{0} \rightarrow_{\mathcal{G}} t_{1} \rightarrow_{\mathcal{G}} \ldots$ As usual, the symbol $\rightarrow \mathcal{G}$ stands for the reflexive transitive closure of $\rightarrow \mathcal{G}$. We also define the relation $t \rightarrow{ }_{\mathcal{G}}^{\infty} t^{\prime}$, where $t$ is an applicative term in $T(\Sigma \cup V)$ and $t^{\prime}$ is a tree in $T^{\infty}\left(\Sigma^{\perp}\right)$, by
- $t^{\prime}$ is a finite tree, and there is a finite reduction sequence $t=t_{0} \rightarrow_{\mathcal{G}} \cdots \rightarrow_{\mathcal{G}}$ $t_{n}=t^{\prime}$, or
- $t^{\prime}$ is infinite, and there is an infinite reduction sequence $t=t_{0} \rightarrow_{\mathcal{G}} t_{1} \rightarrow_{\mathcal{G}} \ldots$ such that $t^{\prime}=\lim t_{n}^{\perp}$.
To define a unique tree produced by the grammar, we recall a standard approximation ordering on $T^{\infty}\left(\Sigma^{\perp}\right): t^{\prime} \sqsubseteq t$ if $\mathcal{D o m} t^{\prime} \subseteq \mathcal{D o m} t$ and, for each $w \in \operatorname{Dom} t^{\prime}$, $t^{\prime}(w)=t(w)$ or $t^{\prime}(w)=\perp$. (In other words, $t^{\prime}$ is obtained from $t$ by replacing some of its subtrees by $\perp$.) Then we let

$$
\llbracket \mathcal{G} \rrbracket=\sup \left\{t \in T^{\infty}\left(\Sigma^{\perp}\right): S \rightarrow \mathcal{G}^{\infty} t\right\}
$$

It is easy to see that, by the Church-Rosser property of our grammar, the above set is directed, and hence $\llbracket \mathcal{G} \rrbracket$ is well defined since $T^{\infty}\left(\Sigma^{\perp}\right)$ with the approximation ordering is a cpo. Furthermore, it is routine to show that if an infinite reduction $S=t_{0} \rightarrow_{\mathcal{G}} t_{1} \rightarrow_{\mathcal{G}} \ldots$ is fair, i.e., any occurrence of a nonterminal symbol is eventually rewritten, then its result $t^{\prime}=\lim t_{n}^{\perp}$ is $\llbracket \mathcal{G} \rrbracket$.

If a tree $t$ is generated by a grammar of level $n$, we will sometimes say that $t$ is of level $n$.

## 2 Infinitary Lambda Calculus

In this section we recall some concepts and results from [11]. Our motivation for introducing infinite lambda terms comes from the strategy of our proof. Basically, we wish to reduce the MSO theory of a tree $t$ of level $n$ to the MSO theory of some tree $t^{\prime}$ of level $n-1$. However, like in [11], it will be useful to view the latter tree as an infinite lambda term (intuitively, evaluating to $t$ ).

Infinitary lambda calculus is an extension of the ordinary lambda calculus, which allows the use of infinite lambda terms. We will identify infinite lambda terms with certain infinite trees. More specifically, we fix a finite alphabet $\Sigma$ of level 1 called signature, and let $\Sigma^{\perp}=\Sigma \cup\{\perp\}$, where $\perp$ is a fresh symbol of type $\mathbf{0}$. All our finite and infinite terms, called lambda trees are simply typed and may involve constants from $\Sigma^{\perp}$, and variables from a fixed countably infinite set. In fact, we only consider lambda trees of types of level at most 1 .


Fig. 1. Application and abstraction
Definition 2.1. Let $\Sigma^{\circ}$ be an infinite alphabet of level 1 , consisting of

- A binary function symbol @;
- All symbols from $\Sigma^{\perp}$, as individual constants, regardless of their actual types;
- Infinitely many individual variables, as individual constants;
- Unary function symbols $\lambda x$ for all variables $x$.

The set of all lambda trees (over a signature $\Sigma$ ) is the greatest set of $\Sigma^{\circ}$-trees, given together with their types, such that the following conditions hold.

- Each variable $x$ is a lambda tree of type $\mathbf{0}$.
- Each function symbol $f \in \Sigma^{\perp}$ of type $\tau$ is a lambda tree of type $\tau$.
- Otherwise each lambda tree is of type of level at most 1 and is either an application $(M N)$ or an abstraction ( $\lambda x . M$ ) (see Figure 11).
- If a lambda tree $P$ of type $\tau$ is an application $(M N)$ then $M$ is a lambda tree of type $\mathbf{0} \rightarrow \tau$, and $N$ is a lambda tree of type $\mathbf{0}$.
- If a lambda tree $P$ of type $\tau$ has the form $(\lambda x . M)$, then $\tau=\mathbf{0} \rightarrow \sigma$, and $M$ is a lambda tree of type $\sigma$.

Strictly speaking, the above is a co-inductive definition of the two-argument relation " $M$ is a lambda tree of type $\tau$ ". Formally, a lambda tree can be presented as a pair $(M, \tau)$, where $M$ is a $\Sigma^{\circ}$-tree (as defined in section (1), and $\tau$ is its type satisfying the conditions above. Whenever we talk about a "lambda tree" we actually mean a lambda tree together with its type. We warn the reader about a possible confusion: The types associated with lambda trees by the above definition are not the types of these trees viewed as terms over $\Sigma^{\circ}$ (but rather as terms over $\Sigma)$.

Let $M$ be a lambda tree and let $x$ be a variable. Each node of $M$ labeled $x$ is called an occurrence of $x$ in $M$. An occurrence of $x$ is bound, iff it has an ancestor labeled $\lambda x$. The binder of this occurrence of $x$ is the closest of all such ancestors $\lambda x$ (i.e., one occurring at the largest depth). An occurrence of $x$ which is not bound is called free. We say that a variable $x$ is free in a lambda tree $M$ iff it has a free occurrence in $M$. The (possibly infinite) set of all free variables of $M$ will be denoted by $F V(M)$. A lambda tree $M$ with $F V(M)=\varnothing$ is called closed.

Clearly, ordinary lambda terms can be seen as a special case of lambda trees, and the notion of a free variable in a lambda tree generalizes the notion of a free variable in a lambda term. The $n$-th approximant of a lambda tree $M$, denoted $M \upharpoonright n$ is defined by induction as follows:

- $M \upharpoonright 0=\perp$, for all $M$;
- $(M N) \upharpoonright n+1=(M \upharpoonright n)(N \upharpoonright n)$;
- $(\lambda x . M) \upharpoonright n+1=\lambda x(M \upharpoonright n)$.

That is, the $n$-th approximant is obtained by replacing all subtrees rooted at depth $n$ by the constant $\perp$.

Let $P(z / x)$ denote the result of replacing in $P$ all free occurrences of a variable $x$ by another variable $z$.
Definition 2.2. A bisimulation on lambda trees is a binary relation $\sim$ satisfying the following conditions:
(1) If $M \sim N$ then $M$ and $N$ are of the same type.
(2) If $M \sim N$ then the root labels of $M$ and $N$ are either the same or both $M$ and $N$ are abstractions.
(3) If $\lambda x \cdot M \sim \lambda y . N$, then $M(z / x) \sim N(z / y)$, whenever $z$ is a fresh variable (neither free nor bound in $\lambda x . M$ and $\lambda y . N$ ).
(4) If $(M N) \sim\left(M^{\prime} N^{\prime}\right)$ then $M \sim M^{\prime}$ and $N \sim N^{\prime}$.

Lemma 2.3. (1) The union $\approx$ of all bisimulations is a bisimulation itself.
(2) On ordinary lambda-terms, the relation $\approx$ coincides with the $\alpha$-equivalence $={ }_{\alpha}$.
(3) $M \approx N$ holds if and only if $M \upharpoonright n={ }_{\alpha} N\lceil n$ holds for all $n$.
(4) If $M \approx N$ then $F V(M)=F V(N)$.

The above lemma provides evidence that the greatest bisimulation is a correct generalization of the notion of $\alpha$-equivalence. That is, $M \approx N$ holds iff $M$ and $N$ are identical up to names of bound variables. Following a common practice in lambda calculus, alpha-equivalent lambda trees will be identified. In consequence, all three statements $M \approx N, M={ }_{\alpha} N$ and $M=N$ will be understood as expressing the same property.

Lemma 2.4 (Principle of co-induction [8]). In order to prove that $M={ }_{\alpha} N$, it is enough to find a bisimulation $\sim$ such that $M \sim N$.

### 2.1 From Grammar Terms to Lambda Trees

Given a grammar $\mathcal{G}$, we define co-inductively a relation $\beth_{\mathcal{G}}$ as the greatest relation between terms in $T(\Sigma \cup V \cup \mathcal{X})$ and lambda trees (over $\Sigma$ ) such that, for all $(t, M) \in \beth_{\mathcal{G}}$,
(1) if $t$ is a function symbol $f$ then $M=f$,
(2) if $t$ is a variable $x \in \mathcal{X}_{\mathbf{0}}$ then $M=x$,
(3) if $t=\mathcal{F} t_{1}, \ldots t_{m}$, where $\mathcal{F}$ is a nonterminal whose production in $\mathcal{G}$ is $\mathcal{F} \phi_{1} \ldots \phi_{m} x_{1} \ldots x_{n} \Rightarrow r$, with variables $\phi_{1}, \ldots, \phi_{m}$ of level $\geq 1$ and variables $x_{1}, \ldots, x_{n}$ of level $0, t_{1} \ldots t_{m}$ are terms such that type $\left(\phi_{i}\right)=\operatorname{type}\left(t_{i}\right)$, for $i \in[m]$ then
$M \in\left\{\lambda x_{1}^{\prime} \ldots x_{n}^{\prime} \cdot N \mid\left(r\left[\phi_{1}:=t_{1}, \ldots, \phi_{m}:=t_{m}, x_{1}:=x_{1}^{\prime}, \ldots, x_{n}:=x_{n}^{\prime}\right], N\right) \in \beth_{\mathcal{G}}\right\}$, where the variables $x_{1}^{\prime}, \ldots, x_{n}^{\prime}$ are chosen so that no $x_{i}^{\prime}$ occurs free in any of $t_{j}$,
(4) if $t=\left(t_{1} t_{2}\right)$ where $t_{1}: \mathbf{0} \rightarrow \tau$ and $t_{2}: \mathbf{0}$ then $M \in\left\{\left(M_{1} M_{2}\right) \mid\left(t_{1}, M_{1}\right),\left(t_{2}, M_{2}\right)\right.$ $\left.\in \beth_{\mathcal{G}}\right\}$.

It is easy to see that any term $t$ of level $\leq 1$ using variables only from $\mathcal{X}_{\mathbf{0}}$ is in the form (1)-(4).

Lemma 2.5. $\beth_{\mathcal{G}}$ is a partial function defined for all terms in $T\left(\Sigma \cup V \cup \mathcal{X}_{\mathbf{0}}\right)$ of level $\leq 1$. That is, for any such $t$, there exists a unique $M$ (up to $\alpha$-equivalence) such that $(t, M) \in \beth_{\mathcal{G}}$.

From now on $\beth_{\mathcal{G}}$ is considered as a function. The conditions (1)-(4) of the above definition can now be stated as follows.
(1) $\beth_{\mathcal{G}}(t)=f$, if $t$ is a function symbol $f \in \Sigma$,
(2) $\beth_{\mathcal{G}}(t)=x$, if $t$ is a variable $x \in \mathcal{X}_{\mathbf{0}}$,
(3) $\beth_{\mathcal{G}}(t)=\lambda x_{1}^{\prime} \ldots x_{n}^{\prime} \cdot \beth_{\mathcal{G}}\left(r\left[\phi_{1}:=t_{1}, \ldots, \phi_{m}:=t_{m}, x_{1}:=x_{1}^{\prime}, \ldots, x_{n}:=x_{n}^{\prime}\right]\right)$, if $t=$ $\mathcal{F} t_{1} \ldots t_{m}$, for some nonterminal $\mathcal{F}$, such that $\mathcal{F} \phi_{1} \ldots \phi_{m} x_{1} \ldots x_{n}=r$ is a production of $\mathcal{G}$. The variables $x_{1}^{\prime}, \ldots, x_{n}^{\prime}$ are chosen so that no $x_{i}^{\prime}$ occurs free in any of $t_{j}$,
(4) $\beth_{\mathcal{G}}(t)=\left(\beth_{\mathcal{G}}\left(t_{1}\right) \beth_{\mathcal{G}}\left(t_{2}\right)\right)$, if $t=\left(t_{1} t_{2}\right)$ where $t_{1}: \mathbf{0} \rightarrow \tau$ and $t_{2}: \mathbf{0}$.

We will be mainly interested in $\beth_{\mathcal{G}}(S)$, where $S$ is the start symbol of the grammar. It can be viewed as a lambda term obtained by a usually infinite process of expansion, according to the rules of the grammar. (Intuitively, it is a lambda term "evaluating" to the tree $\llbracket \mathcal{G} \rrbracket$.)

## 3 Safe Grammars

The following is an extension of the definition from [11 to higher types.
Definition 3.1. A term of level $k>0$ is unsafe if it contains an occurrence of a parameter of level strictly less than $k$, otherwise the term is safe. An occurrence of an unsafe term $t$ as a subexpression of a term $t^{\prime}$ is safe if it is in the context $\ldots(t s) \ldots$, otherwise the occurrence is unsafe. A grammar is safe if no unsafe term has an unsafe occurrence at a right-hand side of any production.

Example: Let $f, g, h, a, b$ be signature symbols of arity $2,1,1,0,0$, respectively. Consider a grammar of level 2 with nonterminals $S: \mathbf{0}$, and $\mathcal{F}:(\mathbf{0} \rightarrow \mathbf{0}) \rightarrow \mathbf{0} \rightarrow$ $\mathbf{0} \rightarrow \mathbf{0}$, and productions

$$
\begin{gathered}
\mathcal{S} \Rightarrow \mathcal{F} g a b \\
\mathcal{F} \varphi x y \Rightarrow f(\mathcal{F}(\mathcal{F} \varphi x) y(h y))(f(\varphi x) y)
\end{gathered}
$$

This grammar is not safe, because of the unsafe subterm $\mathcal{F} \varphi x$, which is not applied to an argument. However, it is equivalent to an algebraic grammar with the following productions:

$$
\begin{gathered}
\mathcal{S} \Rightarrow \mathcal{G}(g a) b \\
\mathcal{G} z y \Rightarrow f(\mathcal{G}(\mathcal{G} z y)(h y))(f z y)
\end{gathered}
$$

But life is not always so easy. If we replace the above production for $\mathcal{F}$ by a slightly different one:

$$
\mathcal{F} \varphi x y \Rightarrow f(\mathcal{F}(\mathcal{F} \varphi x) y(h y))(f(\varphi y) x)
$$

we obtain a grammar which is conjectured not to be equivalent to a safe grammar of any level.

The crucial observation is the following.
Lemma 3.2. If a grammar $\mathcal{G}$ is safe then the lambda tree $\beth_{\mathcal{G}}(S)$ can be constructed using only the original variables of the grammar. That is, whenever clause (3) is applied, the variables $x_{1}^{\prime}, \ldots, x_{n}^{\prime}$ can be chosen just $x_{1}, \ldots, x_{n}$.

Proof. We use safety only with respect to parameters of level $\mathbf{0}$. Observe that substitution preserves safety and a subterm of a safe term is again safe. This follows that whenever clause (3) is applied, the terms $t_{1}, \ldots, t_{m}$ are safe. Formally, we modify the definition of $\beth_{\mathcal{G}}$ to $\beth_{\mathcal{G}}^{\prime}$, such that the clause (3) applies only if the terms $t_{1}, \ldots, t_{m}$ are safe (otherwise, say, $\beth_{\mathcal{G}}^{\prime}(t)=\perp$ ), and show that $\mathbf{I}_{\mathcal{G}}^{\prime}(S)$ and $\beth_{\mathcal{G}}(S)$ are bisimilar using the condition (3) of Lemma 2.3.

In 11, we have essentially established the result which, by combining Theorem 2 and Proposition 4 from there with Lemma 3.2 above, can be rephrased as follows ${ }^{1}$

Theorem 3.3 ([11]). If a grammar $\mathcal{G}$ is safe then the MSO theory of the tree $\llbracket \mathcal{G} \rrbracket$ is reducible to the MSO theory of $\beth_{\mathcal{G}}(S)$, that is, there exists a recursive mapping of sentences $\varphi \mapsto \varphi^{\prime}$ such that $\llbracket \mathcal{G} \rrbracket \vDash \varphi$ iff $\beth_{\mathcal{G}}(S) \models \varphi^{\prime}$.

By this, MSO theory of a tree generated by a safe grammar $\mathcal{G}$ reduces to the MSO theory of $\beth_{\mathcal{G}}(S)$. Our induction argument will consist in showing that the latter can be generated by a grammar of level $n-1$.
Definition 3.4. Let $\mathcal{G}=(\Sigma, V, S, E)$ be a safe grammar of level $n \geq 2$. We may assume that the parameters of type $\mathbf{0}$ occurring in distinct productions are different. Let $\mathcal{X}^{\mathcal{G}_{\mathbf{0}}}=\left\{x_{1}, \ldots, x_{L}\right\}$ be the set of all parameters of type $\mathbf{0}$ occurring in grammar $\mathcal{G}$. We define a grammar of level $n-1 \mathcal{G}^{\alpha}=\left(\Sigma^{\alpha}, V^{\alpha}, S^{\alpha}, E^{\alpha}\right)$ as follows.

It is convenient first to define a transformation $\alpha$ of (homogeneous) types, that maps $\mathbf{0}$ to $\mathbf{0}, \mathbf{0}^{\ell} \rightarrow \mathbf{0}$ to $\mathbf{0}$ and maps a type $\tau_{1} \rightarrow \cdots \rightarrow \tau_{n}$ with $\ell\left(\tau_{n}\right) \leq 1$ and $\ell\left(\tau_{n-1}\right)>1$, inductively, to $\alpha\left(\tau_{1}\right) \rightarrow \cdots \rightarrow \alpha\left(\tau_{n}\right)$. Note that, in particular, $\alpha$ maps $\left(\mathbf{0}^{k_{1}} \boldsymbol{\rightarrow} \mathbf{0}\right) \rightarrow \cdots \rightarrow\left(\mathbf{0}^{k_{m}} \rightarrow \mathbf{0}\right) \rightarrow \mathbf{0}^{\ell} \rightarrow \mathbf{0}$ to $\mathbf{0}^{m} \rightarrow \mathbf{0}$. We will denote $\alpha(\tau)$ by $\tau^{\alpha}$. Let $\Sigma^{\alpha}=\Sigma \cup\left\{@, \lambda x_{1}, \ldots, \lambda x_{L}, x_{1}, \ldots, x_{L}\right\}$, where all symbols from $\Sigma$ as well as (former) parameters $x_{1}, \ldots, x_{L}$ are of arity 0 , the symbol $@$ is binary, and the symbols $\lambda x_{i}$ are unary. The set $V^{\alpha}=\left\{\mathcal{F}^{\alpha}: \mathcal{F} \in V\right\}$ is a copy of $V$, with $\mathcal{F}^{\alpha}: \tau^{\alpha}$, whenever $\mathcal{F}: \tau$. Finally, whenever there is a production $\mathcal{F} \phi_{1} \ldots \phi_{m} y_{1} \ldots y_{n} \Rightarrow r$ in $E$, where $y_{1}, \ldots, y_{n}$ are the parameters of level 0 , there is a production $\mathcal{F}^{\alpha} \phi_{1} \ldots \phi_{m} \Rightarrow \lambda y_{1} \ldots \lambda y_{n} . r^{\alpha}$ in $E^{\alpha}$, where the transformation of typed terms $r: \tau \mapsto r^{\alpha}: \tau^{\alpha}$ is defined inductively by

- $\alpha: \mathcal{F} \mapsto \mathcal{F}^{\alpha}$,
- $\alpha: z \mapsto z$, for any parameter $z$,
- $\alpha:(t s) \mapsto\left(t^{\alpha} s^{\alpha}\right)$, whenever $s: \tau$ with $\ell(\tau) \geq 1$,
- $\alpha:(t s) \mapsto\left(\left(@ t^{\alpha}\right) s^{\alpha}\right)$, whenever $s: \mathbf{0}$ (hence consequently $\left.t^{\alpha}, s^{\alpha}: \mathbf{0}\right)$.

Note that all parameters of $\mathcal{G}$ of type $\tau$ become parameters of $\mathcal{G}^{\alpha}$ of type $\tau^{\alpha}$ except for the parameters of type $\mathbf{0}$ which become constants.

The following is an immediate consequence of the definition.
Lemma 3.5. If $\mathcal{G}$ is safe then $\mathcal{G}^{\alpha}$ is safe, too.
Lemma 3.6. The trees $\beth_{\mathcal{G}}(S)$ and $\llbracket \mathcal{G}^{\alpha} \rrbracket$ coincide.
Proof. By Principle of co-induction 2.4 we check that these trees are bisimilar using the condition (3) of Lemma 2.3.

[^1]Theorem 3.7. Let $\mathcal{G}$ be a safe grammar of level $n$. Then the monadic theory of $\llbracket \mathcal{G} \rrbracket$ is decidable.

Proof. For $n=0$ the claim amounts to the decidability of the MSO theory of a regular tree that was essentially established already by Rabin 15. For grammars of level 1 (algebraic), the result was proved by Courcelle [2]. (Clearly, for level $n \leq 1$, the safety assumption holds trivially.)

Now let $t=\llbracket \mathcal{G} \rrbracket$ be a tree generated by a grammar of level $n \geq 2$ and let $t^{\alpha}=\llbracket \mathcal{G}^{\alpha} \rrbracket$. By induction hypothesis, the MSO theory of $t^{\alpha}$ is decidable. The claim follows from Lemma 3.6 and Theorem 3.3.

## 4 Pushdown Automata

We use the abbreviation "pds" for the expression "pushdown store". A level 1 pds (or a 1-pds) over an alphabet $A$ is an arbitrary sequence $\left[a_{1}, \ldots, a_{l}\right]$ of elements of $A$, with $l \geq 1$. A level $n p d s$ (or a $n$-pds), for $n \geq 2$, is a sequence $\left[s_{1}, \ldots, s_{l}\right.$ ] of ( $n-1$ )-pds's, where $l \geq 1$. (That is, we assume that a pds is never empty.) For a given symbol $\perp \in A$, we define $\perp_{k}$ as follows: $\perp_{1}=[\perp]$ and $\perp_{k+1}=\left[\perp_{k}\right]$. Thus $\perp_{k}$ is the level $k$ pds which contains only $\perp$ at the bottom.

Let $s$ be an $n$-pds and let $s^{\prime}$ be a $k$-pds, for some $k \leq n$. We write $s^{\prime} \subset s$ iff one of the following cases holds:

- $s=\left[s_{1}, \ldots, s_{l}\right]$ and $s^{\prime}=s_{i}$, for some $i=1, \ldots, l-1$.
- $s=\left[s_{1}, \ldots, s_{l}\right]$ and $s^{\prime} \subset s_{i}$, for some $i=1, \ldots, l$.

The following operations are possible on pushdown stores

- $\operatorname{push}_{1}^{a}\left(\left[a_{1}, \ldots, a_{l-1}, a_{l}\right]\right)=\left[a_{1}, \ldots, a_{l}, a\right]$, where $a \in A$;
- $\operatorname{pop}_{1}\left(\left[a_{1}, \ldots, a_{l-1}, a_{l}\right]\right)=\left[a_{1}, \ldots, a_{l-1}\right]$;
- $\operatorname{top}_{1}\left(\left[a_{1}, \ldots, a_{l-1}, a_{l}\right]\right)=a_{l}$.

On pushdown stores of level $n>1$ one can perform the following operations:

- $\operatorname{push}_{n}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\left[s_{1}, \ldots, s_{l}, s_{l}\right]$;
- $\operatorname{pop}_{n}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\left[s_{1}, \ldots, s_{l-1}\right]$;
- $\operatorname{push}_{k}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\left[s_{1}, \ldots, s_{l-1}, \operatorname{push}_{k}\left(s_{l}\right)\right]$, where $2 \leq k<n$;
- $\operatorname{push}_{1}^{a}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\left[s_{1}, \ldots, s_{l-1}\right.$, push $\left._{1}^{a}\left(s_{l}\right)\right]$, where $a \in A$;
- $\operatorname{pop}_{k}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\left[s_{1}, \ldots, s_{l-1}, \operatorname{pop}_{k}\left(s_{l}\right)\right]$, where $1 \leq k<n$;
- $\operatorname{top}_{n}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=s_{l}$.
- $\operatorname{top}_{k}\left(\left[s_{1}, \ldots, s_{l-1}, s_{l}\right]\right)=\operatorname{top}_{k}\left(s_{l}\right)$, for $1 \leq k<n$.

The operation $\operatorname{pop}_{k}$ is undefined on a push down store, whose top pds of level $k$ consists of only one element.

Let $\Sigma$ be a signature, and let $Q$ and $A$ be finite sets. Let $\perp \in A$ be a distinguished element of $A$. The set $\mathcal{I}_{n}$ of instructions of level $n$ (parameterized by $\Sigma, Q$ and $A)$ consists of all tuples of the following forms:
(1) $\left(p u s h_{k}, p\right)$, where $p \in Q$ and $1<k \leq n$;
(2) $\left(p u s h_{1}^{a}, p\right)$, where $p \in Q$, and $a \in A, a \neq \perp$.
(3) $\left(\right.$ pop $\left._{k}, p\right)$, where $p \in Q$ and $1 \leq k \leq n$.
(4) $\left(f, p_{1}, \ldots, p_{r}\right)$, where $f \in \Sigma_{r}$ and $\bar{p}_{1}, \ldots, p_{r} \in Q$;

A pushdown automaton of level $n$ is defined as a tuple

$$
\mathcal{A}=\left\langle Q, \Sigma, A, q_{0}, \delta, \perp\right\rangle
$$

where $Q$ is a finite set of states, with an initial state $q_{0}, \Sigma$ is a signature, $A$ is a pds alphabet, with a distinguished bottom symbol $\perp$, and

$$
\delta: Q \times A \rightarrow \mathcal{I}_{n}
$$

is a transition function.
A configuration of an automaton $\mathcal{A}$ as above is a pair $\langle q, s\rangle$, where $q \in Q$ and $s$ is an $n$-pds over $A$. The initial configuration is $\left\langle q_{0}, \perp_{n}\right\rangle$. The set of all configurations is denoted by $\mathcal{C}$.

We define a relation $\rightarrow_{\mathcal{A}}$ on configurations as follows:
(1) If $\operatorname{top}_{1}(s)=a$ and $\delta(q, a)=\left(p u s h_{k}, p\right)$, with $k>1$, then $\langle q, s\rangle \rightarrow_{\mathcal{A}}$ $\left\langle p, \operatorname{push}_{k}(s)\right\rangle$.
(2) If $\operatorname{top}_{1}(s)=a$ and $\delta(q, a)=\left(p u s h_{1}^{b}, p\right)$, then $\langle q, s\rangle \rightarrow_{\mathcal{A}}\left\langle p, p u s h_{1}^{b}(s)\right\rangle$.
(3) If $\operatorname{top}_{1}(s)=a$ and $\delta(q, a)=\left(\operatorname{pop}_{k}, p\right)$, then $\langle q, s\rangle \rightarrow \mathcal{A}\left\langle p, \operatorname{pop}_{k}(s)\right\rangle$, provided $\operatorname{pop}_{k}(s)$ is defined.

The symbol $\rightarrow_{\mathcal{A}}$ stands for the reflexive and transitive closure of $\rightarrow_{\mathcal{A}}$.
Now let $t: T \rightarrow \Sigma$ be a $\Sigma$-tree. A partial function $\varrho: T \rightarrow \mathcal{C}$ defined on an initial fragment of $T$ is called a partial run of $\mathcal{A}$ on $t$ iff the following conditions hold:

- $\left\langle q_{0}, \perp_{n}\right\rangle \rightarrow \mathcal{A} \varrho(\varepsilon)$.
- If $w \in T$ and $\varrho(w)=\langle q, s\rangle$ then $\delta\left(\left\langle q, \operatorname{top}_{1}(s)\right\rangle\right)=\left(f, p_{1}, \ldots, p_{r}\right)$, where $t(w)=f \in \Sigma_{r}$ and $p_{1}, \ldots, p_{r} \in Q$. In addition, $\left\langle p_{i}, s\right\rangle \rightarrow_{\mathcal{A}} \varrho(w i)$, for each $i=1, \ldots, r$ when $\varrho(w i)$ is defined.

If a partial run is total, it is called a run. If $\mathcal{A}$ has a run on $t$, then we say that $t$ is accepted by $\mathcal{A}$. It should be clear that any given automaton $\mathcal{A}$ can accept at most one tree.

Remark: The above definition of a pushdown automaton is based on the definitions from [12, 17, 9] rather than the original definition of Engelfriet, used in [6, 5]. The latter differs from ours in that a pushdown store of level $k$, for $k>1$, is defined as a sequence of pairs $\left[\left(s_{1}, a_{1}\right), \ldots,\left(s_{l}, a_{l}\right)\right]$, where the $s_{i}$ are pds's of level $k-1$, and the $a_{i}$ are symbols from the alphabet. An automaton has access to the symbol $a_{l}$, as well as to the top symbol of $s_{l}$, the top symbol of the top pds of $s_{l}$, etc. However, it is not difficult to see that these two models are equivalent. Indeed, the additional label of a $k$-pds can be stored on the top of its top 1-pds. (Note that a 1-pds on top of a $k$-pds is also on top of pds's of level $2,3, \ldots, k-1$, and thus must carry up to $k$ additional labels.) Each move of an Engelfriet style automaton is then simulated by a sequence of moves of our automaton.

It should also be clear that our higher-order pushdown trees generalize to higher levels the pushdown trees considered by Walukiewicz in [18]. In the context of verification, pushdown automata (in general, nondeterministic) are considered as processes rather than acceptors, i.e., the input alphabet is omitted. The interest is focused on the graph of all possible configurations of a process. However, by suitable choice of a signature, it is easy to identify the tree of configurations of a higher-order pushdown process with the tree recognized by an automaton in our sense. The branching nodes in the tree correspond to the points of nondeterministic choice of the process.

## 5 Automata and Grammars

Theorem 5.1. Let $t$ be accepted by a pushdown automaton of level $n$. Then it is generated by a safe grammar of level $n$.

Corollary 5.2. The MSO theory of every tree recognized by a higher-order pushdown automaton is decidable.

Theorem 5.3. A tree generated by a safe grammar of level $n$ is accepted by a pushdown automaton of level $n$.

### 5.1 Proof of Theorem 5.1

Assume that our automaton $\mathcal{A}=\left\langle Q, \Sigma, A, q_{0}, \delta, \perp\right\rangle$ has $m$ states $0, \ldots, m-1$. (It is convenient to simply identify the states with their numbers.) We use the following abbreviations: $\mathbf{1}=\mathbf{0}^{m} \rightarrow \mathbf{0}, \mathbf{2}=\mathbf{1}^{m} \rightarrow \mathbf{1}$, and so on: $\mathbf{k}=(\mathbf{k}-\mathbf{1})^{m} \rightarrow \mathbf{k}$, up to $\mathbf{n}=(\mathbf{n - 1})^{m} \rightarrow \mathbf{n - 1}$. Observe that $\mathbf{k}=(\mathbf{k}-\mathbf{1})^{m} \rightarrow(\mathbf{k}-\mathbf{2})^{m} \rightarrow \cdots \rightarrow \mathbf{1}^{m} \rightarrow$ $\mathbf{0}^{m} \rightarrow \mathbf{0}$, for each $k=0, \ldots, n$.

We construct a grammar which generates the tree $t$, with the following nonterminals:

- For each $q \in Q$ and each $a \in A$, there is a nonterminal $\mathcal{F}_{q}^{a}$ of type $\mathbf{n}$.
- For each $k=1, \ldots, n$ there is a nonterminal Void $_{k}$ of type $\mathbf{n} \mathbf{- k}$.
- And there is an initial nonterminal $\mathcal{S}$ of type $\mathbf{0}$.

The initial production of our grammar is:
where $\overrightarrow{\text { Void }_{k}}$ stands for $m$ repetitions of Void $_{k}$. Other productions apply to the nonterminals $\mathcal{F}_{i}^{a}$ and depend on $\delta\left(q_{i}, a\right)$. In order to understand the productions below, one should interpret an expression of the form

$$
\mathcal{F}_{q}^{a} \vec{x}_{1} \vec{x}_{2} \ldots \vec{x}_{n}
$$

as a representation of a configuration $\langle q, s\rangle$, where $\operatorname{top}_{1}(s)=a$, and each vector $\vec{x}_{k}=x_{k}^{0} \ldots x_{k}^{m-1}$ refers to the possible configurations to which the automaton
may return after executing $\operatorname{pop}_{k}$. There is always $m$ such possible configurations, corresponding to the $m$ internal states. (A call to Void $_{k}$ corresponds to an attempt to pop an "empty" stack.) Observe that the types of variables in $\vec{x}_{k}$ are more complex for lower level pds's. We think of it as follows: the information contained in a parameter $x_{k}^{i}$ : $\mathbf{n - k}$ occurring in the sequence $\vec{x}_{k}$ represents directly the contents of $\operatorname{top}_{k}(s)$. The actual state of the $n$-pds should then be seen as a function depending on the contents of $\operatorname{pop}_{k}(s)$, understood as a sequence of pds's of levels $k+1, k+2, \ldots, n$. Here are the productions:

- $\underset{\rightarrow}{\mathcal{F}_{q}^{a}} \vec{x}_{1} \vec{x}_{2} \ldots \vec{x}_{n} \Rightarrow \mathcal{F}_{p}^{a} \vec{x}_{1} \ldots \vec{x}_{k-1}\left(\mathcal{F}_{0}^{a} \vec{x}_{1} \ldots \vec{x}_{k}\right) \ldots\left(\mathcal{F}_{m-1}^{a} \vec{x}_{1} \ldots \vec{x}_{k}\right)$ $\vec{x}_{k+1} \ldots \vec{x}_{n}$,
if $\delta(q, a)=\left(\right.$ push $\left._{k}, p\right)$, with $k>1$.
- $\mathcal{F}_{q}^{a} \vec{x}_{1} \vec{x}_{2} \ldots \vec{x}_{n} \Rightarrow \mathcal{F}_{p}^{b}\left(\mathcal{F}_{0}^{a} \vec{x}_{1}\right) \ldots\left(\mathcal{F}_{m-1}^{a} \vec{x}_{1}\right) \vec{x}_{2} \ldots \vec{x}_{n}$, if $\delta(q, a)=\left(\right.$ push $\left._{1}^{b}, p\right)$.
- $\mathcal{F}_{q}^{a} \vec{x}_{1} \vec{x}_{2} \ldots \vec{x}_{n} \Rightarrow x_{k}^{p} \vec{x}_{k+1} \ldots \vec{x}_{n}$, if $\delta(q, a)=\left(p o p_{k}, p\right)$.
- $\mathcal{F}_{q}^{a} \vec{x} \Rightarrow f\left(\mathcal{F}_{p_{1}}^{a} \vec{x}\right) \ldots\left(\mathcal{F}_{p_{r}}^{a} \vec{x}\right)$,
if $\delta(q, a)=\left(f, p_{1}, \ldots, p_{r}\right)$, where $\vec{x}$ stands for $\vec{x}_{1} \vec{x}_{2} \ldots \vec{x}_{n}$.
Note that, in particular, the production corresponding to a $\operatorname{pop}_{n}$ is simply $\mathcal{F}_{q}^{a} \ldots \Rightarrow x_{n}^{p}$. Also note that the maximal incomplete applications of level $k$ at the right hand side do not contain variables of level less than $k$. It follows that our grammar is safe.

In order to show the correctness of the simulation we must make precise how an expression of type $\mathbf{n}-\mathbf{k}$ should represent a $k$-pds. More precisely, we define terms Code $_{q, s}$ meant to represent the contents of $s$ in state $q$. If $s$ is an $n$-pds then $\operatorname{Code}_{q, s}$ represents the whole configuration. The definition is by induction with respect to the length of the pds.

We begin with $k=1$. If $s=[\perp]$, then $\operatorname{Code}_{q, s}=\mathcal{F}_{q}^{\perp} \overrightarrow{\text { Void }_{1}}$, and if $s=$ push $_{1}^{a}\left(s^{\prime}\right)$ then $\operatorname{Code}_{q, s}=\mathcal{F}_{q}^{a} \operatorname{Code}_{1, s^{\prime}} \ldots$ Code $_{m, s^{\prime}}$.

For $k>1$, and $s=\left[s_{1}\right]$ we define $\operatorname{Code}_{q, s}=\operatorname{Code}_{q, s_{1}}{\overrightarrow{V o i d_{k}}}_{k}$. If $s=$ $\left[s_{1}, \ldots, s_{l}\right]$, with $l>1$, then $\operatorname{Code}_{q, s}=\operatorname{Code}_{q, s_{l}} \operatorname{Code}_{1, s^{\prime}} \ldots \operatorname{Code}_{m, s^{\prime}}$, where $s^{\prime}=\left[s_{1}, \ldots, s_{l-1}\right]$.
Lemma 5.4. Let $\langle q, s\rangle \rightarrow_{\mathcal{A}}\left\langle p, s^{\prime}\right\rangle$. Then Code $_{q, s} \rightarrow_{\mathcal{G}}$ Code $_{p, s^{\prime}}$.
Proof. By inspection of the possible cases.
Theorem 5.1 now follows from the following fact:
Lemma 5.5. Let $\varrho$ be the run of $\mathcal{A}$ on $t: T \rightarrow \Sigma$ and let $w \in T$. Let $\varrho(w)=$ $\langle q, s\rangle$, with $\operatorname{top}_{1}(s)=a$, and let $\delta(\langle q, a\rangle)=\left(f, p_{1}, \ldots, p_{r}\right)$. Then $\mathcal{S} \rightarrow \mathcal{G} t^{\prime}$, for some finite tree $t^{\prime}$ with $t^{\prime}(w)=\operatorname{Code}_{q, s}$.

Proof. Induction with respect to the length of $w$.

### 5.2 Proof of Theorem 5.3

The proof is based on an idea from [10], where it was shown how to implement recursive programs with level 2 procedures with help of a 2 -pds. The simulation of [10] was possible at level 2 because the individual parameters were passed by value. Thus, a nonlocal access to an individual meant an immediate access to a register value and did not require any additional evaluation. Under the safety restriction, one can generalize the construction in 10 to all levels.

Suppose a safe grammar $\mathcal{G}$ of level $n$ generates $t: T \rightarrow \Sigma$. With no loss of generality we may assume the following:

- Whenever a right hand side of a production in $\mathcal{G}$ is of the form $f u_{1} \ldots u_{r}$, where $f \in \Sigma_{r}$, then each of the terms $u_{1}, \ldots, u_{r}$ begins with a nonterminal or a variable (but not with a signature constant).
- The initial nonterminal $\mathcal{S}$ does not occur at the right hand sides of productions.

In addition, we assume that the formal parameters of any $m$-ary nonterminal $\mathcal{F}$ are always $x_{1}, \ldots, x_{m}$.

For each expression $u$ we define formal parameters of $u$, not to be confused with variables actually occurring in $u$.

- If $u$ begins with a nonterminal $\mathcal{F}: \sigma$, then the formal parameters of $u$ are the formal parameters of $\mathcal{F}$.
- If $u$ begins with a variable or a signature constant of type $\sigma=\tau_{1} \rightarrow \cdots \rightarrow$ $\tau_{d} \rightarrow \mathbf{0}$ then the formal parameters of $u$ are $x_{i}: \tau_{i}$, for $i \leq d$.

In addition, with every expression $u=F \ldots$, we associate a formal operator, which is a variable head of the same type as $F$.

We construct a level $n$ automaton $\mathcal{A}$ accepting $t$. The pushdown alphabet of $\mathcal{A}$ consists of all safe subexpressions of all the right hand sides of the productions of $G$. Every element of $\mathcal{A}$ represents a possible call to a nonterminal, or to a variable, together with a (possibly incomplete) list of actual parameters. In order to distinguish between identifiers of $\mathcal{G}$ and pds symbols, the latter will be called items.

The bottom pds symbol is $\mathcal{S}$, the initial nonterminal. The set of states includes $q_{0}, q_{1}, \ldots q_{g}$, where $g$ is the maximal arity of an identifiel ${ }^{2}$ occurring in the grammar. The intended meaning of these states is as follows: in a configuration $\left\langle q_{0}, s\right\rangle$ the automaton attempts to evaluate the expression $t_{0}(s)$, while in a configuration $\left\langle q_{i}, s\right\rangle$ with $i>0$ and $t o p_{1}(s)=F u_{1} u_{2} \ldots$ the goal is to evaluate the $i$-th argument of $F$. The automaton works in phases beginning and ending in the distinguished states $q_{i}$, using some auxiliary states in between.

We now describe the possible behaviour in each phase, assuming the following induction hypothesis to hold for every configuration $\left\langle q_{i}, s\right\rangle$.

- All the "internal" items (not on top of 1-pds's) begin with nonterminals.

[^2]- If an item $t$ occurs on a 1-pds directly atop of another item of the form $\mathcal{F}$... then all variables occurring in $t$ are formal parameters of $\mathcal{F}$.
- If $i \neq 0$ then $\operatorname{top}_{1}(s)$ has at least $i$ formal parameters.
- Let $s^{\prime} \subset s$ be a pds of level $n-k$, and let $s^{\prime \prime}$ be a $(n-k)$-pds occurring directly atop $s^{\prime}$ on the same $(n-k+1)$-pds. Then
- top $p_{1}\left(s^{\prime}\right)$ is an expression beginning with a variable $\varphi: \tau$ of level $k$.
- If $i \neq 0$ and $s^{\prime \prime}=\operatorname{top}_{n-k+1}(s)$ and the $i$-th formal parameter $x_{i}$ of $t_{0} p_{1}(s)$ is of level $k$ then $x_{i}$ has type $\tau$.
- Otherwise, the topmost incomplete application on $s^{\prime \prime}$ of level $k$ has type $\tau$.
Assume that the current configuration of the automaton is $\left\langle q_{0}, s\right\rangle$.
Case 1: Let top $_{1}(s)=\mathcal{F} u_{1} \ldots u_{d}$ where $\mathcal{F}$ is a nonterminal and $\mathcal{F} x_{1} \ldots x_{n} \Rightarrow t$ is the corresponding production. Then the automaton executes the instruction push $h_{1}^{t}$, and remains in state $q_{0}$.
Case 2: If $\operatorname{top}_{1}(s)=f$ or $\operatorname{top}_{1}(s)=f t_{1} \ldots t_{r}$ with $f \in \Sigma_{r}$ then the next instruction is $\left(f, q_{1}, \ldots q_{r}\right)$.
Case 3: If top $_{1}(s)=x: 0$ then $x$ must be a formal parameter of the previous item $t o p_{1}\left(\operatorname{pop}_{1}(s)\right)$, say the $j$-th one. The automaton executes $\left(p o p_{1}, q_{j}\right)$.
Case 4: Let top $(s)=\varphi t_{1} \ldots t_{d}$, where $\varphi$ is a variable of level $k>0$ and arity at least $d$. Assume that $\varphi$ is an $r$-th formal parameter of $t o p_{1}\left(\operatorname{pop}_{1}(s)\right)$. The actions to be executed are push ${ }_{n-k+1}$ followed by pop $_{1}$, and the next state is $q_{r}$.
That is, a call to a variable of level $1,2, \ldots, n-1$ results in a "push" operation respectively of level $n, n-1, \ldots, 2$. The higher is the level of the variable, the lower is the level of the corresponding pds operation.
Now consider a current configuration of the automaton of the form $\left\langle q_{i}, s\right\rangle$, with $i>0$.
Case 5: If top $_{1}(s)=F t_{1} \ldots t_{r}$ and $i \leq r$ then the top item is simply replaced by $t_{i}$ and the next state is $q_{0}$.
Case 6: Let top $_{1}(s)=F t_{1} \ldots t_{r}$, but $i>r$. Assume that $t_{o p}(s): \tau$ is of level $k$. The action to be performed is ( $\operatorname{pop}_{n-k+1}, q_{i-r}$ ).

Now we prove the correctness of this construction. First we define the meaning of an expression $u$ at $s$, written as $\llbracket u \rrbracket_{s}$.

- If $F$ is a signature constant or a nonterminal, then $\llbracket F \rrbracket_{s}=F$.
- If $u$ is an application $t_{1} t_{2}$ then $\llbracket u \rrbracket_{s}=\llbracket t_{1} \rrbracket_{S} \llbracket t_{2} \rrbracket_{s}$.
- If $t_{0}(s)=F t_{1} \ldots t_{r}$, then $\llbracket h e a d \rrbracket_{s}=\llbracket F \rrbracket_{\text {pop }(s)}$. An exception is when $\operatorname{top}_{1}(s)=\mathcal{S}$, in which case we set $\llbracket h e a d \rrbracket_{s}=\mathcal{S}$.
- Let $t o p_{1}(s)=F t_{1} \ldots t_{r}$, and let $x_{d}$ be the $d$-th formal parameter at $t o p_{1}(s)$. If $d \leq r$ then $\llbracket x_{d} \rrbracket_{s}=\llbracket t_{d} \rrbracket_{{p o p_{1}}(s)}$.
- Otherwise, $\llbracket x_{d} \rrbracket_{s}=\llbracket x_{d-r} \rrbracket_{p o p_{n-k+1}(s)}$, where $k$ is the level of $F t_{1} \ldots t_{r}$.

If $\operatorname{top}_{1}(s)=F t_{1} \ldots t_{r}$, where $F$ is an identifier of arity $m \geq r$, then we define $\llbracket s \rrbracket=\llbracket h e a d x_{1} \ldots x_{r} \rrbracket_{s}$.
Lemma 5.6. For an arbitrary identifier $x$ of level $k=1, \ldots, n-1$, we have

$$
\llbracket x \rrbracket_{s}=\llbracket x \rrbracket_{t o p_{n-k+1}(s)}
$$

In other words, the meaning of $x$ is determined by the top pds of level $n-k$.

Proof. Induction with respect to $s$. Note that to define $\llbracket x \rrbracket_{s}$ one never has to consider variables of levels less than $k$. This is because the grammar $\mathcal{G}$ is assumed to be safe.

Lemma 5.7. Assume that the configuration $\left\langle q_{i}, s\right\rangle$ with $i>0$ satisfies our induction hypothesis. Then $\left\langle q_{i}, s\right\rangle \rightarrow_{\mathcal{A}}\left\langle q_{0}, s^{\prime}\right\rangle$, for some $s^{\prime}$ with $\llbracket s^{\prime} \rrbracket=\llbracket x_{i} \rrbracket_{s}$.

Proof. The proof is by induction with respect to $s$. If the automaton moves according to Case 5, the hypothesis is immediate. Otherwise we have $\llbracket x_{r} \rrbracket_{s}=$ $\llbracket x_{i-r} \rrbracket_{p_{o p_{n-k+1}(s)}}$ and we apply induction.

Lemma 5.8. Assume that the configuration $\left\langle q_{0}, s\right\rangle$ satisfies our induction hypothesis, and let the top item top $p_{1}(s)$ begin with a variable. Then $\left\langle q_{0}, s\right\rangle \rightarrow \mathcal{A}$ $\left\langle q_{0}, s^{\prime}\right\rangle$, where $\llbracket s^{\prime} \rrbracket=\llbracket s \rrbracket$ and top $p_{1}(s)$ begins with a nonterminal or a signature constant.

Proof. If the head variable $\varphi$ is of level $k$ then we have $\llbracket \varphi \rrbracket_{p o p_{1}(s)}=$ $\llbracket \varphi \rrbracket_{p o p_{1}\left(p u s h_{n-k+1}(s)\right)}$, by Lemma 5.6. Thus the actions performed according to Case 4 do not change the meaning of the pds. Termination follows by induction on $n-k$ and the size of $t o p_{n-k+1}(s)$.

Lemma 5.9. Assume that the configuration $\left\langle q_{0}, s\right\rangle$ satisfies our induction hypothesis, and that $\llbracket s \rrbracket=t$. Suppose that $t \rightarrow_{G} t_{1} \rightarrow_{G} \cdots \rightarrow_{G} t_{m}$ and let $t_{m}=$ $g u_{1} \ldots u_{r}$ be the first term in the reduction sequence which begins with a signature constant. Then $\left\langle q_{0}, s\right\rangle \rightarrow_{\mathcal{A}}\left\langle q_{0}, s^{\prime}\right\rangle$, where $\llbracket s^{\prime} \rrbracket=g u_{1} \ldots u_{r}$.

Proof. The proof is by induction with respect to the number of steps in the reduction sequence $t \rightarrow{ }_{G} g u_{1} \ldots u_{r}$. There are cases depending on the first reduction step $t \rightarrow{ }_{G} t_{1}$. The nontrivial case is when $\operatorname{top}_{1}(s)$ begins with a variable $\varphi$, i.e., not with the same symbol as $t$. This corresponds to Case 4 in the definition of the automaton. But it follows from Lemma 5.8 that the meaning $\llbracket s \rrbracket$ remains unchanged until a head nonterminal or terminal is exposed.

Lemma 5.10. Suppose that $\mathcal{S} \rightarrow_{G} t_{1} \rightarrow_{G} \cdots \rightarrow_{G} t_{m}$ is an outermost reduction sequence and that $t_{m}$ is the first in the sequence term with $t_{m}(w)=f$, where $f$ is a signature constant. Let the subterm of $t_{m}$ occurring at $w$ be $f u_{1} \ldots u_{k}$. Then $\mathcal{A}$ has a partial run $\varrho$ on $t$ such that $\varrho(w)=\left\langle q_{0}, s\right\rangle$, with $\operatorname{top}_{1}(s)=f v_{1} \ldots v_{k}$ and $\llbracket s \rrbracket=f u_{1} \ldots u_{k}$.

Proof. Induction with respect to the length of $w$. Assuming induction hypothesis for the immediate predecessor of $w$, the automaton then simulates grammar reductions. First, a "split" action is executed without changing the pds, and we apply Lemma 5.7. Then we evaluate the expression on top of the pds and the correctness of this evaluation follows from Lemma 5.9 ,

The conclusion is that for every $w \in \operatorname{Dom} t$ there is a partial run that reaches $w$. Thus the unique tree accepted by $\mathcal{A}$ coincides with $t$.
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[^1]:    ${ }^{1}$ The main step in [11] is a reduction of the MSO theory of $\llbracket \mathcal{G} \rrbracket$ to the MSO theory of a certain graph associated with $\beth_{\mathcal{G}}(S)$ (Theorem 2 and Proposition 4 there). Lemma 3.2 allows to interpret that graph in the MSO theory of $\beth_{\mathcal{G}}(S)$.

[^2]:    ${ }^{2}$ Variables, signature constants and nonterminals are all called identifiers. An identifier of type $\tau_{1} \rightarrow \tau_{2} \rightarrow \cdots \rightarrow \tau_{n} \rightarrow \mathbf{0}$ is said to be of arity $n$.

