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Abstract

The two fundamental operations in morphological image process-
ing are dilation and erosion. These processes are defined via structur-
ing elements. It is of practical interest to consider a variety of struc-
turing element shapes. The realisation of dilation/erosion for convex
structuring elements by use of partial differential equations (PDEs)
allows for digital scalability and subpixel accuracy. However, numeri-
cal schemes suffer from blur by dissipative artifacts. In our paper we
present a family of so-called flux-corrected transport (FCT) schemes
that addresses this problem for arbitrary convex structuring elements.
The main characteristics of the FCT-schemes are: (i) They keep edges
very sharp during the morphological evolution process, and (ii) they
feature a high degree of rotational invariance. We validate the FCT-
scheme theoretically by proving consistency and stability. Numerical
experiments with diamonds and ellipses as structuring elements show
that FCT-schemes are superior to standard schemes in the field of
PDE-based morphology.

1 Introduction

Mathematical morphology is concerned with the analysis of shapes. Begin-
ning with the works of Serra and Matheron [30, 22], it has evolved to a
highly successful field in image processing. Many monographs and confer-
ence proceedings document this development, see e.g. [23, 31, 32, 35] and
[19, 17, 37, 27, 3], respectively.
In mathematical morphology two fundamental operations are employed, di-
lation and erosion. Many other morphological processes such as openings,
closings, top hats and morphological derivative operators can be derived from
them. While dilation/erosion are frequently realised using a set-theoretical
framework, an alternative formulation is available via partial differential
equations (PDEs) [1, 2, 10, 13, 38]. Compared to the set-theoretical ap-
proach, the latter offers the conceptual advantages of digital scalability and
subpixel accuracy. However, a usual drawback of PDE-based algorithms is
that they introduce blurring artefacts, especially at edges of dilated/eroded
objects. In this paper we are addressing this problem by dealing with the
proper numerical realisation of PDE-based dilation and erosion for general
structuring elements. We show how a flux-corrected transport (FCT) scheme
that gives a sharp resolution of dilated/eroded object edges combined with a
high rotational invariance can be constructed for this general setting. It re-
quires some efforts to implement, but we also show in numerical experiments
that it outperforms other schemes for PDE-based morphology.
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Mathematical Formulation of Dilation and Erosion. Let us consider
a grey-value image f : Ω ⊂ IR2 → IR and a so-called structuring element
B ⊂ IR2. The building blocks of morphological filters, dilation and erosion,
are then defined by

dilation: (f ⊕ B) (x) := sup {f(x−z), z∈B}, (1)

erosion: (f ⊖ B) (x) := inf {f(x+z), z∈B}. (2)

Dilation/erosion are often realised in a set-theoretical framework. To this
end, the structuring elements are given by masks defined in accordance to the
discrete pixel grid in an image. For convex structuring elements, there exists
an alternative formulation of dilation/erosion in terms of PDEs [1, 2, 10, 38].
Here, a scaling parameter t>0 is introduced within the structuring element
which is then given as tB, achieving digital scalability. The computation of
dilation/erosion can then be realised by solving the PDEs

dilation: ∂tu(x, t) = sup
z∈B

〈z,∇u(x, t)〉, (3)

erosion: ∂tu(x, t) = inf
z∈B

〈z,∇u(x, t)〉, (4)

respectively. In (3)-(4), ∇ = (∂x, ∂y)
⊤ is the spatial nabla operator, and

〈a,b〉 denotes the Euclidean product of the vectors a and b. Interpreting
the scaling parameter t as an artificial time, the given image f serves as the
initial condition for the temporal evolution described by the PDEs (3)-(4). As
we deal with rectangular images of finite size, we also need to define boundary
conditions. We employ homogeneous Neumann boundary conditions at the
image boundary ∂Ω, i.e. 〈∇u,n〉 = 0 where n denotes the unit normal
vector pointing to the outside of the domain, complementing the PDE-based
problem description.

Set-Theoretical vs. PDE-Based Approach. As already mentioned,
the PDE-based approach offers the advantages of digital scalability and sub-
pixel accuracy compared to the set-theoretical formulation, while the PDE-
based algorithms usually introduce blurring of edges. Note in addition, that
round structuring elements such as circles or ellipses cannot be represented
conveniently in the set-theoretical approach. For instance, the arising masks
do not define a granulometric family [35]. Thus, conceptually the PDE-based
approach is favourable.

Numerical Schemes. Let us first briefly comment on the nature of the
evolutionary PDEs (3)-(4). By the first-order spatial derivatives these PDEs

2



are hyperbolic, describing a wave propagation or transport behaviour, in
analogy to Huygens’ principle. In the context of dilation/erosion, the lo-
cation of the evolving wavefront is determined by the shape of the scalable
structuring element. We refer to [21] for a general discussion of hyperbolic
PDEs and their numerical solution, and to [20] for a detailed account of
hyperbolic PDEs in computer vision.
Popular numerical schemes for solving these PDEs are the Osher-Sethian
(OS) schemes [24, 25, 33] and the Rouy-Tourin (RT) scheme [28, 39]. These
schemes are often considered in a basic, first-order accurate format that in-
troduces dissipative numerical artefacts. However, it is possible to construct
so-called high-resolution schemes with a better accuracy. One of the OS-
schemes is a second-order high-resolution method [25]. The use of a compa-
rable high-resolution ansatz, specifically an essentially non-oscillatory (ENO)
approach, was reported in [34]. In [7], Breuß and Weickert introduced a Flux
Corrected Transport (FCT) scheme that combines high-resolution with par-
ticularly sharp evolving wavefronts. This method has later been successfully
applied in the framework of tensor-valued morphology [11].
The structuring element considered in the mentioned works for the numerical
solution of morphological dilation/erosion is usually a disc of radius t. The
reason is surely that it simulates one of the historically first morphological
evolutions called grassfire flow [4], see e.g. [29] for an extensive discussion.
Moreover, since PDEs allow for rotationally invariant processes, it is natural
to consider disc-shaped structuring elements for PDE-based morphology.
On the other hand, often it would also be desirable to incorporate additional
flexibility in the shape of structuring elements, e.g. by choosing ellipses
that are adapted to the local image structure. For these cases, not many
sophisticated numerical schemes have been proposed so far. The goal of our
paper is to fill this gap.

Our Contribution. We extend the applicability of the FCT-scheme intro-
duced in [7] from discs to general convex structuring elements. As it turns
out, this is feasible but involves technical difficulties, especially for the case of
general ellipses as structuring elements we discuss here in detail. We validate
experimentally that the attractive features discussed in [7], namely a sharp
resolution of edges and a high degree of rotational invariance, do carry over
to the general case. In order to compare the performance of the FCT-scheme
as well as of other PDE-based schemes to set-theoretical algorithms, we use
a diamond-shaped structuring element. For a comparison relying completely
on digitally scalable structuring elements, we use an ellipse as structuring
element. We show experimentally that the FCT-scheme gives much more
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accurate results than other PDE-based schemes.
This paper represents a significant extension of our conference paper [9].
Compared to that work, and in addition to the contents just stated above, we
have added a detailed numerical study of important properties of the method:
for instance, we investigate its accuracy depending on the anisotropy of the
structuring element, and the influence of the interpolation formula used as
part of the method on the quality of results. Also on the theoretical side
we extend here the paper [9] considerably, as we prove that the scheme is
consistent as well as stable under a mild restriction on the time step size
which is very important for practical applications. Moreover, we give more
details concerning the construction of our scheme.

Paper Organisation. In Section 2, we introduce classic numerical schemes
important in this paper as well as the FCT-scheme for the case of a diamond
as structuring element. Then we construct the FCT-scheme for general el-
lipses in Section 3. In Section 4 we give a theoretical discussion of the latter
method. This is followed by a presentation of numerical results in Section 5.
The paper is finished by a conclusion and outlook.

2 PDE-based Algorithms for Diamonds

For the sake of brevity, we discuss only dilation in detail, as the corresponding
schemes for erosion are easily obtained.

Dilation via PDEs. Employing the set

B :=
{

z ∈ IR2, ‖z‖1 ≤ 1
}

, (5)

as structuring element, the sought PDE describing dilation with a diamond
is based on the dual norm to the norm used in (5). It reads as

∂tu = ‖∇u‖∞ , (6)

where ‖∇u‖∞ = max (|∂xu| , |∂yu|).

Discretisation Basics. Now, we need to discretise the PDE (6). For
this, we define a spatio-temporal grid with uniform mesh widths hx, hy and
τ , respectively. For the formulae of numerical schemes, we introduce the
notation Un

i,j via
Un

i,j ≈ u (ihx, jhy, nτ) . (7)
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Also, for writing down our schemes let us define the following difference
operators:

right-sided: Dx
+Un

i,j := Un
i+1,j − Un

i,j , (8)

left-sided: Dx
−Un

i,j := Un
i,j − Un

i−1,j , (9)

central: Dx
c U

n
i,j := Un

i+1,j − Un
i−1,j . (10)

In an analogous fashion, we use corresponding finite difference operators Dy
+,

Dy
− and Dy

c for the y-direction.
For discretising the Neumann boundary condition 〈∇u,n〉 = 0, the corre-
sponding difference operator from (8)-(10) is set to zero at a boundary point
if it needs a pixel outside of the computational domain. This yields direc-
tional derivatives equal to zero in the direction of the outer unit normal at
∂Ω.

2.1 The First-Order Scheme of Rouy and Tourin

This method, constructed in [28], is a classic scheme in the field. It is based
on the concept of upwinding which is very important for solving hyperbolic
PDEs.
We briefly illustrate the upwind concept in 1-D, at hand of the dilation PDE

∂tu = |∂xu| . (11)

In a first step, the time derivative is discretised via a Euler forward difference,
as usual for so-called explicit schemes we deal with in this paper:

∂tu
∣

∣

(x=ih,t=nτ)
≈ Un+1

i − Un
i

τ
. (12)

Then it remains to discretise |∂xu| at the point (ih, nτ). Applying the upwind
concept, we use at (x = ih, t = nτ) one-sided finite differences depending on
the correct transport direction. If ∂xu ≥ 0, i.e. Un

i−1 ≤ Un
i ≤ Un

i+1, the
discretisation

|∂xu| = ∂xu ≈ Un
i+1 − Un

i

h
(13)

is correct in the sense of dilation, since a larger grey value as here Un
i+1 is be

transported to the ’pixel’ at ih. In the case ∂xu ≤ 0, i.e. Un
i−1 ≥ Un

i ≥ Un
i+1,

the discretisation

|∂xu| = −∂xu ≈ Un
i−1 − Un

i

h
(14)

is correct in the sense of dilation, since here the larger grey value Un
i−1 is be

transported to the ’pixel’ at ih. Moreover, at a local maximum Un
i nothing
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should change, while at a local minimum we employ the largest one-sided
difference. The whole procedure can be encoded in compact form in 1-D as

Un+1
i = Un+1

i + max

(

max

(

Un
i+1 − Un

i

h
, 0

)

,

max

(

Un
i−1 − Un

i

h
, 0

))

. (15)

The formula (15) is exactly the Rouy-Tourin (RT) scheme.
In order to generalise the latter formula and employ it in 2-D for diamond
structuring elements, we define

D̂x,−
− Un

i,j :=
1

hx
max

(

−Dx
−Un

i,j , 0
)

, (16)

D̂x,+
+ Un

i,j :=
1

hx
max

(

Dx
+Un

i,j, 0
)

, (17)

and we use the abbreviation

δRT
x Un

i,j := max
(

D̂x,−
− Un

i,j , D̂x,+
+ Un

i,j

)

, (18)

δRT
y Un

i,j being defined accordingly. Then the RT-scheme reads in our case of
a diamond-shaped structuring element as

Un+1
i,j = Un

i,j + τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

. (19)

2.2 The High-Resolution Osher-Sethian Scheme

The basis of the high-resolution method of Osher and Sethian is given by a
first-order method very similar to the RT-scheme. In fact, for discretising a
1-D dilation PDE as elaborated on when introducing the RT-scheme, only
the treatment of local minima works differently in the first-order OS scheme
which amounts to add up both one-sided differences in that case. For con-
structing the high-resolution OS-scheme, the one-sided differences Dx

−Un
i,j and

Dx
+Un

i,j are augmented by a suitable higher-order correction. Also, a more
accurate discretisation than Euler forward is used for time integration. In
what follows, we will refer to this augmented method as the OS-scheme.

Spatial Discretisation. For the definition of the scheme, we employ the
minmod function. The minmod function gives back the minimal modulus of
its arguments:

mm(a, b) :=







min (a, b) if a > 0 and b > 0 ,
max (a, b) if a < 0 and b < 0 ,

0 else .
(20)
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This function is used to compute a cautious discrete version of second-order
derivatives via:

D̂xx,−
i,j := mm

(

Dx
−Dx

+Un
i,j , Dx

−Dx
−Un

i,j

)

, (21)

D̂xx,+
i,j := mm

(

Dx
+Dx

+Un
i,j , Dx

−Dx
+Un

i,j

)

. (22)

Then, within the following discrete derivative operators, the high-resolution
correction of first-order finite differences Dx

−Un
i,j and Dx

+Un
i,j is given:

δOS−
x Un

i,j :=
1

hx
min

(

Dx
−Un

i,j +
1

2
D̂xx,−

i,j , 0

)

, (23)

δOS+
x Un

i,j :=
1

hx

max

(

Dx
+Un

i,j −
1

2
D̂xx,+

i,j , 0

)

, (24)

and we set analogously δOS−
y Un

i,j and δOS+
y Un

i,j.
Now, we can put together the components of the OS discretisation of the
right hand side of (6). For a compact notation we set

L (Un, i, j) := max
(
∣

∣δOS−
x Un

i,j

∣

∣ +
∣

∣δOS+
x Un

i,j

∣

∣ ,
∣

∣δOS−
y Un

i,j

∣

∣ +
∣

∣δOS+
y Un

i,j

∣

∣

)

, (25)

which realises the maximum norm on the discrete level. Let us briefly com-
ment on the ’double’ contributions of the discretised derivatives in (25), for
instance in x-direction:

∣

∣δOS−
x Un

i,j

∣

∣ +
∣

∣δOS+
x Un

i,j

∣

∣. For a strictly monotone grey-
value profile in the points incorporating the indices i−1, i, i+1, there will only
be one non-zero contribution from one of the summands; the other one will
be zero. That is determined by the sign of the slope in a strictly monotone
profile. Only at a local minimum Un

i,j, both summands could be non-zero.

Temporal Discretisation. Because of the second-order corrections in (23)-
(24), the OS-scheme is a second-order high-resolution scheme. As such, we
need to employ a second-order time stepping scheme, for which we choose
the well-known method of Heun which is a two-stage Runge-Kutta method
[18]:

Ūn+1
i,j = Un

i,j + τ L (Un, i, j)

Un+1
i,j =

1

2
Un

i,j +
1

2
Ūn+1

i,j +
τ

2
L

(

Ūn+1, i, j
)

. (26)

Note that this is not an arbitrary choice for second-order time stepping:
Especially in the context of hyperbolic PDEs as discussed here, the method
of Heun preserves desirable stability properties, see e.g. [15, 16].
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2.3 The FCT Scheme

Like the OS-scheme, the FCT-scheme is a predictor-corrector method. How-
ever, while this format arises in the case of the OS-scheme by use of a two-
stage Runge-Kutta method for time integration, the construction of the FCT
method works differently.
As a predictor step, a first-order scheme is used for wave propagation. Thus,
the predictor features desirable theoretical properties but also introduces
much artificial dissipation. Then, by taking into account the so-called vis-
cosity form [36] of the predictor scheme, the dissipation can be quantified
on a discrete level and is negated in a second step using stabilised inverse
diffusion [8]. For details we refer to [7].
The basic idea to negate dissipation by a corrector step goes back to Boris
and Book [5, 6]. However, in their works the corrector step was constructed
based on an analytical approach, using an analysis of the local truncation
error of the predictor scheme. In contrast, by relying on the viscosity form
we employ a fully discrete approach. Following their procedure would lead to
a different and less attractive scheme than with our construction, since our
scheme not only negates dissipation, it automatically incorporates a non-
linear mechanism that keeps evolving fronts sharp. The latter component
is effectively a small additional stabilised backward dissipation. One may
show this easily by a local truncation error analysis of the predictor and the
corrector step. We refrain to elaborate on the use of this standard technique
in detail here.

The Predictor Step. As a predictor step we use the first-order-accurate
scheme proposed by Rouy and Tourin [28], see (19). For the convenience of
the reader, we write it down again for a diamond-shaped structuring element:

Ūn+1
i,j = Un

i,j + τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

. (27)

Here Ūn+1 denotes the set of predicted data.

The Corrector Step. The FCT-scheme consists of a subsequent applica-
tion of (27) and a corrector step, reading in the total as

{

Ūn+1
i,j = Un

i,j + τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

,

Un+1
i,j = Ūn+1

ij + C̄h − C̄d .
(28)

Let us consider the corrector step and especially the functions C̄h (’h’ as it
arises by identifying a high-order component within the dissipation of the
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RT scheme) and C̄d (’d’ by identifying it via the dissipative basis scheme) in
some detail.
As indicated, the first step of the FCT procedure is to split the dissipative
part of the scheme from the non-dissipative second-order part. The latter
part of the scheme can be described via central differences as in (10): The
local truncation error of the central finite difference operator Dx

c Un
i,j reveals

that no first-order error and therefore no dissipation is present. Thus, the
discretisation of the dilation PDE (6) using central differences only, via

‖∇u‖∞ ≈ max

(
∣

∣

∣

∣

τ

2hx

Dx
c Un

i,j

∣

∣

∣

∣

,

∣

∣

∣

∣

τ

2hy

Dy
c u

n
i,j

∣

∣

∣

∣

)

, (29)

incorporates no numerical dissipation in the approximation of spatial deriva-
tives.
We now undertake a step which seems at first glance redundant, but it is an
important step in the FCT strategy. We add and subtract

Ch := max

(
∣

∣

∣

∣

τ

2hx
Dx

c Un
i,j

∣

∣

∣

∣

,

∣

∣

∣

∣

τ

2hy
Dy

cu
n
i,j

∣

∣

∣

∣

)

(30)

on the right hand side of the RT formula (27), rewriting in this way what
needs to be added for the update as

τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

= τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

− Ch + Ch . (31)

We now have a closer look at (31), aiming to decompose the right hand
side into a higher order and a dissipative part. To state the idea behind
this clearly, we thus decompose indirectly the left hand side of (31), that is
identical to the update in (27), into a higher order term and into a term
which is identical to a dissipative error.
By the non-dissipative properties of (29), we can identify a high-order part
of formula (31) – and thus of the predictor scheme – as Ch. Consequently,
the numerical dissipation of the predictor is basically contained in the part

τ max
(
∣

∣δRT
x Un

i,j

∣

∣ ,
∣

∣δRT
y Un

i,j

∣

∣

)

− Ch (32)

of the update formula.
As indicated at the beginning of this paragraph, we now want to negate the
dissipation in the scheme identified by (32) in order to realise the FCT idea.
This means that we want to perform now a backward diffusion step.
The first crucial point in this is that the predicted data Ūn+1 inhibit the
numerical dissipation after the predictor step. Thus, in the corrector step we
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aim to subtract (32) evaluated using data from the set Ūn+1 instead of the
set Un. For the second term in (32), this can be done in a straight forward
fashion, setting

C̄h := max

(
∣

∣

∣

∣

τ

2hx
Dx

c Ū
n+1
i,j

∣

∣

∣

∣

,

∣

∣

∣

∣

τ

2hy
Dy

c Ū
n+1
i,j

∣

∣

∣

∣

)

, (33)

see (30) and the corresponding contribution in (28).
Secondly, as discussed in detail in [7, 8], the backward diffusion step needs to
incorporate a stabilisation, as otherwise it creates oscillations and is ill-posed.
From the discussion in [7] it is known how the stabilisation should be con-
structed. We briefly illustrate here the idea in the same 1-D setting as used
in Subsection 2.1. One may rewrite the RT-scheme for dilation in 1-D, (15),
in terms of its viscosity form:

Un+1
i =



































Un
i for Un

i − Un
i−1 ≥ 0, Un

i+1 − Un
i ≤ 0,

or else:

Un
i +

τ

2h

∣

∣Un
i+1 − Un

i−1

∣

∣

+
τ

2h

(

Un
i+1 − Un

i

)

− τ

2h

(

Un
i − Un

i−1

)

.

(34)

The latter formula incorporates a central difference which is second-order
accurate. This means, one can identify by the so-called viscous fluxes

+
τ

2h

(

Un
i+1 − Un

i

)

and − τ

2h

(

Un
i − Un

i−1

)

(35)

terms that are responsible for a dissipation due to the discretisation. Ex-
actly these viscous fluxes we negate in our FCT-approach. Using in 1-D the
predicted values Ūn+1, we correct Ūn+1

i by a stabilised version of

− τ

2h

(

Ūn
i+1 − Ūn

i

)

and +
τ

2h

(

Ūn
i − Ūn

i−1

)

, (36)

respectively. For stabilisation, the minmod function is employed which limits
the viscous fluxes in (36) so that no over- and undershoots are generated.
We now fix the stabilisation step in the 2-D setting. Extending the minmod
function from (20) in a straightforward way to three arguments, we set

Gi+1/2,j := mm
(

Dx
−Ūn+1

i,j , Q̄x
ij , Dx

+Ūn+1
i+1,j

)

, (37)

Gi,j+1/2 := mm
(

Dy
−Ūn+1

i,j , Q̄y
ij , Dy

+Ūn+1
i,j+1

)

, (38)

where
Q̄x

ij :=
τ

2hx
Dx

+Ūn+1
i,j , Q̄y

ij :=
τ

2hy
Dy

+Ūn+1
i,j . (39)
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The left and right arguments in (37)-(38) are supposed to prevent over- and
undershoots by limiting the backward viscous fluxes that are identical to the
middle arguments by the local grey value differences. For defining now the
second component of the correction term −C̄d identical to a stabilised version
of

−τ max
(
∣

∣δRT
x Ūn+1

i,j

∣

∣ ,
∣

∣δRT
y Ūn+1

i,j

∣

∣

)

(40)

we employ these stabilised fluxes, yielding

δbd
x Ūn+1

i,j :=
τ

2hx

∣

∣Dx
c Ū

n+1
i,j

∣

∣ + Gi+1/2,j − Gi−1/2,j, (41)

δbd
y Ūn+1

i,j :=
τ

2hy

∣

∣Dy
c Ū

n+1
i,j

∣

∣ + Gi,j+1/2 − Gi,j−1/2 , (42)

and finally:
C̄d := max

(
∣

∣δbd
x Ūn+1

i,j

∣

∣ ,
∣

∣δbd
y Ūn+1

i,j

∣

∣

)

. (43)

3 The FCT Scheme for General Ellipses

The key for obtaining dilation with a general ellipse is to consider the normal
form of an ellipse in the x-y-plane which can be written for our purpose as

(

1/a2
)

x2 +
(

1/b2
)

y2 = 1 . (44)

This equation describes the location of the front of the solution of the evolu-
tionary PDE

∂tu =

√

a2 (∂xu)2 + b2 (∂yu)2 (45)

at time t = 1, starting from the centre (x, y)T = (0, 0)T . See Figure 1
illustrating the setting. For a = b = 1, one obtains a circle, retrieving a disc
as structuring element.

The General Idea of the Algorithm. In order to solve for dilation with
a general ellipse via (45), we need to consider in each individual pixel the
translation and rotation of the corresponding ellipse to its normal form rep-
resentation. It is elementary that by these two operations all possible ellipses
can be addressed.
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y

x

t = 1t = 2

Figure 1: Continuous line. Normal form of an ellipse, a = 1, b = 1/2, with
principal axis aligned with the x-axis, compare (44). Dotted line. Snapshot
of corresponding front evolution.

Consequently, the basic algorithm collects for each pixel individually grey
values from positions corresponding to a rotated grid. As these will not
be located exactly at pixel centers, they will in general not coincide with
the given grey values and need to be interpolated. With these interpolated
data we solve pointwise the PDE (45). By this procedure, we realise (i) the
translation of each pixel center to (0, 0)T and (ii) the rotation of the principal
axis of the ellipse in each point to its normal representation.

Geometric Implementation. Having outlined the basic idea, we now
consider for general ellipses as structuring elements the rotation of the coor-
dinate system. For a more detailed explanation of this, we need to fix some
geometric properties of the ellipse defining the structuring element. In order
to simplify the presentation, we set hx := hy := 1.
First, let us calibrate the length of the principal axis to 1, i.e. the final ellipse
is a subset of the unit disc. In order to use a PDE of the form of (45), we
have to rotate the grid. Let us note that for hx = hy = 1, all points within
the stencil of the Rouy-Tourin scheme (16)-(27) are on the unit sphere if we
center this at (ihx, jhy)

T .
Then we rotate the local Euclidean coordinate system centered at (ihx, jhy)

T

by an angle α with 0 ≤ α ≤ π/2. Making use of elementary trigonometry,
the values rotated now onto the knots of our finite difference stencil are
grey values from the points given by (cosαk, sin αk)

T , αk := −α + k · π
2
,

k = 0, 1, 2, 3. In using this procedure, we effectively consider an ellipse where
the angle between x-axis and principal axis is α. See Figure 2 for a graphical
representation.
Via 0 ≤ α ≤ π/2 we can obtain all possible ellipses, as we can switch at
any time the roles of a and b in (44) that define the principal axis. It is just
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practical to impose 0 ≤ α ≤ π/2 since this helps to give suitable interpolation
formulae, which is the next step.

y

1

−1

x1
−α

α

−1

Figure 2: Local geometry. The dotted circle represents the unit circle with
radius hx = hy = 1. The ellipse represents the boundary of an ellipsoid
structuring element. The major axis of the ellipse is indicated by dashed
lines.
Computational points. The stencil points of the RT scheme are given by
black circles. The points from which we need input values for the predictor
scheme are indicated by dashed spheres.

Interpolation. Obviously, we need at each pixel the grey values after rota-
tion for defining our finite difference scheme. In Figure 3 (left) it is illustrated
which values are needed within the stencil of the OS-scheme as well as in the
corrector step of the FCT finite difference method.
We wish to achieve second-order accuracy because the second-order high-
resolution OS-scheme will serve as the comparison scheme for the procedure.
Thus, we use standard bilinear interpolation for this purpose as the error
of this approach is formally of the same order. Also, we test bicubic inter-
polation in order to study the influence of the interpolation formula on the
quality of our numerical solution, and to obtain a clear impression of the
rotational invariance of our schemes.
In order to show how the computation works, we now exemplify the details
for the values in the fourth quadrant, see Figure 3 (right). As 0 ≤ α ≤ π/2,
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the grey value we need at the knot ((i + 1)hx, jhy)
T is located at

(

cos α0

sin α0

)

=

(

cos(−α)
sin(−α)

)

=

(

cos α
− sin α

)

. (46)

Because of hx = hy = 1, we can use the general formula for bilinear in-
terpolation of some function g(x, y) over the rectangle [0, 1] × [0, 1] reading
as

g(x, y) ≈ g(0, 0)(1− x)(1 − y) + g(1, 0)x(1− y)

+g(0, 1)(1− x)y + g(1, 1)xy . (47)

y xcos−α

sin−α

−α

Figure 3: (a) Left. Sketch of the points in the stencil of the tested methods
(black circles) and points needed for interpolation (grey circles). (b) Right.
Visualisation of bilinear interpolation example in the fourth quadrant.

Considering our values within the fourth quadrant, we obtain for use in (47):

x̃ := cos α , ỹ := − sin (−α) . (48)

Note that ỹ should be non-negative for use within (47). Also, since we con-
sider the fourth quadrant, we need to be a bit careful in choosing which value
is plugged in at the corners of the rectangle, as the rectangle is practically
[0, 1]× [−1, 0] there, see again Figure 3 (right). We then compute the rotated
grey value Ũn

i+1,j as

Ũn
i+1,j := Un

i,jx̃ỹ + Un
i+1,j (1 − x̃) ỹ

+Un
i,j−1x̃ (1 − ỹ) + Un

i+1,j−1 (1 − x̃) (1 − ỹ) . (49)

Analogously, we can compute the other members of our stencil after rota-
tion of our local coordinate system. The bicubic interpolation procedure we
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employ follows the same principle in rotating the grid locally. The technique
itself is standard as is the bilinear interpolation, see e.g. [14] for a detailed
exposition. We refrain from giving the bicubic formulae here.
A comparison with Subsection 2.3 shows what needs to be done. We sum-
marise the algorithm as follows:

Step 1

1. From the set of given data Un compute the rotated grey values
{

Ũn
i,j , Ũ

n
i+1,j, Ũ

n
i−1,j, Ũ

n
i,j+1, Ũ

n
i,j−1

}

(50)

as outlined above.

2. Perform the predictor step

Ūn+1
i,j = Ũn

i,j + τ

√

a2
(

δRT
x Ũn

i,j

)2

+ b2
(

δRT
y Ũn

i,j

)2

(51)

Step 2

1. Analogously to the outlined procedure compute a set of rotated grey
values

{

Ũn+1
i+k,j+l

∣

∣

∣
k, l ∈ {−2,−1, 0, 1, 2}

}

(52)

from the set of predicted data Ūn+1.

2. Perform the corrector step

Un+1
i,j = Ūn+1

ij + C̃h − C̃d (53)

with

C̃h =
τ

2hx

√

a2
(

Dx
c Ũ

n+1
i,j

)2

+ b2
(

Dy
c Ũ

n+1
i,j

)2

, (54)

C̃d =

√

a2
(

δbd
x Ũn+1

i,j

)2

+ b2
(

δbd
y Ũn+1

i,j

)2

. (55)

Note that for the arguments of the minmod-function used within C̃d, we also
need to compute rotated grey values Ũn+1

i±2,j±2 from the data set Ūn+1, see
Figure 3 (left). This results in the need to consider all the points in (52).
The computation can be done in the same fashion as presented above using
bilinear or bicubic interpolation.
The presented procedure involves some technical efforts. However, it was
shown in a matrix-valued setting yet with a simpler basic scheme that an
additional effort is necessary in order to capture anisotropic evolution com-
ponents with the numerics [26].
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4 Theoretical Analysis

In this section we collect useful theoretical assertions that can be verified
for the FCT-scheme for general ellipses as structuring elements. By the
methodology of the proofs, it is clear that analogous assertions can be shown
for other structuring elements, too.

Proposition[Consistency]The FCT-scheme for general ellipses is consistent
to the PDE of this problem.

Proof. We only sketch the proof as the individual steps are easy to follow.
Let us note, that consistency means that the sought PDE is satisfied by
the discrete representation up to an error of O(h) or smaller, where h is a
characteristic grid parameter, usually the maximum of hx, hy and τ .
The proof is performed in three steps.

(i) By interpolating on the rotated grid, the data are represented correctly
with the exception of the interpolation error, so that consistency is kept.

(ii) The predictor scheme relies on upwinding, so that it is consistent to
the PDE formulated in rotated coordinates (45), compare [28].

(iii) By its derivation in [7] the stabilised backward diffusion negates the
local truncation error introduced by upwinding. Any amount of sta-
bilised backward dissipation generated in this step that deviates from
the local truncation error is an error in O(h).

Thus, the complete scheme is consistent by construction.

Of much practical interest is the choice of the time step size related to the
stability of the scheme.

Theorem[Extremum Principle]The FCT-scheme for general ellipses making
use of bilinear interpolation is stable, i.e. it satisfies a discrete maximum
principle under the restriction on the time step size

τ ≤ 1√
2

. (56)

Proof. By the investigations in [7], one can easily infer that the stability
restriction on the time step size due to the predictor step dominates the
stability bound arising by the stabilised backward diffusion step. Thus, we
focus on the predictor method, i.e. the RT-scheme.
For the first step in proving stability we slightly rearrange the update formula
of the RT-scheme (51) as

Ūn+1
i,j − Ũn

i,j = τ

√

a2
(

δRT
x Ũn

i,j

)2

+ b2
(

δRT
y Ũn

i,j

)2

(57)
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The idea is, if we can assure that the difference between old and new value,
i.e. Ūn+1

i,j − Ũn
i,j, is smaller than the the maximal local data difference which

we define as

δmaxŨ
n
i,j := max

(

max
k∈{−1,1}

∣

∣

∣
Ũn

i+k,j − Ũn
i,j

∣

∣

∣
,

max
l∈{−1,1}

∣

∣

∣
Ũn

i,j+l − Ũn
i,j

∣

∣

∣

)

, (58)

then
Ūn+1

i,j ∈ conv
(

Ũn
i,j , Ũ

n
i−1,j, Ũ

n
i+1,j, Ũ

n
i,j−1, Ũ

n
i,j+1

)

(59)

holds, where conv denotes the convex hull of the arguments. The latter
formula implies the validity of a discrete maximum principle with respect to
the data set Ũn since it guarantees that no over- or undershoots are generated.
We now proceed along this line. Using (57), the sought relation Ūn+1

i,j −Ũn
i,j ≤

δmaxŨ
n
i,j is equivalent to

τ

√

a2
(

δRT
x Ũn

i,j

)2

+ b2
(

δRT
y Ũn

i,j

)2

≤ δmaxŨ
n
i,j . (60)

At first, we consider the argument of the root on the left hand side of (60).
By the formulae (16)-(18) we can estimate

a2
(

δRT
x Ũn

i,j

)2

+ b2
(

δRT
y Ũn

i,j

)2

≤
(

a2 + b2
)

max

(

(

δRT
x Ũn

i,j

)2

,
(

δRT
y Ũn

i,j

)2
)

≤
(

a2 + b2
)

(

1

min (hx, hy)
δmaxŨ

n
i,j

)2

, (61)

so that

τ

√

a2
(

δRT
x Ũn

i,j

)2

+ b2
(

δRT
y Ũn

i,j

)2

≤ τ
√

a2 + b2
δmaxŨ

n
i,j

min (hx, hy)
(62)

Comparing (62) to the relation (60) we are heading to, the sufficient condition

τ ≤ min (hx, hy)√
a2 + b2

(63)
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arises. By the geometry of our ellipses, we always have in our set-up a = 1
and b ∈ [0, 1], or vice versa, so that a2 + b2 ≤ 2. Employing hx = hy = 1 we
obtain the sought formula (56).
To conclude the proof, we need to confirm that the interpolated data Ũn

used up to now also obey a discrete extremum principle. This holds since
the bilinear interpolation formula (47) is given by a convex combination of
values in the corners of the unit rectangle. Thus, the FCT-scheme satisfies
at (i, j) locally a discrete extremum principle with respect to the set
{

Un
i+k,j+l | k, l ∈ {−1, 0, 1}

}

.

Remarks. (i) For a = b = 1, i.e. dilation with a circle, we retrieve from
(55) the condition shown in [7]. (ii) Selecting without a loss of generality
a = 1 in (44) corresponding to the major axis b ≤ 1 follows. This means, the
anisotropy of the structuring element does not influence formally the allowed
time step size. This is an important property of the method: It confirms the
generality of the approach. However, for extremely anisotropic structuring
elements the accuracy (not the stability) deteriorates if the time step size is
chosen close to the theoretical limit. (iii) For higher-order interpolation such
as cubic interpolation, we cannot verify an analogous result, as cubic splines
may create over- or undershoots which prevents in general the validity of a
discrete extremum principle.

5 Numerical Experiments

In this section we show that the FCT-scheme gives better results for PDE-
based morphology than other schemes in the field. First, we compare it with
a standard algorithm arising by the set-theoretic approach. Thereby, we also
show how the first-order RT-scheme and the second-order OS-scheme perform
in comparison. Secondly, the FCT-scheme is compared with the second-order
OS-scheme for ellipses as structuring elements. After that we perform a study
showing the influence of the time step size and the interpolation formula in
use, and we also consider strongly anisotropic structuring elements.

Comparison with Set-based Algorithm. In this experiment, we solve
the PDE (7) realising dilation with a diamond, comparing the PDE-based
schemes with the set-theoretical approach. For convenience, we always em-
ploy hx = hy = 1.
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Figure 4: Comparison of schemes for dilation with a diamond using inverted
grey values. (a) Top Row. Left: Initial image. Right: Set-based result.
(b) Second Row. Left: RT-result. Right: Scaled difference. The average
difference to the result of the set-based method is of the grey value 12.421.
(c) Third Row. Left: OS-result. Right: Scaled difference. The average
difference here is 9.486. (d) Bottom Row. Left: FCT-result. Right: Scaled
difference. The average difference visualised here is 1.502.
The images in rows (a) and (d) are adopted from [9], the other tests are new.

For the fully discrete, set-theoretical approach, we employ the usual 5-point-
structuring element defined centered in (0, 0)T with vertices

(1, 0)T , (0, 1)T , (−1, 0)T , (0,−1)T . (64)
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In Figure 4, the outcome of this experiment is shown, where we have inverted
the grey values. As input image, an image of size 129×129 is used where we
have exactly one pixel in the center of the image which is dilated. We perform
100 time steps with τ = 0.5 for dilation with the PDE-based schemes, and
50 iterations with the set-based algorithm, respectively.
We observe that the RT-result (b) is very blurry, as expected since it is a first-
order method. The result obtained with the second-order OS-scheme shown
in (c) is, however, only a little bit better. The FCT-result (d) is visually
nice, with very sharp diamond edges. In comparison with the set-based
result (a), we observe that there is some difference at the edges, which can
be seen in the scaled difference map in (d). Note that the average (unscaled)
difference amounts to a barely noticable grey value of 1.502 in the case of the
FCT-scheme. However, let us also note that the exact solution of the PDE
is digitally scalable, so that the set-based solution here is not identical to
the true solution of the dilation PDE. This experiment shows that the FCT-
scheme is capable to give results of comparable quality to set-based methods,
while the other tested PDE-based schemes perform significantly weaker.

Comparison with the OS-scheme. We now show computational results
for ellipses as structuring elements.
In order to give an impression of what quality one may expect, we first
consider an ellipse where the principal axis is aligned with the grid. In this
case no interpolation for using a rotated grid is needed. The structuring
element is defined here via a = 1, b = 0.2, compare (44). For the numerical
experiment, we use again τ = 0.5, and we perform 150 time steps using the
initial image from Figure 4(a). The results of the OS-scheme together with
the result of the FCT-scheme are displayed in Figure 5. While the result of
the OS-scheme is quite blurry, we observe a mixed behaviour of the FCT-
scheme. While the left and right front travelling with the largest signal speed
in this example are well-resolved, there is some blurring on the slow-moving
upper and lower part of the edge of the ellipse.
We now consider also the rotated case employing bilinear interpolation. For
this experiment we use the same parameters as before, but (a) α = 0.15, (b)
α = 0.3. We obtain the results displayed in Figure 6. We observe that due to
the interpolation there is some more blurring in using both schemes, however,
the general qualitative relationship between results of these schemes is the
same as in the non-rotated case.
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Figure 5: Dilation comparison with inverted grey values. (a) Left. OS-
result. (b) Right. FCT-result. A similar test was done in [9].

Figure 6: Dilation comparison with inverted grey values. Rotated ellipses
with (top) α = 0.15 and (bottom) α = 0.3. Bilinear interpolation was used
to rotate locally the grid in each time step. (a) Left column. OS-results.
(b) Right column. FCT-results. A similar test was done in [9].

Discussion of Computational Settings for FCT. Setting up the FCT-
scheme, an important issue is the influence of several choices that need to be
made: (i) the order of the interpolation formula, (ii) the time step size, and
(iii) the allowed anisotropy of structuring elements. We now elaborate on
exactly these topics which was not done in [9]. Performing the computations,
it turns out that it makes sense to illuminate relationships between these
points.
We begin with considering the interpolation formula. As shown by our The-
orem, bilinear interpolation is useful for proving the stability of the FCT-
scheme. Also noted in Section 4, bicubic interpolation may generally give
interpolation values not in the convex hull of interpolated data, so that the
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stability of the scheme in terms of a discrete extremum principle can not be
guaranteed. The question arises, if there is nevertheless an accuracy benefit
in using a higher-order interpolation formula such as bicubic interpolation.
For an answer to the latter question, we compare in two experiments FCT
results using bicubic and bilinear interpolation, respectively.
In the first experiment we use again the ellipse parameters a = 1, b = 0.2,
α = 0.15. However, this time we perform 100 time steps with τ = 0.5, and
zoom onto the solution in order to show more details. The corresponding
dilation results with inverted grey values are shown in Figure 7. We clearly
observe a quality gain using the bicubic interpolation.
However, generating over- or undershoots within the bicubic interpolation
step translates into larger computed spatial gradients, and this translates
into larger updates when compared to bilinear interpolation, see especially
(50)-(51). This again means that over- or undershoots are generated in the
numerical result. The effect of potentially larger values from the spatial
gradient computation used for the update can be partially off-set by choos-
ing a smaller time step size, compare (51). This logic needs to be applied
especially in the context of images with a fine structure leading to rapidly
varying gradients. It also holds for very anisotropic structuring elements,
since in this case even simple initial images may lead to fine structures after
a few iterations.

Figure 7: Comparison of interpolation order used in the scheme, images are
of size 115 × 115. Parameters are a = 1, b = 0.2, α = 0.15; results are given
after 100 time steps with τ = 0.5. (a) Left. Bilinear interpolation. (b)
Right. Bicubic interpolation.
New test not performed in [9].

We employ these considerations when considering now an extremely anisotropic
structuring element defined via a = 1 and b = 0, i.e. we effectively aim for a
directional dilation along a single line, see Figure 8. The images are of size
256× 256. While we observe some blurring of the desired line, especially for
bilinear interpolation, the accuracy is quite allright since the algorithm was
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not designed specifically for this extreme purpose. In order to obtain a rea-
sonable quality gain by bicubic interpolation in Figure 8, we need to employ
about one tenth of the step size used in the bilinear setting. Otherwise large
oscillations and a useless numerical solution are generated.

Figure 8: Comparison of interpolation order at hand of directional dilation
displayed via inverted grey values via the parameters a = 1, b = 0. (a) Left.
Bilinear interpolation, τ = 0.1. (b) Right. Bicubic interpolation, τ = 0.01.
New test not performed in [9].

Staying with the bilinear interpolation in FCT, it remains to ask for suitable
time step sizes. It is of practical interest to consider time step sizes as large as
possible, since the number of time steps directly relate to the computational
time. As our stability theorem shows, the theoretical maximum is τ = 1/

√
2.

At hand of an anisotropic example we explore the effect of a time step size
close to this value vs. a small time step size, see Figure 9. We choose a = 1,
b = 0, α = 0.15, and evaluate the dilation process at t = 40. Also, we zoom
onto the solutions, giving images of size 79 × 80.
We observe for the large time step size artefacts due to the bilinear interpo-
lation at the ends of the ’ellipse’. This behaviour is not observable for small
time step sizes. Let us note that the interpolation artefacts disappear for
time step sizes τ = 0.5 or smaller, while the solution is about the same as in
Figure 9(b) if we employ smaller time step sizes.
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Figure 9: Comparison of time step sizes at hand of directional dilation dis-
played via inverted grey values. (a) Left. By 60× τ ≈ 40, with τ = 0.6667.
(b) Right. By 400 × τ = 40, with τ = 0.1.
New test not performed in [9].

6 Conclusion and Outlook

We summarise the main extensions to [9] documented in this work, drawing
corresponding conclusions:

• We have shown the consistency and stability of the FCT-scheme for
dilation/erosion with general convex structuring elements.

Conclusion. Especially, there is no particular restriction on the time
step size depending on a structuring element in use. This shows that it
is possible to apply the FCT-scheme in a general setting with varying
structuring elements. This is important for many applications.

• We have performed detailed numerical tests, comparing FCT with other
PDE-based schemes and a set-based method.

Conclusion. The quality of FCT-results is better than the quality of
results using other PDE-based schemes with respect to edge resolution
in all experiments.

• We have discussed in detail important issues like the interpolation for-
mula, anisotropic structuring elements and a practical choice of the
time step size.

Conclusions. The interpolation formula can be of importance for the
quality of results. If the structuring element is very anisotropic, a
general set-up with FCT as described here performs reasonable, but
it can be improved by using schemes more specialised to an extreme
set-up. The FCT-scheme behaves very robust with respect to the time
step size.
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The current paper represents one of the most advanced numerical approaches
to continuous-scale morphology. For our future work, we aim to improve the
quality of numerical schemes in this field even further.
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