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Abstract

Air writing and gesture recognition has been one of the most compre-
hensive and intensively researched areas due to their wide variety of
applications in several domains of Human-Computer Interaction (HCI),
such as gaming, medicines, and automobiles. This article presents a
highly accurate point-based algorithm for identifying dynamic air writ-
ing and free hand gesture recognition for Devanagari Hindi characters.
Usually, the written gestures are limited in nature. In order to cre-
ate a training data set, we are using Leap Motion Controller (LMC)
that generates twenty-four sample points from the gesture drawn. In
the pre-processing stage, a trimesh is generated using these sample
points; the developed trimesh is then fed as input to PointNet. The
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algorithm developed measures the similarity of the drawn gesture with
the training samples to identify and recognize the gesture drawn using
Mahalanobis distance. The validation test indicates that the approach is
quite accurate, giving a recognition rate of more than 97%. Comparative
studies also show that the methodology performs better when trimesh
is used as input for the PointNet and more training samples are used.

Keywords: Gesture Recognition, PointNet, leap motion controller (LMC),
trimesh

1 Introduction

With increasing demand and applications of touch less interaction in our daily
life, Human-Computer Interaction (HCI) has become really important and
plays a crucial role in various fields. Touch-less HCI can be broadly categorized
into voice recognition-based interaction and gesture or writing-based interac-
tion. In gesture or air writing recognition, hand or hand-held equipment is
utilized to make gestures or signs which are then recognized using gesture
recognition systems.

The technology of interpreting and recognizing gestures or signs by making
use of sensors is termed gesture recognition. Gesture recognition or air writ-
ing is one of the aspects of HCI and with increasing demands, the research to
make this interaction as natural as possible has become intensive. Hands are
the easiest way to make gestures or to represent ideas, actions, and words using
different hand shapes that can be identified by gesture or writing recognition
systems [1]. Gesture recognition requires sensing techniques to acquire gesture
input from the user [1, 2]. The techniques to acquire inputs can be classified as
vision-based techniques, glove-based techniques, and depth-based techniques.
The vision-based techniques are based on the visuals or images that are cap-
tured using the cameras or webcams to gather the input and analyze them to
identify the gestures [3, 4]. These are highly affected in the case of occlusions,
light sensitivity, skin color variations, camera distance, and poor brightness.
Glove-based methods make use of hardware devices to gather input, which is
placed on hands or joints to extract gestures by measuring the joint angles and
hand and finger positions in real-time. This method is very fast and accurate
however, these devices are costly and equipment blocks the free movement of
hands, making the system difficult to operate and complex [1, 5, 6].
Depth-based techniques use 3D depth sensors to generate depth-related data
which overcomes the limitation of vision-based and glove-based techniques,
Some of the popularly used sensors are the Kinect sensor and Leap Motion
Controller [7]. Kinect generates a stream of data with body movement, depth
information, and skeletal motion and directly determines the position of hands
fingertips [8], while leap motion controller developed and designed by Leap
Motion is a consumer-grade infrared sensor useful for hand gesture and finger
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position detection [9]. Leap Motion Controller traces the user’s hand move-
ments, and generates more compact and limited information, not a complete
depth map, only a few key points instead [10].

Classification of the data is one of the most important aspects of gesture recog-
nition. From time to time several methods of classification and optimization
have been proposed by researchers [11, 12] but PointNet is one of the most
popular techniques for point cloud classification and segmentation. PointNet
network architecture uses point clouds as input. Point clouds are a set of points
representing the 3D shape of the object. Point clouds are geometric data struc-
tures having an irregular format that often require conversion to 3D voxel grids
or collections of images resulting in the rendering of unnecessary voluminous
data [13].

To avoid this problem PointNet network can be used in a way that directly
consumes point cloud data as it shows stronger performances than most state-
of-the-art techniques. PointNet requires sufficiently large sample points to
correctly train the network. However, most of the economic devices capture
less number of data points for each character. To resolve this challenge a pre-
processing step of creating a trimesh layer has been proposed in this research.
In this work 'point cloud’ is first converted to a 3D object and then re-sampling
from these objects has been used as input to PointNet. The proposed method-
ology of incorporating a trimesh layer sampling has reduced the issue of low
sampling points and has provided highly accurate results.

2 Literature Review

In this section, a short review of many previous related works about air writ-
ing and hand gesture recognition has been discussed. Air writing and gesture
recognition has been used in a wide variety of applications and may require
different recognition techniques depending on various factors such as accu-
racy, speed, and use cases. For decades, researchers have worked on static and
dynamic gesture recognition and achieved a highly accurate recognition rate,
we have discussed a few of the past works in this section.

D. Frolova et al.[14] proposed a modified LCS technique termed Most Probable
LCS that classifies the trajectory for dynamic free-air hand gesture recognition,
which is an extension to the longest common sub-sequence (LCS) classifica-
tion algorithm. In this technique, a learning preprocessing stage is performed
to generate a probabilistic 2-D template for each and every gesture that takes
different trajectory distortions with different probabilities into consideration.
The methodology measures the similarity between the sample template and
the gesture sample and the matches are decided on the basis of length and
probability of extracted sub-sequence providing a recognition rate of approxi-
mately 98%.

P. Kumar et al.[15] proposed a framework on a dataset consisting of twenty-
eight isolated manual signs and twenty-eight finger-spelling gestures to recog-
nize finger-based spellings and manual signs using Leap Motion Sensors. In
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order to differentiate finger-based spelling and manual gestures, the Support
Vector Machine classifier has been utilized. Further, two BLSTM-NN classi-
fiers are used for recognizing manual signs and finger spelling gestures that
comprise sequence classification and sequence transcription. The overall accu-
racy of 63.57% was achieved in real-time.

C. Chuan et al. [16] designed a compact and low-cost 3D motion sensor to
identify American Sign Language that applied k-nearest neighbor and sup-
port vector machine for identifying the English alphabet in American Sign
Language using the derived features from the sensory data. An average classi-
fication rate of 79.83% was achieved via Support Vector Machine Classification
while the k-nearest neighbor gave an accuracy of 72.78%. The designed sen-
sor gave a much more portable and economical solution than Cyberglove or
Microsoft Kinect.

P. Kumar et al.[17] presented a 3D text recognition method utilizing Hidden
Markov Model (HMM) and Bidirectional Long Short-Term Memory Neural
Networks (BLSTM-NNs). This model was tested on a data set of 560 Latin
sentences drawn by ten participants on Leap Motion Sensor and gave an accu-
racy of 78.2% in word recognition while an accuracy of 86.88% was recorded
in word recognition using BLSM-NN while HMM classifier gave an accuracy
of 81.25% in word recognition.

B. Khelil et al.[18] came up with a novel approach for pattern recognition of
symbols of Arabic Sign Languages. Sparse data generated by Leap Motion
Controller Sensor form the basis of this approach in which significant charac-
teristics from data like angles between the fingers are utilized to achieve higher
accuracy. The proposed approach can successfully recognize digits 0 to 9 and
twenty-eight static hand gestures of ArSL.

C. Naidu et al.[19] came up with a technique that uses Leap Motion Con-
troller for hand gestures to recognize Indian Sign Language consisting of ten
digits (1 to 10), twenty-six alphabets (a to z) and 9 words tested with 10 dif-
ferent signatories. The author proposed and compared four different similarity
measures to recognize the sign language that is Jaccard Similarity, Cosine sim-
ilarity, Dice Similarity, and Euclidean distance measure giving an accuracy of
86%, 90%, 83.11%, and 88.22% respectively.

Y. Chen et al.[20] came up with a recognition system for recognizing the perfor-
mance of human-computer interaction on 100 samples of Arabic dataset that
consisted of 26 letters from A to Z and ten digits from 0 to 9, with the imple-
mentation of this system an average recognition rate of 82.4% was achieved.
C. Agarwal et al.[8] came up with a methodology of word recognition and
extraction from recorded cursive handwritten text lines by Leap Motion Con-
troller from which large gap information between the start and end position of
successive text lines were found by using segmentation methodology of contin-
uous 3D strokes into words and lines analytically. An accuracy of 77.6% was
achieved using the methodology.

K. Fok et al. [21] developed a multi-sensory real-time recognition system useful
for American sign language (ASL) on data generated by Leap Motion sensors
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which were fused via multiple sensor data fusion (MSDF) techniques and Hid-
den Markov Model was implemented for recognition thereby giving recognition
rate of 93.14%.

R. Mapari et al.[9] presented an approach for recognizing Indian Sign Lan-
guage. The data was collected using a Leap Motion sensor. Cosine similarity
and Euclidean distance were used to measure the similarity. Testing on ISL
alphabets with 10 different signers was done and recognition accuracy of
90.32% and 88.39% was achieved respectively.

M. Mohandes et al.[22] developed an approach for recognition of Arabic Sign
Language that makes use of 2 Leap Motion Controllers thereby preventing
occlusion of a finger by another finger or hand. The controllers extract the
features and are fused together. For recognition, Linear Discriminant Analy-
sis (LDA) classifiers were used that give 97.7% classification accuracy, and an
accuracy of 91.1% is achieved with classifier level fusion. The use of 2 LMC
gives higher accuracy in comparison to a single LMC.

G. Marin et al.[23] used an ad-hoc feature that computes orientation and plac-
ing of fingertips which serve as input for multi-class Support Vector Machine
classifier to recognize gestures. The features extracted to measure similarity
are distance, orientation, and fingertip angle giving an accuracy of 91.28%.

S. Ameur et al.[24] came up with an approach that extracts spatial feature
descriptors based on the position of palm center and fingertips and utilized
it as input for support vector machines classifier to recognize the performed
gestures, The approach was designed explicitly for 3D dynamic gesture recog-
nition target to leap motion data. The results show the approach to be very
effective in recognizing modeled gestures with an accuracy rate of nearly 81%.
W. Lu et al.[25] proposed a novel feature vector-based approach suited for
identifying dynamic gestures of hands with Leap Motion Controller. The com-
puted feature vector along with depth information is fed as input to the Hidden
Conditional Neural Field (HCNF) classifier to recognize hand gestures. The
framework includes 2 main steps of feature extraction followed by classifica-
tion using a Hidden Conditional Neural Field (HCNF) classifier to identify
dynamic hand gesture datasets. An accuracy of 89.5% was observed for the
Leap Motion data set while the data set from Handicraft gestures gave 95%
accuracy, clearly showing the proposed method gave better accuracy in the
case of Handicraft gestures.

M. Chen et al.[26] developed a window-based approach to automatically detect
and extract air writing events in case of a continuous motion data stream that
may contain stray finger movements having no relation with the writing. Con-
tinuous writing events are converted to segments. The proposed algorithm was
found to be very accurate with an error rate of 1.15%.

A.Saif et al.[27] presented an effective method of gesture recognition by mak-
ing a robust feature vector. In the proposed methodology, the feature vectors
are created by the selection of distinctive locations using blob detection based
on Hessian Matrix approximation, and then feature vector and edges detection
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are done followed by computing edge orientation. After this, 1D and 2D map-
ping of templates are done to compare candidates with the prototype using an
adaptive threshold. A recognition rate of 98.33% is achieved in this approach.
Won-Du Chang et al.[28] proposed an artificial neural network method to
recognize characters written in the air by utilizing uni-stroke-designed charac-
ters. The proposed method provided 91.06% accuracy on Arabic numbers and
English alphabets drawn by 18 people.

Prabhat et al. [29] proposed a generic webcam-based method using HSV color
space and morphological operations for detection and CNN based classifier
for recognition of virtual characters drawn in the air using 99.75%, 99.73%,
99.13%, 99.97%, and 99.81% accuracy for 26 English alphabets, MNIST
dataset (10 different classes), Devanagari characters dataset, Devanagari Dig-
its (0-9) and traditional digits (0-9) respectively.

C. Qi et al. [13] proposed a network, known as PointNet, This network has
a unified architecture and is useful for a wide range of applications such as
object classification, part segmentation, parsing of scene semantics, etc.

3 Proposed Methodology

In this section, a brief discussion about the technology and methods has
been done. The block diagram presented in Figure 2 gives an idea about the
approach and implementation of the methodology.

PointNet

The architecture of the PointNet classification network has been shown in
Figure 1. The PointNet classification network takes the point cloud in pre-
segmented form as input or input points can be sampled directly from shapes
for classification purposes. A set of 3D points {P;|i = 1,...,n}, represents a
point cloud, and each point in set Pi is a vector of its (z,y, z) coordinates and
additional feature channels such as color, brightness, etc. The proposed deep
network gives an output of k scores for all the k candidate classes. The input
can be a single object for part region segmentation or a sub-volume from a
3D scene for object region segmentation. The proposed model gives a score of
‘n x m’ for each ‘n’ point and each ‘m’ semantic subcategory. The classifica-
tion network applies input transformation followed by feature transformation
on ‘n’ input points and uses max pooling to accumulate point features. The
output is classification scores for k classes.

An image of the Leap Motion Controller is shown below in Figure 3. Leap
Motion controller is a small USB peripheral device that consists of 3 infrared
LEDs and 2 Infrared monochromatic cameras, giving a range of roughly 1m
[30]. The compact size of the sensor makes it easy to use.

In the proposed system (Figure 2), Leap Motion Controllers are used to
acquire input by tracking hand gestures or movement of fingers or hands in 3D
digital format which are mapped in terms of a set of 24 points. A trimesh net-
work is developed using these 24 generated points. The trimesh formed is then
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Fig. 1 PointNet Classification Network Architecture
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Fig. 2 Block Diagram of Proposed model

fed as input to the PointNet architecture for classification. PointNet can per-
form classification directly taking point clouds as input directly without any
requirement of trimesh or 3D shape reconstruction; however, the number of
sample points is less. By developing trimesh and using them as input for Point-
Net, sufficient sample points are available thereby giving a better recognition
rate.

1. Data Acquisition
Gestures made are captured via Leap Motion Controllers that stream
frames which are stored and represent a few key points corresponding to
each hand gesture [19]. For a single alphabet, a set of eight different inputs
are captured, Corresponding to each input twenty-four key feature points
are generated and stored. A trimesh is developed using these 24 generated
sample points, which are fed as input to the PointNet cloud architecture
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Fig. 3 Lean Motion Controller

for classification purposes. These sets of data are stored as training sam-
ples for our system. Figure 4 shows generated training data samples of
Devnagari characters.

2. Classification of Gesture
While testing, a current gesture is captured generating twenty-four key
sample points which are processed to develop a trimesh, and classification is
done using PointNet architecture. The similarity of current gesture data is
measured with stored samples in the database using Mahalanobis distance
using the equation 1 written below. Here, ‘d’ represents the Mahalanobis
distance, and (p,q) represents the point coordinates.

d(p,q) =

4 Result and Analysis

The pointnet with trimesh system is tested for gestures of Hindi Devanagari
alphabets, The experimental results obtained are shown in the images and
discussed in this section. There was a total of ten characters considered for this
analysis (Figure 5). The model loss and model accuracy has been calculated
and the graph has been plotted with 60% training samples (Figure 6), 65%
training samples (Figure 7), 70% training samples (Figure 8), 75% training
samples (Figure 9), and 80% training samples (Figure 10). The accuracy of
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Fig. 4 Training Samples with proposed model

3f g 3 T 3
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Fig. 5 Devanagari characters used for training and classification

the proposed method after running fifty iterations on random distribution
with different training testing distributions is shown in table 1. It should be
noted that training and test samples were created by the same team members
in the experiment. The proposed Model shows difficulties when training and
testing samples are made by different personnel. The accuracy of PointNet
suddenly drops to 68% when tested on samples of entirely different ways of
drawing the same character, however, the proposed model still manages to
get 91% accuracy in this case. Domain Adaptation and transfer learning still
show challenges for character recognition, but after adding a few demo trials
of a user-proposed method shows improvements over PointNet and produces
an accuracy of 95%.

Equations 2 and 3 have been used to calculate model accuracy and model
loss. where T'N: True Negative, TP: True Positive, FN: False Negative, FP:
False Positive

TP+ FP
M A = 2
odel Accuracy TPLFPT TN+ FN (2)
TN+ FN
Model Loss = i (3)

TP+FP+TN+ FN
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Table 1 Impact of training sample size on classification accuracy of the proposed method

S.No Percentage of training Accuracy Error
distribution
1 60 81.74 6.292
2 65 89.52 3.719
3 70 96.66 0.504
4 75 97.84 0.064
5 80 99.01 0.003
model accuracy (no dropout) with 60.0% train data 1 model loss (no dropout) 60.0% train data
— ftrain
valid
0.8 8
_ 06 6
@ n
g
" 04 4
02 2
— frain
valid -
0.0 0
0 5 10 15 20 % 0 0 5 10 15 0 5 k]
epoch epoch
Fig. 6 Model accuracy and model loss with 60% training samples
model accuracy (no dropout) with 65.0% train data 1 maodel loss {no dropout} 65.0% train data
= frain
walid
0.8 8
L U8 6
% 04 4
02 2
— train
valid -
0.0 0
0 5 10 15 20 b kAl 0 5 10 15 0 ] 30
epoch epoch

Fig. 7 Model accuracy and model loss with 65% training samples

Analysis of model accuracy and model loss is done and it has been observed
that with the increase in the percentage of training samples, the model accu-
racy improves, as soon as 70% of the training samples are available, high model
accuracy is achieved, which is close to 97%.

Similarly, model loss reduces with an increase in the availability of training
samples, at 70% availability of training samples, model loss becomes insignif-
icant. It can be seen in Table 2 that the proposed method is highly accurate
when compared to other state-of-the-art methods.
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Fig. 8 Model accuracy and model loss with 70% training samples
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Fig. 9 Model accuracy and model loss with 75% training samples

11

The confusion matrix of the trained model presented in Figure 13 shows
that the model is able to classify and recognize most of the gestures accurately.
However for a few gestures, the model was not able to recognize, and it was
observed that the letters showing similarity (an example of the such case has

been shown in Figure 12) in curves are sometimes inaccurately recognized.

Proposed model using trimesh as input for PointNet method is compared
with classification using PointNet without trimesh and results are shown in
Figure 11. Analysis of model accuracy and model loss shows that the perfor-
mance of the proposed model is better in comparison to only the PointNet
approach. A comparison of the proposed method with PointNet is also shown
in Table 3.
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Fig. 10 Model accuracy and model loss with 80% training samples
Table 2 Comparison of the proposed method with other state of art methods
S.No Method Name Language (words/al- Character
phabets) recog-
nition
rate (%)
1 k-Nearest Neighbor with English alphabet in Amer- 79.83
SVM[16] ican Sign Language
2 BLSTM-NN [17] Latin words 86.88
3 HMM][17] Latin words 81.25
4 MSDF with HMM]21] American sign language 93.14
words
5 LDA[22] Arabic sign Language 91.1
6 HCNEF[25] Handicraft gestures 95
7 Convolutional neural net- Devanagari handwritten 99.13
work (CNN)[29] characters
8 PointNet Hindi alphabet 92.19
9 Proposed Method Hindi alphabet 97.84

049

accuracy
o
o

=]
jury

06

05

Fig. 11
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— walid_proposed
valid_pointnet

@

loss

=

— Valid_proposed
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Model accuracy & model loss comparison with trimesh and without trimesh
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Table 3 Comparison between Validation accuracy and error produced by proposed
method and PointNet

S.No Training Accuracy Error of Accuracy Error of
sample of pro- proposed of Point-
percent- posed method Point- Net
age method Net

1 70 96.66 0.504 92.19 5.53

2 75 97.84 0.064 92.87 1.18

Fig. 12 Training Samples of letters with similar curves

Tue label

4 5
Predicted label

Fig. 13 Model accuracy & model loss comparison with Trimesh and without trimesh
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5 Conclusion and Scope of Future Work

In this article, a novel method capable of recognizing Hindi Devanagari ges-
tures with high accuracy was proposed. In the proposed methodology, data
points generated from Leap Motion Controller are used for creating trimesh
which is used as input for point-net classification. The measure of similarity
for recognition between training samples and real-time gestures is determined
using Mahanobolis distance. Re-sampling from 3D objects has significantly
improved the accuracy when compared to directly feeding inputs in the
PointNet. Due to the re-sampling layer, the proposed method is highly usable
for devices with low sampling rates. It has been observed that character
recognition accuracy improves with an increase in training samples. However,
it can be concluded from the analysis that the trained models may sometimes
give incorrect results, especially in the case of similar letters with rounded
curves. Another major challenge is the difference in the writing styles of
different individuals. If sufficient training samples of different individuals are
not provided, there are high chances of over-fitting. A wider dataset or more
sampling points will overcome this error. In the future, multi-agent datasets
and a wider range of languages and alphabets can be tested. Further, the
impact of the extreme difference in scale and distance while making symbols
in the air is yet to be tested.
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