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Abstract. The so-called r-analytic functions are a subclass of p-analytic functions
and are defined by the generalized Cauchy-Riemann system with p(r, z) = r. In the
system of toroidal coordinates, the real and imaginary parts of an r-analytic function
are represented by Mehler-Fock integrals with densities, which are assumed to be mero-
morphic functions. Hilbert formulas, establishing relationships between those functions,
are derived for the domain exterior to the contour of a biconvex lens in the meridional
cross-section plane. The derivation extends the framework of the theory of Riemann
boundary-value problems, suggested in our previous work, to solving the three-contour
problem for the case of meromorphic functions with a finite number of simple poles. For
numerical calculations, Mehler-Fock integrals with Hilbert formulas reduce to the form
of regular integrals. The 3D problem of the axially symmetric steady motion of a rigid
biconvex lens-shaped body in a Stokes fluid is solved, and the Hilbert formula for the
real part of an r-analytic function is used to express the pressure in the fluid via the
vorticity analytically. As an illustration, streamlines and isobars about the body, the
vorticity and pressure at the contour of the body and the drag force exerted on the body
by the fluid are calculated.

Introduction. The theory of analytic functions of a complex variable has been and
continues to be one of the most efficient analytical frameworks for solving two-dimen-
sional (2D) problems in a variety of applications of mathematical physics, in particular,
the theory of elasticity and hydrodynamics [10, 24]. For example, a displacement vector
in planar problems for an elastic media is expressed by Kolosov-Muskhelishvili formulas
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664 MICHAEL ZABARANKIN AND ANDREI F. ULITKO

[24], which are linear combinations of two analytic functions and their derivatives. In
the hydrodynamics of 2D Stokes flows, the Cauchy-Riemann system arises from the
relationship between the vorticity and pressure in a fluid. This fact allows one to express
the pressure via the vorticity analytically. Consider the last case in detail. The Stokes
model [10, 14, 22] determines the behavior of a viscous incompressible fluid under low
Reynolds numbers {

curl (curlu) = − grad θ,

div u = 0,
(0.1)

where u is the velocity vector of the fluid particles, and θ corresponds to the pressure P

in the fluid (θ = P/ρ, where ρ is the shear viscosity). Defining the vorticity by

ω = curlu, (0.2)

we obtain from the first equation in (0.1) that the vector ω and the function θ are related
by

grad θ = − curl ω. (0.3)

Suppose that 2D Stokes flows are considered in the (x, y)-plane in cartesian coordinates
(x, y, z). Then ω has only one nonzero component, namely ω = (0, 0, ωz). In this
case, equation (0.3) reduces to the Cauchy-Riemann system for an analytic function
F = θ + i ωz, where i =

√
−1. Consequently, if we know the value of the imaginary part,

ωz, at the boundary of some 2D domain, then we can obtain the value of the real part,
θ, at the same boundary by Hilbert formulas [6], and vice versa.

The theory of analytic functions is not used to the same extent for solving three-dimen-
sional problems (3D) in the aforementioned applications. For example, for an arbitrary
3D Stokes flow, the vorticity ω has three components, and relation (0.3) is equivalent
to three scalar equations. However, in the case of axially symmetric 3D Stokes flows,
the vector ω can be represented by one scalar vortex function, ω. Indeed, let (r, ϕ, z) be
a system of cylindrical coordinates with basis (er, eϕ,k), and let the z-axis be the axis
of symmetry. In the axially symmetric case, the vector u is independent of the angular
coordinate ϕ, and thus, ω = ω eϕ. Consequently, since θ and ω depend only on r and z,
the vectorial equation (0.3) reduces to the generalized Cauchy-Riemann system

∂θ

∂r
=

1
r

∂

∂z
(rω) ,

∂θ

∂z
= −1

r

∂

∂r
(rω) , (0.4)

which defines a so-called r-analytic function F (r, z) = θ(r, z) + i r ω(r, z), where the
functions θ and r ω are considered to be real and imaginary parts of the r-analytic
function, respectively. System (0.4) implies that θ(r, z) and ω(r, z) are harmonic and
1-harmonic functions, respectively, i.e.,

∆ θ = 0, ∆1ω = 0, (0.5)

where ∆k denotes a so-called k-harmonic operator

∆k =
∂2

∂r2
+

1
r

∂

∂r
+

∂2

∂z2
− k2

r2
, (0.6)

with ∆ ≡ ∆0. Establishing existence and uniqueness of solutions to (0.5) under the
condition that the values of the functions θ and ω are given at the smooth boundary ∂D
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of a domain D in the meridional cross-section (r, z)-plane is a Dirichlet problem, which is
discussed in 3D potential theory [26]. For the domain exterior to D , a harmonic function
vanishing at infinity in 3D space is uniquely determined by its boundary value at ∂D .

System (0.4) provides only one of the possible generalizations of the classical Cauchy-
Riemann equations, and consequently, defines only a particular class of generalized ana-
lytic functions. The theory of generalized analytic or pseudoanalytic functions has been
mostly developed by Bers [3], Polozhii [19] and Vekua [25]. For example, r-analytic
functions are a special case of p-analytic functions [19] when p(r, z) = r. They are en-
countered in different areas of mathematical physics, in particular, the theory of elasticity
[8, 19, 24] and hydrodynamics [24, 32, 34]. For domains determined by the surface of
bodies of revolution in the meridional cross-section plane, Polozhii [19] obtained integral
representations for p-analytic functions via analytic functions and generalized Kolosov-
Muskhelishvili formulas for axially symmetric problems of the linear theory of elasticity.

Of special interest is the problem of obtaining Hilbert formulas for r-analytic func-
tions in different domains described by systems of separable coordinates. As in the case
of analytic functions, Hilbert formulas relate the real and imaginary parts and are used in
problems of axially symmetric Stokes flows to express the function θ via the vortex ω ana-
lytically. If in curvilinear coordinates, harmonic functions θ and ω are represented by in-
tegrals with densities that are analytic functions, then the Generalized Cauchy-Riemann
system (0.4) reduces to a pair of equations for those analytic functions. Strictly speak-
ing, by Hilbert formulas we will understand the relationships between those functions.
Integral and series representations for r-analytic functions in domains exterior to the con-
tour of bodies described by cycloidal coordinates (lens, spindle, torus and two-spheres)
in the meridional cross-section plane are discussed in [24]. It is worth mentioning that
Hilbert formulas can also be derived by integrating the generalized Cauchy-Riemann sys-
tem (0.4) analytically. Indeed, from system (0.4), functions θ and r ω can be represented
by integrals

θ(r, z) =
∫
L

(
∂ω

∂z
dr − 1

r

∂

∂r
(rω) dz

)
+ θ(r0, z0),

r ω(r, z) =
∫
L

r

(
∂θ

∂r
dz − ∂θ

∂z
dr

)
+ r0 ω(r0, z0),

along some smooth curve L from point (r0, z0) to point (r, z). Using this approach,
we obtained Hilbert formulas for an r-analytic function in bi-spherical coordinates [32].
However, this approach is cumbersome and substantially depends on peculiar properties
of special functions associated with a corresponding system of curvilinear coordinates.
For example, in the case of toroidal coordinates, we anticipate extensive analytical com-
putations in derivation of the Hilbert formulas by integrating system (0.4) analytically.

In our previous work [31], we derived Hilbert formulas for the domain exterior to the
contour of a spindle in the framework of the theory of Riemann boundary-value problems
[6]. We represented functions θ and ω by Fourier integrals in bipolar coordinates and
reduced system (0.4) to a so-called three-contour problem for the densities of those inte-
grals in the infinite strip −1 ≤ Re µ ≤ 1. We assumed that the densities were functions
meromorphic in the strip with only two simple poles at µ = ±1

2 . Then, using conformal
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666 MICHAEL ZABARANKIN AND ANDREI F. ULITKO

mapping, we reformulated the three-contour problem as the Riemann boundary-value
problem for finding an analytic function in the plane with the branch cut along the
segment [−1, 1]. A solution to this problem was represented by a Cauchy integral, and
boundary values of that solution at the upper and lower banks of the branch cut were
expressed by the Sokhotski formulas [6].

In this paper, we derive Hilbert formulas for an r-analytic function for the domain
exterior to the contour of a biconvex lens in the meridional cross-section plane and
apply these formulas in the 3D problem of axially symmetric steady motion of a rigid
biconvex lens-shaped body in a Stokes fluid. Using Mehler-Fock integral representations
for θ and ω in toroidal coordinates (see [20, 24]), we reduce (0.4) to the same three-
contour problem for the densities in the Mehler-Fock integrals that was obtained in [31]
for the corresponding densities in the Fourier integrals. However, in contrast to [31],
here we assume that the densities are from the class of meromorphic functions with an
arbitrary number of simple poles in −1 ≤ Reµ ≤ 1. Extending the approach of the
Riemann boundary-value problems [31] to solving the three-contour problem for this
class of meromorphic functions, we show that the Hilbert formulas are exactly those
that we obtained in [31]. Since Hilbert formulas are expressed by singular integrals, for
numerical calculations, we reduce the Mehler-Fock integrals with the Hilbert formulas to
the form of regular integrals.

In the second part of the paper, we solve the 3D problem of axially symmetric steady
motion of a rigid biconvex lens-shaped body in a Stokes fluid. A classical approach to
constructing analytical solutions for 3D problems of axially symmetric Stokes flows is
based on the notion of a scalar stream function. This approach was originally suggested
by Stokes [22] who made use of it in the study of steady motion of a rigid sphere in a
viscous incompressible fluid under low Reynolds numbers. Since then the stream function
approach was successfully applied for studying axially symmetric Stokes flows about rigid
bodies described by cycloidal coordinates: spherical cap [5, 24], two-spheres [21, 30],
torus [7, 9, 13, 18, 23, 24, 29], lens-shaped body [5, 24, 27], and spindle-shaped body
[17, 31, 32, 34]. However, in the case of cycloidal coordinates, this approach does not
allow one to express the pressure in terms of a stream function. To our knowledge,
analytic formulas for the pressure in the mentioned studies were obtained only for a
torus [24] and a spindle-shaped body [31, 32] by corresponding Hilbert formulas. In this
paper, we solve the problem of the steady axially symmetric motion of a rigid biconvex
lens-shaped body in a Stokes fluid using a stream function similar to that proposed in
[31]. However, in contrast to the stream function in [31], the one in this paper includes an
additional term to provide proper representations of boundary conditions in the form of
Mehler-Fock integrals. This term corresponds to the solution for the problem of axially
symmetric steady motion of a rigid sphere in the Stokes fluid and is different from those
suggested in [16, 24]. Using the Hilbert formulas derived in the first part of the paper, we
obtain an analytic expression for the pressure in the fluid, based on which we calculate
épures of the pressure at the contour of the body and isobars about the body. In addition,
we calculate streamlines about the body, épures of the vorticity at the contour of the
body and the drag force exerted on the body by the fluid.
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The paper follows closely the structure of our previous work [31] and is organized
as follows. Section 1 represents an r-analytic function in the domain exterior to the
contour of a biconvex lens in the meridional cross-section plane. Section 2 derives Hilbert
formulas for r-analytic functions in the framework of the theory of Riemann boundary-
value problems for analytic functions. Section 3 solves the problem of steady axially
symmetric motion of a rigid biconvex lens-shaped body in a Stokes fluid. Section 4
obtains analytic expressions for the pressure and drag force exerted on the body. Section
5 concludes the paper. The appendix proves the proposition on representations for the
Mehler-Fock integrals with the Hilbert formulas in the form of regular integrals.

1. An r-analytic function in the domain exterior to a biconvex lens. Let
(r, ϕ, z) be a system of cylindrical coordinates with basis (er, eϕ,k), and let the z-axis be
the axis of symmetry. In the meridional cross-section (r, z)-plane, toroidal coordinates
(ξ, η) are introduced by

r = c
sinh ξ

cosh ξ − cos η
, z = c

sin η

cosh ξ − cos η
,

0 ≤ ξ < +∞,

−π ≤ η ≤ π,
(1.1)

where c is a metric parameter of toroidal coordinates. A biconvex lens is an axially
symmetric body, whose contour in the (r, z)-plane consists of two symmetric circle arcs
η = η0 and η = −η0 (see Figure 1). For example, the surface of the biconvex lens for
η0 = π

2 forms a sphere.

r

z

cc

0

0

0

0

0

0

Fig. 1. Toroidal coordinates and biconvex lens-shaped body

In the system of toroidal coordinates, derivatives ∂
∂r , ∂

∂z and the k-harmonic operator
∆k, defined by (0.6), take the form

∂

∂r
= −1

c

(
(cosh ξ cos η − 1)

∂

∂ξ
+ sinh ξ sin η

∂

∂η

)
,

∂

∂z
= −1

c

(
sinh ξ sin η

∂

∂ξ
− (cosh ξ cos η − 1)

∂

∂η

)
,

(1.2)

∆k =
(cosh ξ − cos η)2

c2

(
∂2

∂ξ2
+

∂2

∂η2
+
(

coth ξ − sinh ξ

cosh ξ − cos η

)
∂

∂ξ

− sin η

cosh ξ − cos η

∂

∂η
− k2

sinh2 ξ

)
.
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Let F (r, z) = θ(r, z) + i r ω(r, z) be an r-analytic function satisfying system (0.4). In
this case, θ and ω are harmonic and 1-harmonic functions defined by (0.5). In the domain
exterior to the contour of the biconvex lens in the (r, z)-plane, an arbitrary k-harmonic
function is represented by a Mehler-Fock integral with respect to the variable ξ. The
reader interested in the Mehler-Fock integral transform and its applications may refer
to [20, 24]. Thus, in toroidal coordinates, functions θ(ξ, η) and ω(ξ, η) take the form
[12, 24]:

θ(ξ, η) = − 1
2π

√
cosh ξ − cos η

+i∞∫
−i∞

X(µ) P− 1
2+µ(cosh ξ) eiηµdµ, −η0 ≤ η ≤ η0, (1.3)

ω(ξ, η) =
1

2πi

√
cosh ξ − cos η

+i∞∫
−i∞

Y (µ) P(1)

− 1
2+µ

(cosh ξ) eiηµdµ, −η0 ≤ η ≤ η0, (1.4)

where P(k)

− 1
2+µ

(cosh ξ) is the associated Legendre function of the first kind of complex
index µ, see [1]. For k = 0, the upper index (k) is omitted. In the case of Re µ = 0,
P(k)

− 1
2+µ

(cosh ξ) is called a toroidal function. At τ → ∞, the function P(k)

− 1
2+iτ

(cosh ξ),
τ ∈ R, for k = 0, 1 behaves as

P− 1
2+iτ (cosh ξ) ∼

√
2

πτ sinh ξ
cos
[
τξ − π

4

]
,

P(1)

− 1
2+iτ

(cosh ξ) ∼ −
√

2τ

π sinh ξ
sin
[
τξ − π

4

]
.

Consequently, we require functions X(iτ) and Y (iτ) in the Mehler-Fock integrals (1.3)
and (1.4) to have exponentially fast convergence Ce−γ|τ | at τ → ±∞, where C is a
constant, and γ > η0.

Note that the harmonic functions θ and ω represented by (1.3) and (1.4), respectively,
vanish at infinity,

√
r2 + z2 → ∞, that is, at ξ → 0 and η → 0. This guarantees

uniqueness of solutions to a Dirichlet problem for (0.5) in the domain of consideration.

Proposition 1.1. Let functions θ and ω be represented by the Mehler-Fock integrals
(1.3) and (1.4), respectively. Then the equation ∂θ

∂r = ∂ω
∂z , relating the functions θ and ω

in (0.4), is equivalent to the equation ∂θ
∂z = −1

r
∂
∂r (rω).

Proof. We will show that under the conditions of the proposition, the equation ∂θ
∂r =

∂ω
∂z implies ∂θ

∂z = −1
r

∂
∂r (rω). The converse can be proved similarly. Recall that θ and ω

satisfy: ∆θ = 0 and ∆1ω = 0, respectively. Consequently, substituting ∂θ
∂r = ∂ω

∂z into the
equation ∆θ = 0, we have:

1
r

∂

∂r

(
r
∂ω

∂z

)
+

∂2θ

∂z2
= 0 =⇒ 1

r

∂

∂r
(rω) +

∂θ

∂z
= f(r),

where f(r) is an arbitrary function, which depends only on r. Similarly, substituting
∂ω
∂z = ∂θ

∂r into the equation ∆1ω = 0, we obtain:

1
r

∂

∂r
(rω) +

∂θ

∂z
= g(z),
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where g(z) is an arbitrary function depending only on z. The last two equations can hold
together only if f(r) = g(z) = c̃, where c̃ is a constant. Now we need to show that c̃ = 0.
Multiplying equations ∂θ

∂r = ∂ω
∂z and ∂θ

∂z = −1
r

∂
∂r (rω) + c̃ by dr and dz, respectively, and

integrating the sum of the two products along a smooth open curve from point (r1, z1)
to point (r2, z2), we obtain

θ(r2, z2) − θ(r1, z1) =

(r2,z2)∫
(r1,z1)

(
∂ω

∂z
dr − 1

r

∂

∂r
(rω) dz

)
+ c̃(z2 − z1). (1.5)

Note that the integral in this expression is uniquely determined, i.e., the integral value is
independent of the curve L connecting the points (r1, z1) and (r2, z2). Indeed, based on
Green’s Theorem, the integral

∫ (r2,z2)

(r1,z1)
(Q dr + R dz) is uniquely determined if ∂Q

∂z − ∂R
∂r =

0. In this case, R = ∂ω
∂z , Q = −1

r
∂
∂r (rω), and, thus, ∂

∂z

(
∂ω
∂z

)
+ ∂

∂r

(
1
r

∂
∂r (rω)

)
≡ ∆1ω ≡ 0.

Now suppose that the left-hand and right-hand sides in (1.5) are evaluated at r1 = 0,
some fixed z1 ≥ c sin η0

1−cos η0
, r2 = 0, and z2 → ∞, and the integral in (1.5) is calculated

along the line L connecting the points (r1, z1) and (r2, z2). In toroidal coordinates, these
points correspond to ξ1 = 0, some fixed η1 ≤ η0, ξ2 = 0, and η2 → 0, respectively, and
the line L is determined by ξ = 0 and η1 ≤ η ≤ η2. Obviously, the Mehler-Fock integral
(1.3) converges for ξ1 = 0, η1, and ξ2 = 0, η2 → 0, and consequently in this case, the
left-hand side in (1.5) is bounded. If we show that the integral in (1.5) converges, then
this will mean that c̃ should equal zero since (z2 − z1) → ∞. Using the relation

∂ω

∂z
dr − 1

r

∂

∂r
(rω) dz =

(
sin η

cosh ξ − cos η
ω − ∂ω

∂η

)
dξ

+
(

∂ω

∂ξ
− (cosh ξ cos η − 1)

sinh ξ (cosh ξ − cos η)
ω

)
dη,

coupled with representation (1.4), and taking into account that at the line L, dξ = 0, we
obtain∫

L

(
∂ω

∂z
dr − 1

r

∂

∂r
(rω) dz

)
= lim

η2→0

η2∫
η1

[
lim
ξ→0

(
∂ω

∂ξ
− (cosh ξ cos η − 1)

sinh ξ (cosh ξ − cos η)
ω

)]
dη

= lim
η2→0

η2∫
η1

⎡
⎣ 1

2πi

√
1 − cos η

+i∞∫
−i∞

(
µ2 − 1

4

)
Y (µ) eiηµdµ

⎤
⎦ dη

=
1

2
√

2πi
lim

η2→0

+i∞∫
−i∞

Y (µ)
[(

cos η
2
− 2i µ sin η

2

)
eiηµ
]∣∣η2

η1
dµ,

where the change of the order of integration is valid, because the integral in the second
line,

∫ +i∞
−i∞

(
µ2 − 1

4

)
Y (µ) eiηµdµ, is convergent for all η ∈ [η2, η1] ⊆ [0, η0] based on the

assumption that Y (iτ) ∼ Ce−γ|τ |, at τ → ±∞, where γ > η0. Obviously, the last
obtained integral in the third line is convergent for η2 = 0. Consequently, in this case,
expression (1.5) can hold only if c̃ = 0.
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Now consider the converse, i.e., that the equation ∂θ
∂z = −1

r
∂
∂r (rω) implies ∂θ

∂r = ∂ω
∂z .

By similar reasoning, we obtain that ∂θ
∂r = ∂ω

∂z + ĉ
r , where ĉ is a constant. Showing that

the derivatives ∂θ
∂r and ∂ω

∂z are finite at r → 0, we conclude that ĉ = 0, and the statement
is proved. �

Proposition 1.1 means that for deriving a relationship between X(µ) and Y (µ) it is
enough to consider merely one of the equations in (0.4), for example, ∂θ

∂r = ∂ω
∂z .

2. Problem for an analytic function on three parallel contours. Let A[a,b] and
M[a,b] be the spaces of functions that are analytic (holomorphic) and meromorphic in
the strip a ≤ Re µ ≤ b, respectively, and have exponentially fast convergence at |µ| → ∞,
i.e., vanish as Ce−γ|τ |, where C is a constant, and γ > η0. We define the following spaces
of functions:

• Space M[0,1]: functions have simple poles at µ+
0 = 1

2 and µ+
k with Re µ+

k ∈
(

1
2 , 1
]
,

1 ≤ k ≤ n1.
• Space M[−1,0]: functions have simple poles at µ−

0 = −1
2 and µ−

k with Re µ−
k ∈[

−1,−1
2

)
, 1 ≤ k ≤ n2.

• Space M[−1,1]: functions have simple poles at µ+
0 = 1

2 , µ−
0 = −1

2 , µ+
k with

Re µ+
k ∈

(
1
2 , 1
]
, 1 ≤ k ≤ n1, and µ−

k with Reµ−
k ∈

[
−1,−1

2

)
, 1 ≤ k ≤ n2.

• Space M 0
[a,b] ⊂ M[a,b]: functions have simple poles at µ = ±1

2 only.
Suppose X(µ), Y (µ) ∈ M[−1,1] and η ∈ [−η0, η0]. Under these assumptions, the

following relations hold:

∂θ

∂r
=

1
4πc

√
cosh ξ − cos η

+i∞∫
−i∞

(X(µ + 1) − 2X(µ) + X(µ − 1)) P(1)

− 1
2+µ

(cosh ξ) eiηµdµ

+
i

2c

√
cosh ξ − cos η

⎛
⎜⎜⎝

n2∑
k=1

Res
µ=µ−

k

[X(µ)] P(1)
1
2+µ−

k

(cosh ξ) eiη(µ−
k +1)

−
n1∑

k=1

Res
µ=µ+

k

[X(µ)] P(1)

− 3
2+µ+

k

(cosh ξ) eiη(µ+
k −1)

⎞
⎟⎟⎠ ,

(2.1)

∂ω

∂z
=

1
4πc

√
cosh ξ − cos η

+i∞∫
−i∞

( (
µ + 3

2

)
Y (µ + 1) − 2µ Y (µ)

+
(
µ − 3

2

)
Y (µ − 1)

)
P(1)

− 1
2+µ

(cosh ξ) eiηµdµ

+
i

2c

√
cosh ξ − cos η

⎛
⎜⎜⎝

n2∑
k=1

Res
µ=µ−

k

[Y (µ)]
(
µ−

k − 1
2

)
P 1

2+µ−
k
(cosh ξ) eiη(µ−

k +1)

−
n1∑

k=1

Res
µ=µ+

k

[Y (µ)]
(
µ+

k + 1
2

)
P− 3

2+µ+
k
(cosh ξ) eiη(µ+

k −1)

⎞
⎟⎟⎠ .

(2.2)
The derivation of these formulas is similar to that discussed in the appendix in our paper
[31]. Substituting (2.1) and (2.2) into the first equation of system (0.4), we obtain an
equation for X(µ) and Y (µ):

X(µ + 1) − 2X(µ) + X(µ − 1) =
(
µ + 3

2

)
Y (µ + 1) − 2µ Y (µ) +

(
µ − 3

2

)
Y (µ − 1),

(2.3)
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where µ = iτ , τ ∈ R, and we have the additional conditions

Res
µ=µ+

k

X(µ) = Res
µ=µ+

k

[(
µ + 1

2

)
Y (µ)

]
, 1 ≤ k ≤ n1,

Res
µ=µ−

k

X(µ) = Res
µ=µ−

k

[(
µ − 1

2

)
Y (µ)

]
, 1 ≤ k ≤ n2.

(2.4)

Equation (2.3) and conditions (2.4) are the problem on three parallel contours for finding
either X(µ) given Y (µ) or Y (µ) given X(µ) at the contour Re µ = 0. Note that despite
functions X(µ) and Y (µ) having poles at µ = ±1

2 , the function P(1)

− 1
2+µ

(cosh ξ) has nulls

at µ = ±1
2 , and consequently, there is no condition such as (2.4) for µ = ±1

2 .
In our work [31], we solved problem (2.3) for functions X(µ) and Y (µ) meromorphic

in the strip |Reµ| ≤ 1 that had only simple poles at µ = ±1
2 . In this paper, we extend

the approach developed in [31] to finding meromorphic functions X(µ) and Y (µ) that
solve problem (2.3) subject to conditions (2.4) in the case of X(µ), Y (µ) ∈ M[−1,1].

If X(µ) ∈ M[−1,1] or Y (µ) ∈ M[−1,1] solves (2.3) subject to conditions (2.4), then
X(µ) or Y (µ) is unique. Indeed, suppose that X1(µ) ∈ M[−1,1] and X2(µ) ∈ M[−1,1]

both satisfy (2.3) and (2.4), and X1(µ) �= X2(µ). Since Res
µ=µ±

k

X1(µ) = Res
µ=µ±

k

X2(µ),

k �= 0, this means that X0(µ) = X1(µ) − X2(µ) is a solution to the homogeneous
equation (2.3) such that X0(µ) ∈ M 0

[−1,1]. The same reasoning is applied to the function
Y (µ). Consequently, solutions to homogeneous equations of problem (2.3) subject to
conditions (2.4) are from the class M 0

[−1,1], i.e., are the functions meromorphic in the
strip −1 ≤ Reµ ≤ 1 with simple poles at µ = ±1

2 only and having exponentially fast
convergence at |µ| → ∞. In this case, we merely need to restate Proposition 1 [31, p.
1275] and Proposition 2 [31, p. 1278] drawing attention to the fact that in [31], the space
M[−1,1] coincides with M 0

[−1,1].

Proposition 2.1 (Homogeneous solutions). The only X0(µ) ∈ M 0
[−1,1] and Y0(µ) ∈

M 0
[−1,1] that solve the corresponding homogeneous equations for (2.3):

X0(µ + 1) − 2X0(µ) + X0(µ − 1) = 0, Re µ = 0, (2.5)

(
µ + 3

2

)
Y0(µ + 1) − 2µ Y0(µ) +

(
µ − 3

2

)
Y0(µ − 1) = 0, Reµ = 0, (2.6)

subject to (2.4), are zero functions, i.e., X0(µ) ≡ 0 and Y0(µ) ≡ 0.

Proof. See proofs of Propositions 1 and 2 in [31, pp. 1275, 1278]. �
This proposition implies that X(µ), Y (µ) ∈ M[−1,1] solving equation (2.3) are unique.

Theorem 2.1 (Hilbert formulas in the case of X(µ), Y (µ) ∈ M[−1,1]). Let the real and
imaginary parts of an r-analytic function be represented in toroidal coordinates by the
Mehler-Fock integrals (1.3) and (1.4), respectively, and let X(µ), Y (µ) ∈ M[−1,1].

(1) At the contour Re µ = 0, the function X(µ) is represented by the Hilbert formula
for the real part of the r-analytic function

X(µ) = µ Y (µ) − i

2 cos[πµ]

+i∞

�

∫
−i∞

Y (ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ = 0. (2.7)
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(2) If
+i∞∫
−i∞

X(µ) dµ = 0, then at the contour Reµ = 0, the function Y (µ) is repre-

sented by the Hilbert formula for the imaginary part of the r-analytic function

Y (µ) =
1

µ2 − 1
4

⎛
⎝µ X(µ) +

i

2 cos[πµ]

+i∞

�

∫
−i∞

X(ν)
cos[πν]

sin[π(ν − µ)]
dν

⎞
⎠ , Re µ = 0, (2.8)

where the notation �

∫
means the Cauchy principal value or v.p. (valeur principale) of a

singular integral.

Proof. First, we prove formula (2.7). For Reµ = 0, equation (2.3) may be rewritten
as

[X(µ + 1) − X(µ)] − [X(µ) − X(µ − 1)]

=
[(

µ + 3
2

)
Y (µ + 1) −

(
µ − 1

2

)
Y (µ)

]
−
[(

µ + 1
2

)
Y (µ) −

(
µ − 3

2

)
Y (µ − 1)

]
.

(2.9)

Introducing a new function Z(µ) by

Z(µ + 1) = [X(µ + 1) − X(µ)] −
[(

µ + 3
2

)
Y (µ + 1) −

(
µ − 1

2

)
Y (µ)

]
,

Z(µ) = [X(µ) − X(µ − 1)] −
[(

µ + 1
2

)
Y (µ) −

(
µ − 3

2

)
Y (µ − 1)

]
,

(2.10)

we reduce equation (2.3) to

Z(µ + 1) − Z(µ) = 0, Re µ = 0,

where Z(µ) ∈ M 0
[0,1], since by virtue of conditions (2.4), the function Z(µ) does not have

poles at µ = µ+
k , 1 ≤ k ≤ n1, and µ = 1 + µ−

k , 1 ≤ k ≤ n2. This is the same problem as
(18) in [31, p. 1275], where it is shown that the only solution to this problem from the
class M 0

[0,1] is Z(µ) ≡ 0. (In [31], the space M[0,1] coincides with M 0
[0,1].) Thus, we have

X(µ + 1) − X(µ) =
(
µ + 3

2

)
Y (µ + 1) −

(
µ − 1

2

)
Y (µ), Reµ = 0, (2.11)

X(µ) − X(µ − 1) =
(
µ + 1

2

)
Y (µ) −

(
µ − 3

2

)
Y (µ − 1), Re µ = 0. (2.12)

It is sufficient to solve only (2.11) for X(µ) ∈ M[0,1] given Y (µ) ∈ M[0,1]. It can be
shown that solutions to (2.11) and (2.12) provide the same X(µ) at Re µ = 0.

Representing X(µ) by

X(µ) =
(
µ + 1

2

)
Y (µ) + X̂(µ), (2.13)

where X̂ is a new function, we reformulate equation (2.11) for X̂(µ):

X̂(µ + 1) − X̂(µ) = Y (µ), Re µ = 0. (2.14)

According to (2.13), we have

Res
µ=µ+

k

X(µ) = Res
µ=µ+

k

[(
µ + 1

2

)
Y (µ)

]
+ Res

µ=µ+
k

X̂(µ), 1 ≤ k ≤ n1.

Taking into account condition (2.4), we see that Res
µ=µ+

k

X̂(µ) = 0, 1 ≤ k ≤ n1. But

this means that X̂(µ) has only a simple pole at µ = 1
2 , that is, X̂(µ) ∈ M 0

[0,1]. For
the class of meromorphic functions, M 0

[0,1], problem (2.14) is solved in [31]. By the
conformal mapping z = i tan[πµ], (2.14) reduces to a Riemann boundary-value problem
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for a function meromorphic in the complex plane z with the branch cut along the segment
[−1, 1] and having a single simple pole at infinity. For details, see problem (24) in [31,
p. 1277] remembering that in [31], M[0,1] coincides with M 0

[0,1]. Within the open strip

0 < Reµ < 1, the function X̂(µ) ∈ M 0
[0,1] that solves (2.14) is obtained from a Cauchy-

type integral and takes the form

X̂(µ) = − i

2 cos[πµ]

+i∞∫
−i∞

Y (ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ ∈ (0, 1). (2.15)

At the contours Re µ = 0 and Re µ = 1, the boundary values of the same solution, X̂(µ),
are determined based on the Sokhotski formulas [6, 31] (also known as Sokhotski-Plemelj
formulas) and are given by

X̂(µ) = −1
2
Y (µ) − i

2 cos[πµ]

+i∞

�

∫
−i∞

Y (ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ = 0 (2.16)

and

X̂(µ + 1) =
1
2
Y (µ) − i

2 cos[πµ]

+i∞

�

∫
−i∞

Y (ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ = 0.

Substituting (2.16) into (2.13), we obtain the Hilbert formula (2.7).
To prove formula (2.8), we consider now equation (2.9) with respect to Y (µ). Repeat-

ing the same arguments as in the proof of formula (2.7), we obtain equations (2.11) and
(2.12), which we now solve with respect to Y (µ). It is sufficient to solve equation (2.11)
only. It can be shown that the solutions to (2.11) and (2.12) provide the same Y (µ) at
Re µ = 0. Multiplying (2.11) by

(
µ + 1

2

)
, we represent function Y (µ) by

Y (µ) =
1

µ2 − 1
4

(
Ŷ (µ) +

(
µ − 1

2

)
X(µ)

)
, (2.17)

where Ŷ (µ) is a new function. The crucial point here is that Ŷ (µ) belongs to the space
of A[0,1]. Indeed, from (2.17), we have

Ŷ (µ) =
(
µ − 1

2

) ((
µ + 1

2

)
Y (µ) − X(µ)

)
.

Based on condition (2.4), we conclude that Res
µ=µ+

k

Ŷ (µ) = 0, 1 ≤ k ≤ n1, and Res
µ= 1

2

Ŷ (µ) =

0. Consequently, equation (2.11) reduces to a problem for finding the function Ŷ (µ)
analytic in 0 ≤ Re µ ≤ 1 with exponentially fast convergence at |µ| → ∞:

Ŷ (µ + 1) − Ŷ (µ) = −X(µ), Re µ = 0. (2.18)

This problem is similar to (2.14). However, while the function X̂(µ) in (2.14) has a
simple pole at µ = 1

2 , the function Ŷ (µ) in (2.18) does not. Consequently, integrating

equation (2.18) at the contour Re µ = 0, we obtain 1
2πi

+i∞∫
−i∞

X(µ) dµ = 0. This means

that the function X(µ) should necessarily satisfy this condition. For the class of analytic
functions, A[0,1], problem (2.18) is the same as (33) in [31, p. 1279] solved by the approach
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similar to that for (2.14). Analogously, within the open strip 0 < Reµ < 1, the function
Ŷ (µ) ∈ A[0,1], satisfying (2.18), is given by a transformed Cauchy-type integral:

Ŷ (µ) =
i

2 cos[πµ]

+i∞∫
−i∞

X(ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ ∈ (0, 1). (2.19)

At the contour Re µ = 0, the boundary value of the same Ŷ (µ) is determined based on
the Sokhotski formulas [6, 31] and takes the form

Ŷ (µ) =
1
2
X(µ) +

i

2 cos[πµ]

+i∞

�

∫
−i∞

X(ν)
cos[πν]

sin[π(ν − µ)]
dν, Re µ = 0. (2.20)

In contrast to (2.15), the function (2.19) has no pole at µ = 1
2 by virtue of the condition

+i∞∫
−i∞

X(ν) dν = 0. Substituting (2.20) into (2.17), we obtain the Hilbert formula (2.8). �

The Hilbert formulas (2.7) and (2.8) are expressed by singular integrals; consequently,
they require special treatment in numerical implementation. We derive formulas for
efficiently calculating double integrals in (1.3) with (2.7) and in (1.4) with (2.8).

Proposition 2.2 (Mehler-Fock integrals with Hilbert formulas).
(1) If the function Y (µ) is represented at Re µ = 0 by the Hilbert formula (2.8), then

the function ω(ξ, η) takes the form

ω(ξ, η) =
1

2πi

√
cosh ξ − cos η

+∞∫
−∞

X(iτ)
(

τ

τ2 + 1
4

P(1)

− 1
2+iτ

(cosh ξ) e−ητ + G1(ξ, η, τ)
)

dτ,

(2.21)
where

G1(ξ, η, τ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−
√

2
π sinh ξ

(
e−ητ

ξ∫
0

g(η, τ, t)
√

cosh ξ − cosh t dt + 2 h1(ξ, η) sin η
2

)
,

η �= 0,

−
√

2
π sinh ξ

ξ∫
0

coth t
2 sin[τt]

√
cosh ξ − cosh t dt, η = 0,

(2.22)

g(η, τ, t) =
sinh t sin[τt] − sin η cos[τt]

cosh t − cos η
, (2.23)

h1(ξ, η) =
π√
2

(√
1 +

sinh2 ξ
2

sin2 η
2

− 1

)
, η �= 0. (2.24)

Both integrals in (2.22) are regular and can be efficiently calculated by a Gaussian quad-
rature.
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(2) If the function X(µ) is represented at Reµ = 0 by the Hilbert formula (2.7), then
the function θ(ξ, η) takes the form

θ(ξ, η) =
1
2π

√
cosh ξ − cos η

+∞∫
−∞

Y (iτ)
(
τ P− 1

2+iτ (cosh ξ) e−ητ − G2(ξ, η, τ)
)

dτ,

(2.25)
where

G2(ξ, η, τ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

2
√

2
π sinh2 ξ

ξ∫
0

[
g(η, τ, t)e−ητ

(
3
4 cosh t + 1

4 cosh ξ
)√

cosh ξ − cosh t

−1
3

∂2

∂η2 (g(η, τ, t) e−ητ ) (cosh ξ − cosh t)
3
2

]
dt

+ 1√
2

sign η√
cosh ξ−cos η

, η �= 0,

2
√

2
π sinh2 ξ

ξ∫
0

(
coth t

2 sin[τt]
(

3
4 cosh t + 1

4 cosh ξ − 1
2

)
+τ cosh2 t

2 cos[τt]
)√

cosh ξ − cosh t dt, η = 0,
(2.26)

and g(ξ, τ, t) is defined by (2.23). Both integrals in (2.26) are regular and can be efficiently
calculated by a Gaussian quadrature.

Proof. The proof of the proposition is given in the appendix and is similar to that of
the formulas for Fourier integrals with the Hilbert formulas; see [31]. �

Remark 2.2 (Function θ(ξ, η)). If we represent P− 1
2+iτ (cosh ξ) by

P− 1
2+iτ (cosh ξ) =

1
π
√

2
cosh[πτ ]

+∞∫
−∞

eiτt

√
cosh t + cosh ξ

dt,

see [1], then the function (2.26) takes the form

G2(ξ, η, τ1) =
cosh[πτ1]

2π
√

2

+∞∫
−∞

1√
cosh t + cosh ξ

⎛
⎝ +∞∫
−∞

eτ(it−η) dτ

sinh[π(τ1 − τ )]

⎞
⎠ dt

=
cosh[πτ1] e−τ1η

π
√

2

+∞∫
0

cos[τ1t] sin η + sin[τ1t] sinh t

(cosh t + cos η)
√

cosh t + cosh ξ
dt.

(2.27)

Expression (2.27) is simpler than (2.26). However, though (2.27) is a regular integral, it
is a Fourier integral on an infinite interval. Consequently, from a computational point
of view, the representation (2.26) is preferable. We used formula (2.27) to verify (2.26)
numerically.

3. Axially symmetric Stokes flow about a biconvex lens-shaped body. Let
us consider the axially symmetric steady motion of a rigid biconvex lens-shaped body in
a Stokes fluid. In this case, the velocity vector of the fluid particles, u, satisfies the Stokes
model (0.1). Suppose that the body moves in the fluid with constant velocity V0 along
its axis of symmetry; see Figure 2. Let (r, ϕ, z) be a system of cylindrical coordinates
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with basis (er, eϕ,k) such that the z-axis determines the body’s axis of symmetry. Then
the boundary conditions for u are determined on the surface S of the body by

u|S = V0 k. (3.1)

We assume that the velocity u and the pressure function θ vanish at infinity:

u|∞ = 0, θ|∞ = 0. (3.2)

k0V

cc 0 r

z

Fig. 2. Axially symmetric motion of a rigid biconvex lens-shaped body

The boundary-value problem (0.1), (3.1) and (3.2) is a classical problem in the hydro-
dynamics of Stokes flows [10, 14, 24]. Since we consider only axially symmetric motion,
the boundary conditions (3.1) are reformulated for the components of the vector u in
cylindrical coordinates as:

ur(r, z)|η=±η0
= 0, uϕ(r, z) ≡ 0, uz(r, z)|η=±η0

= V0, (3.3)

where η = η0 and η = −η0 determine the contour of the biconvex lens-shaped body in
toroidal coordinates (ξ, η) in the meridional cross-section (r, z)-plane (see Figure 1).

The problem of the steady motion of a rigid body in a Stokes fluid is closely related
to the problem of the Stokes flow about the body immersed in the viscous fluid [10].
The only difference is that in the latest problem, the body is immersed in the uniform
flow, and the velocity of the flow is assumed to be constant at infinity. In this case, the
boundary conditions take the form: ũ|S = 0 and ũ|∞ = −V0 k, where ũ is the velocity
of the Stokes flow in this problem. Obviously, the velocities u and ũ are related by
ũ = u − V0 k.

3.1. Stream function approach. A classical approach to solving axially symmetric
problems of Stokes flows is to represent the vector u by a stream function Ψ(r, z) in
cylindrical coordinates [24]:

u = − curl (Ψeϕ) . (3.4)

In component form, (3.4) is rewritten as:

ur(r, z) =
1
r

∂

∂z
(rΨ) , uϕ(r, z) ≡ 0, uz(r, z) = −1

r

∂

∂r
(rΨ) . (3.5)

The stream function Ψ is different from the stream function, ΨP , introduced by Payne
and Pell [16] as ur = −1

r
∂ΨP

∂z , uz = 1
r

∂ΨP

∂r in the problem of the Stokes flow about
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a body immersed in a viscous fluid. If the velocity of the Stokes flow at infinity in
Payne and Pell’s problem is −V0 k, then the stream functions Ψ and ΨP are related by
ΨP = −

(
rΨ + 1

2V0 r2
)
.

The stream function Ψ satisfies a so-called bi-1-harmonic equation

∆2
1Ψ(r, z) = 0, (3.6)

where the 1-harmonic operator ∆1 is defined by (0.6). Based on (3.3) and (3.5), we
formulate the boundary conditions for the stream function Ψ as(

∂

∂r
(rΨ)

)∣∣∣∣
η=±η0

= −V0 r|η=±η0
,

(
∂

∂z
(rΨ)

)∣∣∣∣
η=±η0

= 0. (3.7)

Using relations (1.2), we have(
∂

∂ξ
(rΨ)

)∣∣∣∣
η=±η0

= V0c
2 sinh ξ(cosh ξ cos η − 1)

(cosh ξ − cos η)3

∣∣∣∣
η=±η0

, (3.8)

(
∂

∂η
(rΨ)

)∣∣∣∣
η=±η0

= V0c
2 sinh2 ξ sin η

(cosh ξ − cos η)3

∣∣∣∣
η=±η0

. (3.9)

From (3.8) we obtain

(rΨ)|η=±η0
= V0c

2

(
− cos η

cosh ξ − cos η
+

1
2

sin2 η

(cosh ξ − cos η)2

)∣∣∣∣
η=±η0

+ λ

=
V0

2
(
c2 − r2

)∣∣∣∣
η=±η0

+ λ = − V0

2
r2

∣∣∣∣
η=±η0

,

where λ = −V0c2

2 is the constant of integration that provides finiteness of Ψ |η=±η0
at

ξ → 0. Consequently,

Ψ |η=±η0
= −V0

2
r|η=±η0

, (3.10)

and from (3.9) and (3.10), we have

∂Ψ
∂η

∣∣∣∣
η=±η0

=
V0c

2
sinh ξ sin η

(cosh ξ − cos η)2

∣∣∣∣
η=±η0

. (3.11)

We represent the stream function Ψ as the sum of the stream function for the sphere,
η0 = π

2 , and an auxiliary stream function Ψ̂ :

Ψ(r, z) = Ψsphere(r, z) + Ψ̂(r , z ), (3.12)

where

Ψsphere(r, z) =
cV0

4
r√

r2 + z2

(
c2

r2 + z2
− 3
)

,

Ψ̂(r, z) = z Φ0(r, z) + 1
2

(
r2 + z2 − c2

)
Φ1(r, z), (3.13)

and Φ0(r, z) and Φ1(r, z) are 1-harmonic functions:

∆1Φ0(r, z) = 0, ∆1Φ1(r, z) = 0.

The form of (3.12) for Ψ is chosen based on the fact that from (3.10), Ψ |η=±η0
�→ 0 at

ξ → ∞. As we will see further, form (3.12) provides Ψ̂
∣∣∣
η=±η0

→ 0 at ξ → ∞, which
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is necessary for representing boundary conditions for Ψ̂ in the form of Mehler-Fock
integrals.

In toroidal coordinates (ξ, η), functions Φ0 and Φ1 are represented by Mehler-Fock
integrals:

Φ0(ξ, η) =
1

2πic

√
cosh ξ − cos η

+i∞∫
−i∞

A(µ) sin[ηµ] P(1)

− 1
2+µ

(cosh ξ) dµ, −η0 ≤ η ≤ η0,

(3.14)

Φ1(ξ, η) =
1

2πic2

√
cosh ξ − cos η

+i∞∫
−i∞

B(µ) cos[ηµ] P(1)

− 1
2+µ

(cosh ξ) dµ, −η0 ≤ η ≤ η0,

(3.15)

where A(µ) and B(µ) are meromorphic functions in the strip −1 ≤ Re µ ≤ 1, and

A(−µ) = −A(µ),

B(−µ) = B(µ).

Representations (3.14) and (3.15) reduce the function Ψ̂ to the form

Ψ̂(ξ, η) =
1

2πi
√

cosh ξ − cos η

+i∞∫
−i∞

(
A(µ) sin η sin[ηµ]
+B(µ) cos η cos[ηµ]

)
P(1)

− 1
2+µ

(cosh ξ) dµ. (3.16)

To simplify the calculation, we introduce a new function

Ψ̃(ξ, η) = 2πi
√

cosh ξ − cos η Ψ̂(ξ, η),

and reformulate the boundary conditions (3.10) and (3.9) for Ψ̃ :

Ψ̃
∣∣∣
η=±η0

= πiV0c

(
sinh ξ cos η

(cosh ξ + cos η)
3
2

+
sinh ξ√

cosh ξ + cos η
− sinh ξ√

cosh ξ − cos η

)∣∣∣∣
η=±η0

,

(3.17)
∂Ψ̃
∂η

∣∣∣∣∣
η=±η0

=
πiV0c

2

(
sinh ξ sin η

(cosh ξ − cos η)
3
2
− sinh ξ sin η

(cosh ξ + cos η)
3
2

+3
sinh ξ sin η cos η

(cosh ξ + cos η)
5
2

)∣∣∣∣
η=±η0

.

(3.18)

To represent the right-hand sides of (3.17) and (3.18) in the form of Mehler-Fock integrals,
we use the following representations [20]:

sinh ξ

(cosh ξ + cos η)
3
2

= i
√

2

+i∞∫
−i∞

cos[ηµ]
cos[πµ]

P(1)

− 1
2+µ

(cosh ξ) dµ, −π < η < π,

sinh ξ

(cosh ξ − cos η)
3
2

= i
√

2

+i∞∫
−i∞

cos[(π − η)µ]
cos[πµ]

P(1)

− 1
2+µ

(cosh ξ) dµ, 0 < η < 2π,
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sinh ξ√
cosh ξ + cos η

− sinh ξ√
cosh ξ − cos η

= i
√

2

+i∞∫
−i∞

cos[πµ
2 ]

(µ2 − 1) cos[πµ]
P(1)

− 1
2+µ

(cosh ξ)

×
(

cos η cos
[(

π
2 − η

)
µ
]

−µ sin η sin
[(

π
2 − η

)
µ
] ) dµ.

Consequently, the boundary conditions (3.17) and (3.18) reduce to a system of linear
equations with respect to A(µ) and B(µ):⎛

⎜⎜⎝
sin η0 sin[η0µ] cos η0 cos[η0µ]

cos η0 sin[η0µ]
+µ sin η0 cos[η0µ]

− sin η0 cos[η0µ]
−µ cos η0 sin[η0µ]

⎞
⎟⎟⎠
⎛
⎝ A(µ)

B(µ)

⎞
⎠

= −π
√

2 V0c

cos[πµ]

⎛
⎜⎜⎜⎝

cos η0 cos[η0µ] +
cos[πµ

2 ]
(µ2−1)

(
cos η0 cos

[(
π
2 − η0

)
µ
]

−µ sin η0 sin
[(

π
2 − η0

)
µ
])

− sin η0 sin
[

πµ
2

]
sin
[(

π
2 − η0

)
µ
]
− µ cos η0 sin[η0µ]

⎞
⎟⎟⎟⎠

(3.19)

The determinant of system (3.19), D(µ), and functions A(µ) and B(µ) take the form

D(µ) = −1
2

(µ sin[2η0] + sin[2η0µ]) , (3.20)

A(µ) = −π
√

2 V0c µ

(µ2 − 1)

(
1

2 cos[πµ]
+

cos[(π − η0)µ]
2 cos[πµ] cos[η0µ]

− tan [πµ]

(
sin2 η0 + 1

2µ tan[η0µ] sin[2η0]
)

µ sin[2η0] + sin[2η0µ]

)
,

(3.21)

B(µ) = −π
√

2 V0c

(µ2 − 1)

(
µ2 − 1

2

cos[πµ]
+

cos[(π − η0)µ]
2 cos[πµ] cos[η0µ]

−µ tan [πµ]

(
µ sin2 η0 + 1

2 tan[η0µ] sin[2η0]
)

µ sin[2η0] + sin[2η0µ]

)
.

(3.22)

Consequently, the velocity vector, u, that solves problem (0.1), (3.1) and (3.2) is ex-
pressed analytically by (3.5), (3.12), (3.16), (3.21) and (3.22). As an illustration to the
solution of this problem, we calculated streamlines about the rigid biconvex lens-shaped
body determined by the equation

rΨ(r, z) + 1
2
V0 r2 = C (3.23)

with respect to pairs (r, z) for different values of the constant C. It should be noted that
equation (3.23), in fact, determines streamlines about the body immersed in the uniform
Stokes flow with the constant velocity, −V0 k, at infinity, while the stream function
Ψ corresponds to the motion of the body with the constant velocity V0 k. We obtain
equation (3.23) based on the fact that in terms of Payne and Pell’s stream function,
ΨP , streamlines are defined by ΨP = constant, and that Ψ and ΨP are related by
ΨP = −

(
rΨ + 1

2V0 r2
)
. We used MATHEMATICA 5 to solve equation (3.23). Figure 3
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shows streamlines about the rigid biconvex lens-shaped body for η0 = 2π
3 and η0 = π

3 .
Streamlines may also be calculated based on the relation dr

dz = ur/ (uz − V0); see [10, 32].

-1.5 -1 -0.5 0.5 1 1.5

-2

-1

1

2

η0=
2π
3

-2 -1 1 2

-2

-1

1

2

η0=
π
3

Fig. 3. Streamlines about a rigid biconvex lens-shaped body for η0 =
2π
3

and η0 = π
3
, respectively

The asymptotic behavior of functions (3.14) and (3.15) at ξ → ∞ is determined by
the zeros of determinant (3.20). The function D(µ) is even, i.e., D(−µ) = D(µ), and
equals zero at µ = 0 and µ = ±1

2 for all η0 ∈ (0, π). We call these values generic roots
for D(µ). However, functions A(µ) and B(µ) take on finite values at µ = 0, that is µ = 0
is not a pole, and since the function P(1)

− 1
2+µ

(cosh ξ) has nulls at µ = ±1
2 , expressions

A(µ)P(1)

− 1
2+µ

(cosh ξ) and B(µ)P(1)

− 1
2+µ

(cosh ξ) do not have poles at µ = ±1
2 . Except for

the generic roots, the determinant D(µ) has individual roots for any η0 ∈ (0, π). Table
1 presents the first individual root, µ0, for different η0.

Table 1. First individual root for D(µ)

η0 µ0 η0 µ0

π/12 8.063 + i 4.203 7π/12 0.752
2π/12 4.059 + i 1.952 8π/12 0.616
3π/12 2.740 + i 1.119 9π/12 0.544
4π/12 2.094 − i 0.605 10π/12 0.512
5π/12 1.534 11π/12 0.501
6π/12 1.0† 12π/12 0.5

† Functions A(µ) and B(µ) take on finite values at µ = 1.
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The asymptotic behavior of A(iτ) and B(iτ) at τ → ∞ is determined by

A(iτ)|τ→∞ ∼ π
√

2 V0c i

τ

(
e−π|τ | + (|τ | sin[2η0] + cos[2η0]) e−2η0|τ |

)
,

B(iτ)|τ→∞ ∼ π
√

2 V0c

(
−2e−π|τ | +

(
2 sin2 η0 +

sin[2η0]
|τ |

)
e−2η0|τ |

)
.

For the case of the sphere, η0 = π
2 , the functions D(µ), A(µ) and B(µ) take the form

D(µ) = −1
2

sin[πµ], A(µ) ≡ 0, B(µ) ≡ 0.

4. Hilbert formulas in the hydrodynamics of Stokes flows. In this section, we
analyze basic hydrodynamic characteristics: vorticity, pressure and drag force. We use
the Hilbert formula (2.7) for the analytic representation of the pressure function θ via a
vortex function.

4.1. Vorticity and scalar vortex function. The vorticity, ω, is defined by (0.2). In the
case of axially symmetric boundary-value conditions, it may be represented as

ω = − curl (curl (Ψeϕ)) = ω(r, z) eϕ,

where ω(r, z) is a scalar vortex function given by

ω(r, z) = ∆1Ψ(r, z).

Since the stream function Ψ is bi-1-harmonic, the vortex function ω(r, z) is a 1-harmonic
function, i.e., ∆1ω = 0, and in terms of the functions Φ0 and Φ1, it takes the form

ω(r, z) = ωsphere(r, z) + 2
∂Φ0

∂z
+ 2
(

r
∂

∂r
+ z

∂

∂z

)
Φ1 + 3Φ1, (4.1)

where

ωsphere(r, z) = 3
2

V0c
r

(r2 + z2)
3
2
.

Consequently, the representation of ω by A(µ) and B(µ) is straightforward. At the
contour η = η0, the function ω is determined by

ω(ξ, η)|η=η0
=

V0

√
2

ic
(cosh ξ − cos η0)

3
2

+i∞∫
−i∞

µ tan[πµ] sin η0 sin[η0µ]
µ sin[2η0] + sin[2η0µ]

P(1)

− 1
2+µ

(cosh ξ) dµ.

Figure 4 illustrates the behavior of c
2V0

ω(ξ, η)|η=η0
for η0 = 2π

3 and η0 = π
3 .

4.2. Pressure. We associate the function θ in the Stokes model (0.1) with the pressure
in a Stokes fluid. In an axially symmetric case, the pressure θ and the vortex function ω

are independent of the angular coordinate ϕ and may be considered as real and imaginary
parts of an r-analytic function F (r, z) = θ(r, z) + i r ω(r, z) that satisfies the generalized
Cauchy-Riemann system (0.4). Consequently, we may use the Hilbert formula (2.7) to
express θ via ω.
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Fig. 4. Épures of the vortex function, c
2V0

ω(ξ, η)|η=η0
, at the sur-

face of a rigid biconvex lens-shaped body for η0 = 2π
3

and η0 = π
3
,

respectively. At a particular point on the contour, the value of the
function is depicted by the length of the outward normal line if the
value is positive and by the length of the inward normal line if the
value is negative.

Proposition 4.1 (Pressure). Let the vortex function ω be determined by (4.1). Then
the pressure θ is a real-valued function represented by

θ(ξ, η) =
1

π c2

√
cosh ξ − cos η

⎛
⎝3

2
πV0c sin η

(cosh ξ + cos η)
3
2
− 3

2

+∞∫
−∞

B(iτ) G2(ξ, η, τ) dτ

+ sinh ξ

+∞∫
−∞

(
Ã(iτ)

(
1
2 cos η sinh[ητ ] − τ sin η cosh[ητ ]

)
+B(iτ)

(
1
2 sin η cosh[ητ ] + τ cos η sinh[ητ ]

) )

×P(1)

− 1
2+iτ

(cosh ξ) dτ

+ cosh ξ

+∞∫
−∞

(
Ã(iτ) cos η sinh[ητ ] + B(iτ) sin η cosh[ητ ]

)
×
(
τ2 + 1

4

)
P− 1

2+iτ (cosh ξ) dτ

−
+∞∫

−∞

((
τ2 + 1

4

)
Ã(iτ) + 3

2
τB(iτ)

)
sinh[ητ ] P− 1

2+iτ (cosh ξ) dτ

⎞
⎠ ,

(4.2)

where Ã(iτ) = −iA(iτ), and G2(ξ, η, τ) is determined by (2.26), which can be efficiently
calculated by a Gaussian quadrature.
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Proof. Using representation (4.1) and the fact that ∆Φ0 = 0 and ∆1Φ1 = 0, we obtain
the identities

∂ω

∂z
≡ ∂

∂z

[
ωsphere(r, z) + 2

∂Φ0

∂z
+ 2
(

r
∂

∂r
+ z

∂

∂z

)
Φ1 + 3Φ1

]

=
∂

∂r

[
θsphere(r, z) − 2

r

∂

∂r
(rΦ0) + 2

(
r
∂Φ1

∂z
− z

r

∂

∂r
(rΦ1)

)]
+ 3

∂Φ1

∂z
,

−1
r

∂

∂r
(rω) ≡ −1

r

∂

∂r

(
r

[
ωsphere(r, z) + 2

∂Φ0

∂z
+ 2
(

r
∂

∂r
+ z

∂

∂z

)
Φ1 + 3Φ1

])

=
∂

∂z

[
θsphere(r, z) − 2

r

∂

∂r
(rΦ0) + 2

(
r
∂Φ1

∂z
− z

r

∂

∂r
(rΦ1)

)]
− 3

1
r

∂

∂r
(rΦ1) ,

where
θsphere(r, z) = 3

2
V0c

z

(r2 + z2)
3
2
.

Based on the relation ∂θ
∂r = ∂ω

∂z from (0.4), we represent the pressure function θ by

θ(r, z) = θsphere −
2
r

∂

∂r
(rΦ0) + 2

(
r
∂Φ1

∂z
− z

r

∂

∂r
(rΦ1)

)
+ 3 θ̃(r, z) + c̃, c̃ = 0, (4.3)

where θ̃ = θ̃(r, z) is a new function, and c̃ is a constant. Consequently, system (0.4)
for the functions θ and ω reduces to the generalized Cauchy-Riemann system for the
functions θ̃ and Φ1, i.e.,

∂θ̃

∂r
=

∂Φ1

∂z
,

∂θ̃

∂z
= −1

r

∂

∂r
(rΦ1) .

This means that F̃ (r, z) = θ̃(r, z) + i r Φ1(r, z) is an r-analytic function. In an axially
symmetric case, θ(ξ,−η) = −θ(ξ, η), Φ0(ξ,−η) = −Φ0(ξ, η), Φ1(ξ,−η) = Φ1(ξ, η) and
θ̃(ξ,−η) = −θ̃(ξ, η). Consequently, the left-hand side in (4.3) can be an odd function
with respect to η only if c̃ = 0.

Recall that the function Φ1 is represented by the Mehler-Fock integral (3.15) with
the density B(µ) determined by (3.22). The function B(µ) is meromorphic within the
strip −1 ≤ Reµ ≤ 1 with only simple poles at µ = ±1

2 and µ = ±µ0, i.e., it belongs to
the space M[−1,1]. Let θ̃ be represented by the Mehler-Fock integral (1.3) with density
X(µ) ∈ M[−1,1]. Consequently, the functions B(µ) and X(µ) satisfy the conditions of
Theorem 2.1. We use the Hilbert formula (2.7) to represent X(iτ) by B(iτ) and then
express (4.3) in terms of A(iτ) and B(iτ), where τ ∈ R. �

As an illustration to formula (4.2), Figure 5 depicts graphs of c
V0

θ(ξ, η)|η=η0
at the

contour of the biconvex lens-shaped body for η0 = π
3 and η0 = 2π

3 . Figures 6 and 7 show
épures of the pressure, c

V0
θ(ξ, η)|η=η0

, at the contour of the body and isobars about
the body for η0 = π

3 and η0 = 2π
3 , respectively. Isobars are determined by equation

θ(ξ, η) = C for different values of the constant C. To solve this equation numerically, we
represented θ(ξ, η) by (4.2) and used MATHEMATICA 5. An alternative approach for
computing isobars is based on the fact that at an isobar:

dθ =
∂θ

∂r
dr +

∂θ

∂z
dz = 0.
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Consequently, using system (0.4), we obtain the explicit first-order differential equation

dz

dr
= − ∂θ

∂r

/
∂θ

∂z
=

∂ω

∂z

/
1
r

∂

∂r
(rω),

which can be solved by Runge-Kutta methods. We compared both approaches with
respect to running time and accuracy. In comparison to the alternative approach, solving
θ(ξ, η) = C is faster and more accurate. This proves the superiority of the analytical
solution based on the Hilbert formula.

Fig. 5. Function c
V0

θ(ξ, η0) at the surface of a rigid biconvex lens-

shaped body for η0 = π
3

and η0 = 2π
3

, respectively

4.3. Drag force. The drag force is the characteristic that attracts most of the attention
devoted to problems of motion of rigid bodies in a viscous fluid [10]. An approximate
calculation of the drag force by means of variational principles is discussed in [11]. We
derive an analytical formula for the drag force exerted on the rigid biconvex lens-shaped
body using expressions for the pressure and vortex functions obtained in the previous
sections.

Proposition 4.2 (Drag force). The magnitude of the force exerted by a Stokes fluid on
the biconvex lens-shaped body is determined by

F0 = 6πρV0c

⎛
⎝π

4
+

4
3

+∞∫
0

τ2 + 1
4

τ2 + 1

(
cosh[(π − η0)τ ]

2 cosh[πτ ] cosh[η0τ ]

+ τ tanh[πτ ]

(
τ sin2 η0 + 1

2 tanh[η0τ ] sin[2η0]
)

τ sin[2η0] + sinh[2η0τ ]

)
dτ

)
,

(4.4)

where ρ is the shear viscosity.

Proof. Let n = nrer + nzk be the outer normal to the surface of the body, S, where
(er, eϕ,k) is the basis of the system of cylindrical coordinates. By definition, nr = ∂r

∂n

and nz = ∂z
∂n . The force exerted by the fluid on the elementary surface dS with the

normal n is given by
1
2ρPn = (n · grad)u + 1

2
[n × curlu] − 1

2
θ n;
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Fig. 6. Épure of the pressure, c
V0

θ(ξ, η0), at the surface of a rigid

biconvex lens-shaped body and isobars for η0 = π
3
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Fig. 7. Épure of the pressure, c
V0

θ(ξ, η0), at the surface of a rigid

biconvex lens-shaped body and isobars for η0 = 2π
3

see [24]. Since the body moves along its axis of symmetry, the resultant force has only
the component in the direction k. Thus, the magnitude of the total drag force is the
integral of the projection Pn onto (−k) over the surface S:

1
2ρ

F0 = − 1
2ρ

∫∫
S

Pn · k dS = −
∫∫
S

((
nr

∂

∂r
+ nz

∂

∂z

)
uz + 1

2
ω nr − 1

2
θ nz

)
dS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf



686 MICHAEL ZABARANKIN AND ANDREI F. ULITKO

To simplify this expression, we use representation (3.5), formula dS = r dϕ ds and rela-
tions

nr =
∂z

∂s
, nz = −∂r

∂s
,

∂

∂s
=

1
h

∂

∂ξ
,

∂

∂n
= − 1

h

∂

∂η
,

where ds = h dξ is the element of the contour of the surface S in the meridional cross-
section (r, z)-plane, and h = c

cosh ξ−cos η0
is the Lamé coefficient. The directional deriv-

ative ∂
∂s corresponds to the vector s, which is orthogonal to n and oriented toward an

increase of coordinate ξ. We have(
nr

∂

∂r
+ nz

∂

∂z

)
uz = −ω nr +

1
r

∂

∂s

(
r
∂Ψ
∂z

)
,

and using boundary conditions (3.7), i.e.,
(

∂
∂z (rΨ)

)∣∣
η=±η0

= 0, we obtain

∫∫
S

1
r

∂

∂s

(
r
∂Ψ
∂z

)
dS = 2π

+∞∫
0

∂

∂ξ

(
r
∂Ψ
∂z

)∣∣∣∣η=η0

η=−η0

dξ ≡ 0.

Thus, the expression for the total drag force reduces to
1
2ρ

F0 =
1
2

∫∫
S

(ω nr + θ nz) dS. (4.5)

Using representations (4.1) and (4.3) for functions ω and θ, respectively, we obtain

ω nr + θ nz = ωsphere nr + θsphere nz

+ 2 r
∂Φ1

∂n
+

2
r

∂

∂s
(rΦ0) +

2
r

∂

∂s
(rzΦ1) + Φ1nr + 3 θ̃ nz.

The surface integral for the term ωsphere nr + θsphere nz is the constant equal to the
magnitude of the drag force for a sphere:∫∫

S

(ωsphere nr + θsphere nz) dS = 6πV0c.

Note that the integral contribution of the terms 1
r

∂
∂s (rzΦ1) and ∂Φ0

∂s to (4.5) is zero.
Indeed,∫∫

S

1
r

∂

∂s
(rzΦ1) dS = 2π

+∞∫
0

∂

∂ξ
(rzΦ1)

∣∣∣∣η=η0

η=−η0

dξ = 4π lim
ξ→∞

(rzΦ1)|η=η0
= 0

and ∫∫
S

1
r

∂

∂s
(rΦ0) dS = 2π

+∞∫
0

∂

∂ξ
(rΦ0)

∣∣∣∣η=η0

η=−η0

dξ = 4π lim
ξ→∞

(rΦ0)|η=η0
= 0.

We may avoid the use of Hilbert formulas for expressing θ̃. Indeed, representing the
generalized Cauchy-Riemann system (0.4) in terms of ∂

∂s and ∂
∂n :

∂θ̃

∂n
=

1
r

∂

∂s
(rΦ1) ,

∂θ̃

∂s
= −1

r

∂

∂n
(rΦ1) , (4.6)
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we obtain

θ̃ nz = − 1
2r

∂

∂s

(
r2θ̃
)
− 1

2
∂

∂n
(rΦ1) ,

where the integral contribution of the term 1
r

∂
∂s

(
r2θ̃
)

to (4.5) is zero:

∫∫
S

1
r

∂

∂s

(
r2θ̃
)

dS = 2π

+∞∫
0

∂

∂ξ

(
r2θ̃
)∣∣∣∣η=η0

η=−η0

dξ = 4πc2 lim
ξ→∞

θ̃(ξ, η0) = 0.

Note that lim
ξ→∞

θ̃(ξ, η0) = 0 because of the fact that θ̃ and Φ1 are related by (4.6), and

lim
ξ→∞

Φ1(ξ, η0) = 0.

Thus, expression (4.5) reduces to

1
2ρ

F0 = 3πV0c −
π

2

+∞∫
0

(
r2 ∂Φ1

∂η
− Φ1 r

∂r

∂η

)∣∣∣∣η=η0

η=−η0

dξ. (4.7)

Substituting representation (3.15) into (4.7) and using relations

+∞∫
0

sinh2 ξ

(cosh ξ − cos η)
3
2

P(1)

− 1
2+µ

(cosh ξ) dξ = −2
√

2
(
µ2 − 1

4

) cos[(π − η)µ]
µ sin[πµ]

,

3
2

sin η

+∞∫
0

sinh2 ξ

(cosh ξ − cos η)
5
2

P(1)

− 1
2+µ

(cosh ξ) dξ = 2
√

2
(
µ2 − 1

4

) sin[(π − η)µ]
sin[πµ]

,

we obtain

1
2ρ

F0 = 3πV0c + i
√

2

+i∞∫
−i∞

(
µ2 − 1

4

)
B(µ) dµ. (4.8)

Finally, substituting (3.22) for the function B(µ) into expression (4.8), we obtain (4.4).
�

Figure 8 illustrates the behavior of the normalized drag force F0
6πρV0c as a function of

η0. Table 2 presents values of F0
6πρV0c for η0 = πk

12 , 1 ≤ k ≤ 12. The case of η0 = π

corresponds to a flat disk. In this case, integral (4.4) is calculated analytically, and the
exact value of F0

6πρV0c is 8/(3π). In the case of η0 → 0, we have F0 → ∞.
The drag force may also be calculated as the limit of the stream function at z = 0

and r → ∞:

F0 = −8πρ lim
r→∞

Ψ |z=0 ;

see [10]. For the stream function given by (3.12), this expression reduces to (4.8) and,
consequently, is equivalent to (4.4).
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Table 2. Normalized drag force, F0
6πρV0c

, as a function of η0

η0
F0

6πρV0c η0
F0

6πρV0c

π/12 4.9545 7π/12 0.9237
2π/12 2.5167 8π/12 0.8810
3π/12 1.7229 9π/12 0.8599
4π/12 1.3418 10π/12 0.8515
5π/12 1.1278 11π/12 0.8491
6π/12 1 12π/12 0.8488†

†The case of η0 = π corresponds to a flat disk.

In this case, the exact value of F0
6πρV0c

is 8/(3π).

Π
����
6

Π
����
3

Π
����
2

2 Π
��������
3

5 Π
��������
6

Π
Η0

0.9

1.1

1.2

1.3

1.4

1.5

F0���������������������
6 ΠΡV 0 c

Fig. 8. Normalized drag force, F0
6πρV0c

, as a function of η0

5. Conclusion. We have derived Hilbert formulas for an r-analytic function for the
domain, DL, exterior to the contour of a biconvex lens in the meridional cross-section
plane, and applied these formulas in the 3D problem of axially symmetric steady motion
of a rigid biconvex lens-shaped body in a Stokes fluid.

In the domain DL, we have reduced the generalized Cauchy-Riemann system (0.4)
to the three-contour problem (2.3) for the densities in the Mehler-Fock integrals, repre-
senting the real and imaginary parts of an r-analytic function. This problem coincided
with the one that we obtained for the corresponding densities in Fourier integrals for the
domain external to the contour of a spindle in bi-spherical coordinates [31]. However, in
contrast to [31], we have assumed that densities in the Mehler-Fock integrals were mero-
morphic functions with an arbitrary number of simple poles in the strip −1 ≤ Reµ ≤ 1.
This assumption was dictated by the hydrodynamic problem of the steady motion of a
rigid biconvex lens-shaped body in a viscous fluid: the function B(µ) in (3.22) has at
least two simple poles at µ = ±1

2 for all values of the parameter η0. As a result, we have
extended the framework of Riemann boundary-value problems, originally suggested in
[31], to solve the three-contour problem (2.3) for X(µ) and Y (µ) from the specified class
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of meromorphic functions under the additional conditions (2.4). Thanks to these condi-
tions, we showed that the Hilbert formulas coincide with those obtained in [31], when
X(µ) and Y (µ) are functions meromorphic in −1 ≤ Re µ ≤ 1 with only two simple poles
at µ = ±1

2 . For numerical calculations, we have represented the Mehler-Fock integrals
with the Hilbert formulas in the form of regular integrals.

Using the stream function approach, we have solved the 3D problem of the steady
motion of a rigid biconvex lens in a Stokes fluid. The suggested stream function (3.12)
includes the term, associated with the stream function for a sphere, to provide proper
representations of boundary conditions in the form of Mehler-Fock integrals. Based on
the fact that F = θ+ i r ω is the r-analytic function, we have applied the Hilbert formula
for the real part to express the pressure in the fluid about the body via the vortex
function. As an illustration to the obtained result, we have calculated isobars about the
body, épures of the pressure at the contour of the body and the drag force exerted on
the body by the fluid.

Acknowledgements. We are grateful to the anonymous referees for their valuable
comments and suggestions, which greatly helped to improve the quality of the paper.

Appendix A. The proof of Proposition 2.2. First, we prove formula (2.21).
Substituting formula (2.8) into (1.4), we obtain

ω(ξ, η) =
1

2πi

√
cosh ξ − cos η

+∞∫
−∞

⎛
⎝τX(iτ) +

1
2

+∞

�

∫
−∞

X(iτ1)
cosh[πτ1]
cosh[πτ ]

dτ1

sinh[π(τ1 − τ )]

⎞
⎠

×
P(1)

− 1
2+iτ

(cosh ξ)

τ2 + 1
4

e−ητdτ.

(A.1)
The inner integral in (A.1) is singular, but the external integral is regular. Consequently,
we do not need the Poincaré-Bertrand formula for changing the order of integration in
(A.1) (see [6]):

IY (ξ, η) =
1
2

+∞∫
−∞

⎛
⎝+∞

�

∫
−∞

X(iτ1)
cosh[πτ1] dτ1

sinh[π(τ1 − τ )]

⎞
⎠ P(1)

− 1
2+iτ

(cosh ξ)(
τ2 + 1

4

)
cosh[πτ ]

e−ητdτ

=
1
2

+∞∫
−∞

X(iτ1) cosh[πτ1]

⎛
⎝+∞

�

∫
−∞

P(1)

− 1
2+iτ

(cosh ξ)(
τ2 + 1

4

)
cosh[πτ ]

e−ητ dτ

sinh[π(τ1 − τ )]

⎞
⎠

︸ ︷︷ ︸
I1(ξ,η,τ1)

dτ1.

The inner integral I1(ξ, η, τ1) in IY (ξ, η) is calculated based on the following represen-
tation [1]:

P(1)

− 1
2+iτ

(cosh ξ) = −2
√

2
π

(
τ2 + 1

4

)
sinh ξ

ξ∫
0

cos[τt]
√

cosh ξ − cosh t dt.
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We obtain

I1(ξ, η, τ1) = − 2
√

2
π sinh ξ

ξ∫
0

J1(η, τ1, t)
√

cosh ξ − cosh t dt

= − 2
√

2
π sinh ξ

1
cosh[πτ1]

⎛
⎝e−ητ1

ξ∫
0

g(η, τ1, t)
√

cosh ξ − cosh t dt

+ 2 h1(ξ, η) sin η
2

⎞
⎠ , η �= 0,

where

J1(η, τ1, t) =

+∞

�

∫
−∞

cos[τt]
cosh[πτ ]

e−ητ dτ

sinh[π(τ1 − τ )]

=
1

cosh[πτ1]

(
g(η, τ1, t) e−ητ1 +

2 sin η
2 cosh t

2

cosh t − cos η

)
,

(A.2)

h1(ξ, η) =

ξ∫
0

√
cosh ξ − cosh t

cosh t − cos η
cosh t

2
dt =

π√
2

[√
1 +

sinh2 ξ
2

sin2 η
2

− 1

]
, η �= 0,

and the function g(η, τ1, t) is determined by (2.23). For η = 0, expression (A.2) takes on
finite values for all t ∈ [0, ξ]:

J1(0, τ1, t) =
sin[τ1t]

cosh[πτ1]
coth t

2
. (A.3)

Thus,

I1(ξ, 0, τ1) = − 2
√

2
π sinh ξ

ξ∫
0

J1(0, τ1, t)
√

cosh ξ − cosh t dt,

and G1(ξ, η, τ1) = 1
2 I1(ξ, η, τ1) cosh[πτ1].

Formula (2.21) is proved similarly. Substituting formula (2.7) into (1.3), we obtain

θ(ξ, η) =
1
2π

√
cosh ξ − cos η

+∞∫
−∞

⎛
⎝τY (iτ) − 1

2

+∞

�

∫
−∞

Y (iτ1)
cosh[πτ1]
cosh[πτ ]

dτ1

sinh[π(τ1 − τ )]

⎞
⎠

×P− 1
2+iτ (cosh ξ) e−ητdτ.

(A.4)
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Although the inner integral in (A.4) is singular, the external integral is regular. Conse-
quently, we do not need the Poincaré-Bertrand formula for changing the order of inte-
gration in (A.4) (see [6]):

IX(ξ, η) =

+∞∫
−∞

⎛
⎝+∞

�

∫
−∞

Y (iτ1)
cosh[πτ1] dτ1

sinh[π(τ1 − τ )]

⎞
⎠ P− 1

2+iτ (cosh ξ)

cosh[πτ ]
e−ητdτ

=

+∞∫
−∞

Y (iτ1) cosh[πτ1]

⎛
⎝+∞

�

∫
−∞

P− 1
2+iτ (cosh ξ)

cosh[πτ ]
e−ητ dτ

sinh[π(τ1 − τ )]

⎞
⎠

︸ ︷︷ ︸
I2(ξ,η,τ1)

dτ1.

The inner integral I2(ξ, η, τ1) in IX(ξ, η) is calculated based on the following represen-
tation [1]:

P− 1
2+iτ (cosh ξ) =

4
√

2
π sinh2 ξ

ξ∫
0

cos[τt]
(
cosh ξ − 1

3

(
τ2 + 9

4

)
(cosh ξ − cosh t)

)
×
√

cosh ξ − cosh t dt.

We have

I2(ξ, η, τ1) =
4
√

2
π sinh2 ξ

ξ∫
0

(
J1(η, τ1, t) cosh ξ

√
cosh ξ − cosh t

−1
3
J2(η, τ1, t)(cosh ξ − cosh t)

3
2

)
dt,

where the function J1(η, τ1, t) is defined by (A.2), and

J2(η, τ1, t) =

+∞

�

∫
−∞

cos[τt]
cosh[πτ ]

(
τ2 + 9

4

)
e−ητ dτ

sinh[π(τ1 − τ )]
= 9

4
J1(η, τ1, t) + ∂2

∂η2 J1(η, τ1, t).

Using intermediate calculations,

h2(ξ, η) =

ξ∫
0

(cosh ξ − cosh t)
3
2

cosh t − cos η
cosh t

2
dt

= (cosh ξ − cos η)h1(ξ, η) − π√
2

sinh2 ξ
2
, η �= 0,

sin η
2

(
2h1(ξ, η) cosh ξ − 3

2
h2(ξ, η)

)
− 2

3
∂2

∂η2

(
h2(ξ, η) sin η

2

)
=

π

4
sinh2 ξ sign η√
cosh ξ − cos η

, η �= 0,

where the function h1(ξ, η) is defined by (2.24), we reduce the integral I2(ξ, η, τ1) to the
form:

I2(ξ, η, τ1) =
1

cosh[πτ1]

(
R(ξ, η, τ1, t) e−ητ1 +

√
2 sign η√

cosh ξ − cos η

)
, η �= 0,

License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf



692 MICHAEL ZABARANKIN AND ANDREI F. ULITKO

where

R(ξ, η, τ1, t) e−ητ1 =
4
√

2
π sinh2 ξ

ξ∫
0

[
g(η, τ1, t)e−ητ1

(
3
4

cosh t + 1
4

cosh ξ
)√

cosh ξ − cosh t

−1
3

∂2

∂η2

(
g(η, τ1, t) e−ητ1

)
(cosh ξ − cosh t)

3
2

]
dt,

and the function g(η, τ1, t) is defined by (2.23). In the case of η = 0, we use (A.3) and
the relation

J2(0, τ1, t) = 9
4
J1(0, τ1, t) − ∂2

∂t2
J1(0, τ1, t)

to derive an expression for I2(ξ, 0, τ1):

I2(ξ, 0, τ1) =
1

cosh[πτ1]
4
√

2
π sinh2 ξ

ξ∫
0

(
coth t

2 sin[τ1t]
(

3
4 cosh t + 1

4 cosh ξ − 1
2

)
+τ1 cosh2 t

2
cos[τ1t]

)√
cosh ξ − cosh t dt.

Note that the integrand in I2(ξ, 0, τ1) takes on finite values for all t ∈ [0, ξ]. Finally,
defining G2(ξ, η, τ1) = 1

2 I2(ξ, η, τ1) cosh[πτ1], we finish the proof of the proposition.
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