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## Introduction

The purpose of this series of papers is to introduce two new classes of operators, clarify their connection, and then show how they may be applied to the study of boundaryvalue problems. The first class we shall consider has as its geometric setting the Radon transform but it is combined here with basic features of singular integrals. While this class of operators, the singular Radon transforms, has an intrinsic interest in harmonic analysis and real-variable theory, it will also be important for us because of its applicability to the second class of operators: the Hilbert integral operators. The latter class arises in boundary-value problems, and is of particular interest in the noncoercive case, such as in the $\bar{\partial}$-Neumann problem for strongly pseudo-convex domains. This class will be the subject of a second paper in this series.

[^0]Singular Radon transforms. Let $\Omega$ be a smooth manifold, and suppose that for each $P \in \Omega$ we are given a co-dimension one smooth sub-manifold $\Omega_{P}$ so that $P \in \Omega_{P}$, and a singular integral density $K(P, \cdot)$ concentrated on $\Omega_{P}$ with its singularity at $P$. Then (if the mappings $P \rightarrow \Omega_{P}$ and $P \rightarrow K(P, \cdot)$ are smooth) we define the singular Radon integral by

$$
\begin{equation*}
R(f)(P)=\left\langle K(P, \cdot),\left.f\right|_{\Omega_{P}}\right\rangle, \quad \text { whenever } f \in C_{0}^{\infty}(\Omega) \tag{0.1}
\end{equation*}
$$

Our first main task then is to prove the boundedness of the operator $R$ on $L^{p}$, when $1<p<\infty$. There is also a closely related maximal function for which we might expect similar results. To define it fix a Riemannian metric $d s^{2}$ on $\Omega$, with $d s_{\rho}^{2}$ the resulting induced measure on $\Omega_{P}$ and $d \sigma_{P}$ the corresponding volume element of $\Omega_{P}$. Let $B(P, \delta)$ denote the geodesic ball in $\Omega_{P}$ centered at $P$ of radius $\delta$, and denote by $|B(P, \delta)|$ its $\sigma_{P}$ measure. Then the maximal function is defined by

$$
M(f)(P)=\sup _{0<\delta<1} \frac{1}{|B(P, \delta)|} \int_{B(P, \delta)}|f(Q)| d \sigma_{P}(Q) .
$$

It turns out that in order to prove the desired results for $R$ and $M$ some geometric properties related to the family $\left\{\Omega_{P}\right\}$ must be assumed, and to a formulation of such conditions we now turn.

Rotational curvature. There are several ways of stating the curvature condition we use (see Section 1). One is manifestly invariant, and reverts to a condition formulated by Guillemin and Sternberg [21] in their generalization of the invertibility of the Radon transform. Thus when the singular density $K(P, \cdot)$ is replaced by a $C^{\infty}$ function these conditions imply that the transform $R$ is a Fourier integral operator in the sense of Hörmander [26], whose Lagrangian manifold is the normal bundle of

$$
\mathscr{C}=\left\{(P, Q) \mid Q \in \Omega_{P}\right\} \quad \text { in } \Omega \times \Omega .
$$

Our analysis requires another formulation of the curvature condition: assuming $\operatorname{dim} \Omega=m+1$, one can cover $\Omega$ by coordinate systems ( $t, x$ ), with $t \in \mathbf{R}, x \in \mathbf{R}^{m}$, so that if $P=(t, x)$ then

$$
\Omega_{P}=\{(s, y) \mid s=t+S(t, x, y)\} \quad \text { with } \quad S(t, x, x)=0 \text { and } \operatorname{det}\left(\frac{\partial^{2} S(t, x, y)}{\partial x_{j} \partial y_{k}}\right)_{x=y} \neq 0 .(0.2)
$$

Some examples. We describe briefly several examples of the above structures $\left\{\Omega_{P}\right\}$, and their corresponding singular Radon transforms.
(i) Suppose $\Omega=\mathbf{R}^{m+1}, \Omega_{0}$ is a hypersurface passing through the origin, and $\Omega_{P}=\Omega_{0}+P$ is the translate of $\Omega_{0}$ by $P$. Then the condition is equivalent to the nonvanishing of all the principal curvatures of $\Omega_{0}$ at the origin. In this translation-invariant setting our results for the singular Radon transform and corresponding maximal function are closely related to earlier work of Nagel, Riviere, Wainger and one of the authors (see e.g. [49], and [35]).
(ii) Even when the $\Omega_{P}$ are flat the non-zero curvature condition may hold when the $\Omega_{P}$ "rotate" in a suitable manner as $P$ varies. An enlightening example of this occurs when $\Omega$ is the Heisenberg group $H^{n}=\{(z, t)\}$. Then we can take $\Omega_{P}$ to be the left group translate of the hyperplane $\Omega_{P}=\{(z, 0)\}$, i.e. $\Omega_{P}=P \cdot \Omega_{0}$ (see Examples 2 and 3 in Section 1). In this case the singular Radon transforms were studied by Geller and Stein [16], [17].
(iii) For us the most fundamental example will be the following generalization of the previous one, where $\Omega$ is the boundary of a domain $\mathscr{D}$ in $\mathbf{C}^{n+1}$. Suppose $r$ is a defining function for $\mathscr{D}$ i.e. $\mathscr{D}=\left\{z \in \mathbf{C}^{n+1} \mid r(z)<0\right\}$, and let $\psi(z, w)$ be an extension of $r$ which is almost analytic in $z$, almost anti-analytic in $w$, and so that $\psi(z, z)=r(z)$. ( $\psi$ and its variants already appear in the formula for the Bergman kernel obtained by Fefferman [11], and Boutet de Monvel-Sjöstrand [4].) If we take $\Omega_{P}=\{z \in \Omega \mid \operatorname{Im} \psi(z, w)=0\}$, with $w=P$, then our non-vanishing curvature condition is equivalent with the nondegeneracy of the Levi form of $\mathscr{D}$. In this case the singular Radon transform plays a crucial role in the $\bar{\alpha}$-Neumann problem.

Oscillatory integrals. We study the operator $R$ (given by ( 0.1 )), by expressing it as a pseudo-differential operator in one variable, once we have chosen coordinates as in (0.2). That is we write

$$
\begin{equation*}
R(f)(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i \lambda t} a(t, \lambda) \hat{f}(\lambda) d \lambda . \tag{0.3}
\end{equation*}
$$

Here $\hat{f}(\lambda)=\hat{f}(\lambda, x)$ is a function which takes its values in $L^{2}\left(\mathbf{R}_{x}^{m}\right)$, and for each $(t, \lambda)$ the symbol $a(t, \lambda)$ is the oscillatory operator given by

$$
\begin{equation*}
a(t, \lambda)(f)(x)=\int_{\mathbf{R}^{m}} e^{i a S(t, x, y)} K(t, x ; x-y) f(y) d y \tag{0.4}
\end{equation*}
$$

where $K(t, x ; \cdot)$ are a smooth family of singular integral kernels. Thus the study of $R$, at least for $L^{2}$, is reduced to the properties of the oscillatory operators (0.4). For these one can prove $S_{1 / 2,1 / 2}$ estimates, i.e.

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial \lambda}\right)^{l} a(t, \lambda)\right\|_{\mathrm{op}} \leqslant A(1+|\lambda|)^{k / 2-l / 2} \tag{0.5}
\end{equation*}
$$

for appropriate $k$ and $l$.
Our approach to the estimates for $R$ draws on three sources:
(i) The idea of "twisted convolution" for the Heisenberg group which in that case makes the passage to the pseudo-differential representation (0.3) entirely natural. The notion of twisted convolution for the Heisenberg group goes back to Segal, and was later exploited by many authors (the papers of Grossman, Loupias and Stein [20], Howe [28], Mauceri, Picardello and Ricci [30], and Ricci [42] being the most germane here).
(ii) The suggestive results of Hörmander [27] for oscillatory integrals like (0.4), where $C^{\infty}$ functions replace the singular kernel $K$.
(iii) The construction of appropriate analytic families of operators in order to get $L^{p}$ estimates. (This idea was used systematically in [49].)

We should stress an important fact about the $S_{1 / 2,1 / 2}$ estimates ( 0.5 ): these cannot hold for $k+l>m$. We are therefore limited in the degree of smoothness of the symbol at our disposal in trying to apply the Calderón-Vaillancourt theorem or its variants. Fortunately one can use methods developed by Coifman and Meyer [7] for this purpose, and adapt them to our situation where the symbol is operator-valued (for this, see the appendix).

The ideas we have alluded to allow us to prove the $L^{p}$ estimate for the singular Radon transform and maximal function, with the understanding that we always take $\operatorname{dim} \Omega \geqslant 3$. (The case $\operatorname{dim} \Omega=2$ has been considered previously in [35] by methods which do not use the pseudo-differential realization (0.3).)

Model case. The prototype of the oscillatory integral (0.4) is the operator

$$
\begin{equation*}
f \rightarrow(T f)(x)=\int_{\mathbf{R}^{n}} e^{i(B x, y\rangle} K(x-y) f(y) d y, \tag{0.6}
\end{equation*}
$$

where $\langle B x, y\rangle$ is a real bilinear form, and $K(x)$ is a singular kernel. When $B$ is antisymmetric and non-degenerate we are dealing essentially with twisted convolutions, and operators like ( 0.6 ) were studied in [30], and [17]. Other special cases had been considered also by Sampson [43] and Sjölin [45].

We make a brief study of these model operators in Section 2. We do this partly to motivate the considerations of the more general form (0.4), but also because these
model operators lead us to a suggestive generalization of some notions of Hardy space theory, such as BMO, and "sharp-functions".

Hilbert integrals, coercive case. As we have already stated one of our motivations for considering the singular Radon transforms is that they allow us to deal with the Hilbert integral operators which are the second class of operators we intend to study. Let us briefly describe this application which will be carried out in the succeeding paper of this series. The archetype of the Hilbert integral operator is the classical example

$$
\begin{equation*}
u \rightarrow \int_{0}^{\infty} \frac{u(y) d y}{x+y}, \quad x>0, u \in L^{p}\left(\mathbf{R}^{+}\right) . \tag{0.7}
\end{equation*}
$$

Another example arises in the usual Dirichlet problem for Laplace's equation. Thus in the upper half space $\mathbf{R}_{+}^{n+1}=\left\{(x, \varrho) ; x \in \mathbf{R}^{n}, \varrho \in \mathbf{R}^{+}\right\}$, it is a classical fact that the solution to the problem

$$
\begin{gathered}
\Delta f \equiv\left(\frac{\partial^{2}}{\partial \varrho^{2}}+\sum_{j=1}^{n} \frac{\partial^{2}}{\partial x_{j}^{2}}\right) f(x, \varrho)=u(x, \varrho) \\
f(x, 0)=0
\end{gathered}
$$

can be written as

$$
\begin{equation*}
f=N(u)+H(u) \tag{0.8}
\end{equation*}
$$

where $N(u)$ is the Newtonian potential

$$
(N u)(x, \varrho)=c_{n} \int_{\mathbf{R}_{+}^{n+1}}\left(|x-y|^{2}+(\varrho-\mu)^{2}\right)^{-(n-1) / 2} u(y, \mu) d y d \mu
$$

and

$$
(H u)(x, \varrho)=-c_{n} \int_{\mathbf{R}_{+}^{n+1}}\left(|x-y|^{2}+(\varrho+\mu)^{2}\right)^{-(n-1) / 2} u(y, \mu) d y d \mu .
$$

One has $\Delta N(u)=u$, so $H(u)$ is the compensating term that takes into account the Dirichlet boundary condition. The estimates for $N$ are well-known ( $N$ is a standard singular integral operator of order -2), but $H$ is essentially an example of a Hilbert integral operator of order $\mathbf{- 2}$. We remark that in the coercive case sharp estimates for the Hilbert integrals are easy and are quickly reducible to simple inequalities for absolutely convergent integrals, and in effect to the original example (0.7).

We now turn to non-coercive problems and in particular the $\bar{\partial}$-Neumann problem on a strongly pseudo-convex domain. For this question the approach in Kohn (see [13]), Greiner and Stein [19] yielded sharp estimates, and the work of Phong [36], Lieb and Range [20], Harvey and Polking [23] and Stanton [46] (see also the survey paper of Beals, Fefferman and Grossman [2]), have provided us with a pretty clear picture of the nature of the singularity of the kernel of the Neumann operator. The problem that arises is how to make sharp estimates for the general class of operators whose kernels display this kind of singularity. It will be natural to consider such operators as further variants of the Hilbert integrals described above, but with significant differences which make their study substantially more difficult. In particular the estimates for these operators are essentially dependent on delicate cancellation properties, and unlike the coercive case are not reducible to easy estimates or (0.7).

Instead, one can obtain the estimates for the Hilbert integrals by writing them as integrals of families of singular Radon transforms. The integral decomposition corresponds to a two-fold fibration. First, the domain $\mathscr{D}$ is fibered into a one-parameter family of copies of its boundary $\Omega$, i.e. in terms of $S_{Q}=\{z \in \mathscr{D} ; \varrho(z)=\varrho\}$, with $\varrho$ a defining function. Then a second integration corresponds to a one-parameter flow in each $S_{\varrho}$, determined by an appropriate vector-field conjugate to $\partial / \partial \varrho$.

Concluding remarks. A preliminary announcement of our results was made in [40]; earlier work having some bearing on the present paper is in [38], [39]. We shall now describe some further areas of research suggested in part by the above.
(a) In view of Corollary 1 of Theorem 1 it seems highly likely that the analogues of our results for singular Radon transforms and Hilbert integrals for domains $\mathscr{D}$ will still hold if the Levi form of $\mathscr{D}$ has merely one non-vanishing eigenvalue.
(b) It is possible to define a maximal singular Radon transform, via the truncations implicit in the definition ( 0.1 ), and it is expected that it should satisfy properties similar to $R$ itself. For the case corresponding to the Heisenberg group this is carried out in Greenleaf [18].
(c) Our methods carry over when the codimension of $\Omega_{P}$ in $\Omega$ is small, but the case of general co-dimension raises interesting questions. Thus when codimension $\Omega_{P}>\frac{1}{2} \operatorname{dim} \Omega$, the analogue of the non-zero curvature condition formulated above can never hold. In that case the work [49] indicates that appropriate non-vanishing "higher curvature" or even real-analyticity would be a suitable substitute. Thus when $\operatorname{dim} \Omega=3$, and $\Omega_{P}$ is the translation by $P$ of a curve $\Omega_{0}$ passing through the origin, a sufficient condition is the non-vanishing of the curvature and torsion of the curve $\Omega_{0}$,
or that $\Omega_{0}$ be real-analytic. Other results for higher codimension, in the setting of nilpotent groups, are in Muller [33], [34], and Christ [9].
(d) G. Uhlmann has called our attention to the possible connection of the present paper with joint work done with Melrose and Guillemin (see [22], [31] and [32]) on Fourier integral operators with singular symbols associated to pairs of Lagrangians. This point merits further exploration.

## 1. Singular Radon transforms

We now give a precise description of the setting for singular Radon transforms referred to in the introduction.

Let $\Omega$ be a $C^{\infty}$ manifold without boundary. Denote by $\Delta$ the diagonal in $\Omega \times \Omega$, i.e., $\Delta=\{(P, Q) \in \Omega \times \Omega ; P=Q\}$, and by $\pi_{1}$ and $\pi_{2}$ respectively the projections from $\Omega \times \Omega$ on the first and second factor. Then the submanifolds $\Omega_{P}$ are defined to be

$$
\Omega_{P}=\pi_{2}\left(\mathscr{C} \cap \pi_{1}^{-1}(P)\right)
$$

where $\mathscr{C}$ is a given $C^{\infty}$ hypersurface in $\Omega \times \Omega$ satisfying the conditions:
(1) $\mathscr{C}$ contains the diagonal $\Delta$.
(2) The projections $\pi_{1}$ and $\pi_{2}$ are submersions near $\Delta$.
(3) Let $N(\mathscr{C}) \subset T^{*}(\Omega \times \Omega)$ be the normal bundle of $\mathscr{C}$ in $\Omega \times \Omega$, and denote by $\varrho_{1}$ and $\varrho_{2}$ the restrictions to $N(\mathscr{C})$ of the projections of $T^{*}(\Omega \times \Omega)$ on the first and second factor. Then the mappings

$$
d \varrho_{j}: T_{\lambda}(N(\mathscr{C})) \rightarrow T_{\varrho_{j}(\lambda)}\left(T^{*}(\Omega)\right), \quad j=1,2
$$

are isomorphisms at every point $\lambda \in N(\mathscr{C}) \backslash 0$ lying above $\Delta$.
Conditions such as (3) are due to Guillemin and Sternberg [21] who introduced them in their approach to Fourier integral operators, and related them to the Radon transform. Observe that they are symmetric with respect to $P$ and $Q$.

Often only a neighborhood of the diagonal in $\mathscr{C}$ is relevant to our purposes. We shall thus restrict our attention to an open subset $\mathscr{C}^{\prime}$ of $\mathscr{C}$ containing $\Delta$ and having compact closure in $\mathscr{C}$, for which condition (3) holds at all $\lambda \in N\left(\mathscr{C}^{\prime}\right) \backslash 0$, and assume that $\Omega_{P}$ and $\Omega_{P}^{\prime}=\pi_{2}\left(\mathscr{C}^{\prime} \cap \pi_{1}^{-1}(P)\right)$ are $C^{\infty}$ hypersurfaces in $\Omega$.

For future reference (when discussing adjoints) we set

$$
\Omega_{Q}^{*}=\pi_{1}\left(\mathscr{C} \cap \pi_{2}^{-1}(Q)\right), \quad \Omega_{Q}^{* \prime}=\pi_{1}\left(\mathscr{C}^{\prime} \cap \pi_{2}^{-1}(Q)\right) .
$$

We shall consider two classes of densities. The densities $K(P, Q)$ in the first class are smooth in $\mathscr{C} \backslash \Delta$, with principal value type singularities for $Q$ near $P$ in $\Omega_{P}$, and the main task will be to establish $L^{p}$ boundedness of the corresponding operators. In the second class, whose study is closely related to and actually implies the results of the first class, the densities $K$ will be $C^{\infty}$ everywhere on $\mathscr{C}$; the $L^{p}$ boundedness is then easy, and of interest is rather the exact dependence of the operator norms on a suitable family of semi-norms for $K$.

To define the first class, observe that on each $\Omega_{P}$ there is a well-defined class $K^{0}\left(\Omega_{p}\right)$ of generalized densities, namely the class of all linear functionals on $C_{0}^{\infty}\left(\Omega_{p}\right)$ of the form

$$
C_{0}^{\infty}\left(\Omega_{P}\right) \ni \varphi \rightarrow(L \varphi)(P)
$$

for some $L \in O P S_{1,0}^{0}\left(\Omega_{P}\right)$, the class of pseudo-differential operators of order 0 in $\Omega_{P}$. A family of distributions ( $K(P, \cdot))_{P \in \Omega}, K(P, \cdot) \in K^{0}\left(\Omega_{P}\right)$ will be said to be a smooth family in $P$ if $\operatorname{supp} K(P, \cdot) \subset \subset \Omega_{P}^{\prime}$ and

$$
\left\langle K(P, \cdot),\left.\varphi\right|_{\Omega_{P}}\right\rangle \in C^{\infty}(\Omega) \quad \text { for each } \varphi \in C_{0}^{\infty}(\Omega) .
$$

Definition 1. A singular density $K$ is a smooth family in $P$ of distributions $(K(P, \cdot))_{P \in \Omega}$ with $K(P, \cdot) \in K^{0}\left(\Omega_{P}\right)$.

The singular Radon transform $R$ associated to $K$ is then the operator given by

$$
\begin{equation*}
(R f)(P)=\left\langle K(P, \cdot),\left.f\right|_{\Omega_{P}}\right\rangle, \quad f \in C_{0}^{\infty}(\Omega) . \tag{1.1}
\end{equation*}
$$

The second class of densities is simply the space of $C^{\infty}$ functions on $\mathscr{C}$, supported in $\mathscr{C}^{\prime}$, with semi-norms defined as follows. An admissible coordinate system $\iota$ is a covering of a neighborhood of $\mathscr{C}^{\prime}$ by open sets ( $\mathscr{C}_{j}$ ), with a $C^{\infty}$ function $\iota_{j}$ on each ( $\mathscr{C}_{j}$ ) satisfying
(a) $\iota_{j} \mid \varphi_{j} \cap \Delta=0$;
(b) $l_{j}(P, Q) \in \mathbf{R}^{\operatorname{dim} \Omega_{P}}$ is for each fixed $P$ a coordinate system (y) for $\Omega_{P}^{\prime}$;
(c) $\pi_{1}\left(\mathscr{C}_{j}\right)$ is included for each $j$ in a coordinate patch $\Omega_{j}$, with coordinates $(x)$.

We assume that $\mathscr{C}^{\prime}$ is initially taken to be small enough for existence of at least one such admissible coordinate system.

Given $K \in C_{0}^{\infty}\left(\mathscr{C}^{\prime}\right)$, an admissible coordinate system $\iota$, and integers $N, M \geqslant 0$, rewrite $K$ as a function of $(x, y)$ and set

$$
\begin{equation*}
\|K\|_{N, M}^{\iota, j}=\sup \sum_{\substack{|a| \leqslant N \\|\beta| \leqslant M}}|y|^{\operatorname{dim} \Omega_{P}+|a|}\left|\partial_{x}^{\beta} \partial_{y}^{a} K(x, y)\right| \tag{1.2}
\end{equation*}
$$

where the sup is taken over $x \in_{\pi_{1}}\left(\mathscr{C}_{j}\right), y \in_{i_{j}}\left(P, \Omega_{P}\right)(x=$ coordinates of $P)$, and

$$
\begin{equation*}
\|K\|_{M}^{\iota, j}=\sup \sum_{|\beta| \leqslant M}\left|\int_{\varepsilon \leqslant|y| \leqslant 1} \partial_{x}^{\beta} K(x, y) d y\right| \tag{1.3}
\end{equation*}
$$

with the sup taken over $0<\varepsilon \leqslant 1$, and $x \in \pi_{1}\left(\mathscr{C}_{j}\right)$.
It is readily seen that the sets of semi-norms corresponding to two different admissible coordinate systems are equivalent.

Definition 2. An admissible density is a function $K \in C_{0}^{\infty}\left(\mathscr{C}^{\prime}\right)$ with the above seminorms. Fix a $C^{\infty}$ density $d v$ on $\Omega$ and a $C^{\infty}$ density $d \sigma$ on $\mathscr{C}$. The densities $d v$ and $d \sigma$ induce a density $d \sigma_{P}$ on each fiber of the submersion $\pi_{1}: \mathscr{C} \rightarrow \Omega$, and the singular Radon transform associated to $K$ is defined to be

$$
\begin{equation*}
(R f)(P)=\int_{\Omega_{P}} K(P, Q) f(Q) d \sigma_{P}(Q), \quad f \in C_{0}^{\infty}(\Omega) \tag{1.4}
\end{equation*}
$$

The manifold $\mathscr{C}$ will be referred to as the Lagrangian support of the singular Radon transform.

We shall also study a maximal operator naturally related to the Radon transform. Fix a Riemannian metric $d s^{2}$ on $\Omega$, and let $d s_{P}^{2}$ denote the induced metric on $\Omega_{p}$, with $d \sigma_{P}$ the resulting measure on $\Omega_{P}$. Denote by $B(P, \delta)$ the ball of radius $\delta$ with respect to $d s_{P}^{2}$ in $\Omega_{P}$ which is centered at $P$. Set

$$
(M f)(P)=\sup _{0<\delta<1} \frac{1}{|B(P, \delta)|} \int_{B(P, \delta)}|f(Q)| d \sigma_{P}(Q)
$$

where $|B(P, \delta)|$ denotes the $\sigma_{P}$ measure of $B(P, \delta)$.
We can now state the main theorems about singular Radon transforms and maximal operators.

Assume throughout that $\operatorname{dim} \Omega \geqslant 3, \mathscr{C} \subset \Omega \times \Omega$ is a $C^{\infty}$ hypersurface satisfying conditions (1), (2), (3) listed at the beginning of this section, and let $\Omega_{1}, \Omega_{2} \subseteq \Omega$ be two open subsets with compact closures. All $L^{p}$ norms appearing below are taken with respect to a fixed positive $C^{\infty}$ density on $\Omega$.

Theorem A. (a) Let $R$ be a singular Radon transform defined by a singular density $K$ on $\mathscr{C}$. Then for any $p, 1<p<\infty$ we have

$$
\|R f\|_{L^{p}\left(\Omega_{2}\right)} \leqslant C_{p, \Omega_{1}, \Omega_{2}, K}\|f\|_{L^{p}\left(\Omega_{1}\right)}
$$

for all $f \in C_{0}^{\infty}\left(\Omega_{1}\right)$.
(b) If $K$ is instead an admissible density with the semi-norms (1.2) and (1.3), then the same inequality holds for $1<p<\infty$ with the constant $C_{p, \Omega_{1}, \Omega_{2}, K}$ depending only on finitely many of the seminorms.

Theorem B. If $1<p \leqslant \infty$ we have

$$
\|M f\|_{L^{p}\left(\Omega_{2}\right)} \leqslant C_{p, \Omega_{1}, \Omega_{2}}\|f\|_{L^{p}\left(\Omega_{1}\right)}
$$

for all $f \in C_{0}^{\infty}\left(\Omega_{1}\right)$.
We conclude this section with some observations.
Observation 1. It is of course possible to define $M f$ in terms of metrics on each manifold $\Omega_{P}$ varying smoothly with $P$, in analogy with the introduction of admissible coordinate systems used to define seminorms of admissible densities.

Observation 2. The norms for $K(P, Q)$ are equivalent to the norms for $K(Q, P)$ viewed as a density on $\mathscr{C}^{*}=\left\{(Q, P) ; P \in \Omega_{Q}^{*}\right\}$.

Observation 3. To establish $L^{p}$ bounds for certain ranges of $p$, we shall have to consider formal adjoints of singular Radon transforms, i.e., operators $R^{*}$ satisfying

$$
\int_{\Omega}(R f)(P) \overline{g(P)} d v(P)=\int_{\Omega} f(P) \overline{\left(R^{*} g\right)(P)} d v(P)
$$

for all $u, v \in C_{0}^{\infty}(\Omega)$. Since estimates for the first class can be reduced to similar ones for the second class, it suffices to determine formal adjoints when $R$ is given by (1.4). In this case, however, it is evident that

$$
\left(R^{*} g\right)(Q)=\int_{\Omega_{Q}^{*}} \overline{K(Q, P)} g(P) d \sigma_{Q}^{*}(P)
$$

where $d \sigma_{Q}^{*}$ is the density induced on $\Omega_{Q}^{*}$ by the densities $d \nu, d \sigma$, and the submersion $\pi_{2}$. Thus $R^{*}$ is also a singular Radon transform, its Lagrangian support $\mathscr{C}^{*}$ also has nonvanishing curvature (i.e. condition (3) above) since this condition is symmetric with
respect to $P$ and $Q$, and its density has equivalent seminorms to the density of $R$ (Observation 1). Thus whichever $L^{q}$ estimates already established for $R$ will hold for $R^{*}$ as well.

Main examples. To treat the main examples in this paper, it is convenient to provide several different reformulations of condition (3) which may have some interest in their own right. Let $\mathscr{C} \subset \Omega \times \Omega$ be a $C^{\infty}$ hypersurface satisfying conditions (1) and (2). The following are then equivalent.
(i) $d \sigma_{1}$ and $d \varrho_{2}$ are isomorphisms from $T_{\lambda}(N(\mathscr{C}))$ to $T_{e_{j}(\lambda)}\left(T^{*}(\Omega)\right)$ for each $\lambda \in N_{\Delta}(\mathscr{C}) \backslash 0$.
(ii) Let $N(\mathscr{C})^{\prime}=\left\{(P, \xi ; Q,-\eta) \in T^{*}(\Omega \times \Omega) ;(P, \xi ; Q, \eta) \in N(\mathscr{C})\right\}$. Then locally near every point above $\Delta, N(\mathscr{C})^{\prime}$ is the graph of a canonical transformation from $T^{*}(\Omega)$ to $T^{*}(\Omega)$.
(iii) Let $\mathscr{C}$ be defined near $\Delta$ by an equation $\Phi(P, Q)=0$, with $\Phi \in C^{\infty}(\Omega \times \Omega)$, $d_{P} \Phi(P, Q) \neq 0, d_{Q} \Phi(P, Q) \neq 0$ (this is no loss of generality since we may assume that $d_{P, Q} \Phi \neq 0$, and on the diagonal $d_{P} \Phi=-d_{Q} \Phi$ ), and let the Hessian $d_{Q P}^{2} \Phi$ be the differential of the map

$$
\Omega \ni Q \rightarrow\left(d_{P} \Phi\right)(P, Q) \in T_{P}^{*}(\Omega)
$$

which is a linear mapping from $T_{Q}(\Omega)$ to $T_{P}^{*}(\Omega)$.
Define the rotational curvature form $L_{\Phi}$ to be the bilinear form

$$
\begin{gathered}
L_{\Phi}: T_{P}\left(\Omega_{P}\right) \times T_{P}\left(\Omega_{P}\right) \rightarrow \mathbf{R} \\
\left\langle L_{\Phi} v_{1}, v_{2}\right\rangle=\left\langle\left.\left(d_{Q P}^{2} \Phi\right)\right|_{P=Q} v_{1}, v_{2}\right\rangle .
\end{gathered}
$$

Then $L_{\Phi}$ is nondegenerate. (Observe that $L_{\lambda \Phi}=\lambda L_{\Phi}$ for $\lambda \in C^{\infty}(\Omega \times \Omega)$, so that the nondegeneracy of $L_{\Phi}$ is directly seen to be independent of the choice of $\Phi$.)
(iv) Let $x$ denote the coordinates of $P$, and $y$ the coordinates of $Q$ in a coordinate patch in $\Omega$, and let $\Phi(x, y)=0$ be a defining equation with $d_{x} \Phi(x, y) \neq 0, d_{y} \Phi(x, y) \neq 0$ near the diagonal. Then the Monge-Ampere determinant

$$
J(\Phi)=\operatorname{det}\left[\begin{array}{c|c}
0 & \partial \Phi / \partial x_{j}  \tag{1.5}\\
\hline \frac{\partial \Phi}{\partial y_{k}} & \frac{\partial^{2} \Phi}{\partial y_{k} \partial x_{j}}
\end{array}\right]
$$

does not vanish when $\Phi=0$.

When any of these conditions is satisfied, we shall say that $\mathscr{C}$ has rotational curvature. Note that the equivalence of (ii) and (iv) can already be found in [26], Section 4.1.

In fact (i) means that $N(\mathscr{C})^{\prime}$ is locally the graph of a $C^{\infty}$ invertible mapping. As the normal bundle of a submanifold, $N(\mathscr{C})$ is automatically lagrangian, and hence the mapping is a canonical transformation. The equivalence with (ii) follows.

Next to see the equivalence of (i) with (iv) write $N(\mathscr{C})$ and $\varrho_{1}$ as

$$
\begin{gathered}
N(\mathscr{C})=\left\{\left(P, t d_{P} \Phi ; Q, t d_{Q} \Phi\right) ; \Phi(P, Q)=0, t \in \mathbf{R}\right\} \\
\varrho_{1}\left(P, t d_{P} \Phi ; Q, t d_{Q} \Phi\right)=\left(P, t d_{P} \Phi\right) .
\end{gathered}
$$

That $\varrho_{1}$ be a diffeomorphism near $\left(P, t d_{P} \Phi\right), t \neq 0$, thus means that given $\left(P^{\prime}, \mu^{\prime}\right) \in T_{P^{\prime}}^{*}(\Omega),\left(P^{\prime}, \mu^{\prime}\right)$ near $\left(P, t d_{P} \Phi\right)$ we can find $Q \in \Omega, s \in \mathbf{R} \backslash 0$ smoothly satisfying the system

$$
\begin{aligned}
\Phi\left(P^{\prime}, Q\right) & =0 \\
s d_{P} \Phi\left(P^{\prime}, Q\right) & =\mu .
\end{aligned}
$$

This in turn means that $\{0\} \times \mathbf{R}^{n}$ is in the range of the Jacobian at $(t, P)$ of the mapping $(s, Q) \rightarrow\left(\Phi(P, Q), s d_{P} \Phi(P, Q)\right)$. As the Jacobian is given by

$$
J=\left[\begin{array}{c|c}
0 & d_{P}^{\prime} \Phi \\
\hline d_{Q} \Phi & t d_{Q P}^{2} \Phi
\end{array}\right]=t^{n-2}\left[\begin{array}{c|c}
0 & d_{P}^{\prime} \Phi \\
\hline d_{Q} \Phi & d_{Q P}^{2} \Phi
\end{array}\right]
$$

and $d_{P} \Phi \neq 0$, the projection of the first component is surjective, and thus the previous statement is equivalent to the Jacobian having maximal rank, that is, the non-vanishing of (1.5).

By symmetry, the equivalence with $\varrho_{2}$ being a local diffeomorphism also follows.
Finally choose local coordinates $\left(x^{\prime}, t\right) \in \mathbf{R}^{n-1} \times \mathbf{R}$ near $P$ so that $d_{P} \Phi(P, P)=(0,1)$, and $T_{P}\left(\Omega_{P}\right)=\left\{\left(x^{\prime}, 0\right) ; x^{\prime} \in \mathbf{R}^{n-1}\right\}$. The matrix of $L_{\Phi}$ is then $\left(\partial^{2} \Phi / \partial x_{j}^{\prime} \partial y_{k}^{\prime}\right)_{i \leqslant j, k \leqslant n-1}$, while

$$
\begin{aligned}
J(\Phi) & =\operatorname{det}\left|\begin{array}{cccccc}
0 & 0 & \cdots & \cdots & 0 & 1 \\
0 & & & & \\
\vdots & & \frac{\partial^{2} \Phi}{\partial x_{j}^{\prime} \partial y_{k}^{\prime}} & & & * \\
0 & & & & \\
1 & & * & & *
\end{array}\right| \\
& =\operatorname{det}\left(\frac{\partial^{2} \Phi}{\partial x_{j}^{\prime} \partial y_{k}^{\prime}}\right)
\end{aligned}
$$

which shows that (iii) $\Leftrightarrow$ (iv).
A consequence of nonvanishing rotational curvature is the following property which will play a key role in the sequel.

Corollary. Assume that $\mathscr{C} \subset \Omega \times \Omega$ satisfies any of the conditions (i)-(iv) near the diagonal $\Delta$. Then $\Omega$ admits a covering by coordinate patches, on each of which there is a coordinate system

$$
P \rightarrow(t, x) \in \mathbf{R} \times \mathbf{R}^{\operatorname{dim} \Omega-1}
$$

so that the hypersurface $\Omega_{P}$ can be parametrized by

$$
\begin{equation*}
\mathbf{R}^{\operatorname{dim} \Omega-1} \ni z \rightarrow(t+S(t, x ; z) ; z) \tag{1.6}
\end{equation*}
$$

with $S(t, x ; z)$ a $C^{\infty}$ function near ( $\left.t, x ; x\right)$ satisfying

$$
\begin{gather*}
S(t, x ; x)=0  \tag{1.7}\\
\operatorname{det}\left(\frac{\partial^{2} S}{\partial x_{j} \partial z_{k}}(t ; x ; z)\right) \neq 0 \tag{1.8}
\end{gather*}
$$

Proof of the corollary. Since the surfaces $\Omega_{P}$ vary smoothly with $P$, for each fixed $P$ we can choose a curve $\gamma$ in $\Omega$ which passes through $P$ and is transversal to $\Omega_{P^{\prime}}$ for any $P^{\prime}$ on $\gamma$ near $P$. Parametrize $\gamma$ by $t \rightarrow \gamma(t)$ with $\gamma(0)=P$, and choose for each $\Omega_{\gamma(t)}$ a coordinate system $\Omega_{\gamma(t)} \ni P^{\prime} \rightarrow x \in \mathbf{R}^{\operatorname{dim} \Omega-1}$ centered at $\gamma(t)$ and varying smoothly with $t$. We thus obtain a coordinate system for a neighborhood $V$ of $P$ in $\Omega$ by letting

$$
V \ni P^{\prime} \rightarrow(t, x)
$$

if $P^{\prime} \in \Omega_{\gamma(t)}$, and $x$ are the coordinates of $P^{\prime}$ in $\Omega_{\gamma(t)}$. If $V$ is small enough, this is well
defined, and $\Omega_{P^{\prime}}$ for $P^{\prime}$ in $V$ can be parametrized by (1.6) for some $C^{\infty}$ function $S(t, x ; z)$. Property (1.7) just says that $\Omega_{P^{\prime}}$ passes through $P^{\prime}$. As for (1.8), observe that

$$
\begin{equation*}
S(t, 0 ; z)=0 \quad \text { for any }(t, z) \tag{1.9}
\end{equation*}
$$

and that

$$
J(\Phi)=\operatorname{det}\left|\begin{array}{lcc}
0 & -d_{x}^{\prime} S & -1-d_{t}^{\prime} S  \tag{1.10}\\
d_{z} S & d_{x z}^{2} S & -d_{t z}^{2} S \\
1 & 0 & 0
\end{array}\right|
$$

if we choose the function $\Phi$ of (1.5) to be

$$
\begin{equation*}
\Phi\left(t, x ; t^{\prime}, z\right)=t^{\prime}-t-S(t, x ; z) \tag{1.11}
\end{equation*}
$$

For $x=0, J(\Phi)$ reduces to $(-1)^{\text {power }} \operatorname{det}\left(d_{x z}^{2} S\right)$ in view of (1.9), and thus

$$
\operatorname{det}\left(d_{x z}^{2} S\right)(t, 0 ; z) \neq 0
$$

Shrinking $V$ further if necessary, we obtain the desired statement by continuity. Q.E.D.
Some of the examples discussed below can be more readily understood if we modify the parametrization of $\Omega_{P}$ in (1.6) to be

$$
\begin{equation*}
y \rightarrow(t+B(t, x ; y) ; x-y) \tag{1.12}
\end{equation*}
$$

for $y$ near 0 in $\mathbf{R}^{\operatorname{dim} \Omega-1}$, and the condition (1.8) becomes

$$
\begin{equation*}
\operatorname{det}\left(d_{y y}^{2} B+d_{x y}^{2} B\right) \neq 0 \tag{1.13}
\end{equation*}
$$

In some sense the term $d_{y y}^{2} B$ represents the curvature of each hypersurface $\Omega_{p}$, while $d_{x y}^{2} B$ measures the rate of change with respect to $P$ of the normal to $\Omega_{p}$.

Example 1. In $\mathbf{R}^{n}$ let $H$ be a hypersurface passing through 0 , and let $\varphi(P)=0$ be a defining function for $H$, with $|d \varphi(P)|=1$ on $H$. Define $\Omega_{P}$ as the translate to $P$ of $H$. Then the function $\Phi$ of condition (iii) may be taken to be

$$
\Phi(P, Q)=\varphi(Q-P)
$$

the mapping $\Omega_{P} \ni Q \rightarrow d_{P}(\Phi(P, Q))=-d \varphi(Q-P) \in S^{n-1}$ is the Gauss map of $\Omega_{P}$ viewed as an embedded hypersurface in $\mathbf{R}^{n}$, and

$$
L_{\Phi}=\left.d_{Q P}^{2} \Phi\right|_{T_{P}\left(\Omega_{P}\right) \times T_{P}\left(\Omega_{P}\right)}
$$

is just the second fundamental form of $H$ at 0 . Thus the condition of nondegeneracy of $L_{\Phi}$ is equivalent to the nonvanishing of the gaussian curvature of $H$ at 0.

Example 2. In $\mathbf{R}^{n}$ let $\Omega_{P}$ be for each $P$ a hyperplane, and let $\nu(P)$ be the unit normal to $\Omega_{P}$. Denote by $d v(P)$ the differential at $P$ of the map $P \rightarrow v(P)$. That the distribution of hyperplanes $\Omega_{P}$ have rotational curvature is now equivalent to the nonvanishing of the $(n-1)$ symmetric function of the eigenvalues of $d v(P)$.
(Note that the fact that $|v(P)|=1$ and simple rank considerations imply that the $n$th symmetric function, i.e., the determinant of $d v(P)$, is always 0 .)

To establish this we use (iv) with $\Phi(P, Q)=\langle v(P), Q-P\rangle$. The Monge-Ampere determinant $J(\Phi)$ at $(P, P)$ is then given by

$$
J(\Phi)=-\operatorname{det}\left|\begin{array}{cc}
0 & v(P)  \tag{1.14}\\
v(P) & d v(P)
\end{array}\right|
$$

Observe that the first row of the above matrix is orthogonal to all the other rows since $|\nu(P)|^{2}=1$ for all $P$. This fact together with the value of the determinant are invariant under conjugation by matrices of the form

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & U
\end{array}\right]
$$

where $U$ is any matrix in $O(n-1)$. Choosing $U$ so that $\nu U=(0, \ldots, 0,1)$ we get

$$
\begin{aligned}
J(\Phi) & =-\operatorname{det}\left|\begin{array}{lllll}
0 & 0 & \ldots & 0 & 1 \\
0 & & & & 0 \\
\vdots & & \Lambda & & \vdots \\
0 & & & & 0 \\
1 & & * & & 0
\end{array}\right| \\
& =\operatorname{det} \Lambda
\end{aligned}
$$

with $\Lambda$ an $(n-1) \times(n-1)$ matrix determined by

$$
U^{t} d v(P) U=\left[\begin{array}{ll}
\Lambda & 0 \\
* & 0
\end{array}\right]
$$

On the other hand we have

$$
\begin{align*}
(n-1) & \text { symmetric function of eigenvalues of } d v(P) \\
& =(n-1) \text { symmetric function of eigenvalues of } U^{t} d v(P) U \\
& \left.=(-1)^{n-1} \text { [coefficient of } \lambda \text { in } \operatorname{det}\left(\lambda I_{n}-U^{t} d v(P) U\right)\right] \tag{1.16}
\end{align*}
$$

$$
\begin{aligned}
& =\text { Coefficient of } \lambda \text { in }\left[\lambda \operatorname{det}\left(\lambda I_{n-1}-\Lambda\right)\right] \\
& =(-1)^{n-1}(\operatorname{det} \Lambda)
\end{aligned}
$$

The desired assertion follows from (1.15) and (1.16).
Example 3. Let $\mathbf{H}^{n}=\left\{(z, t) \in \mathbf{C}^{n} \times \mathbf{R} ;(z, t) \cdot\left(z^{\prime}, t^{\prime}\right)=\left(z+z^{\prime}, t+t^{\prime}+2 \operatorname{Im} z \cdot \bar{z}^{\prime}\right)\right\}$ be the Heisenberg group. Then there is a natural invariant distribution of hyperplanes

$$
\begin{equation*}
\Omega_{(z, t)}=\left\{\left(z^{\prime}, t^{\prime}\right) \in \mathbf{C}^{n} \times \mathbf{R} ; t^{\prime}-t-2 \operatorname{Im} z \cdot \bar{z}^{\prime}=0\right\} \tag{1.17}
\end{equation*}
$$

Identify $T_{(z, t)}\left(\Omega_{(z, t)}\right)$ with $\mathbf{C}^{n}$, and set

$$
\Phi\left(z, t ; z^{\prime}, t^{\prime}\right)=t^{\prime}-t-2 \operatorname{Im} z \cdot \bar{z}^{\prime} .
$$

It is then readily seen that the rotational curvature $L_{\Phi}$ reduces to the standard symplectic form on $\mathbf{R}^{2 n}$ :

$$
\begin{equation*}
\left\langle L_{\Phi} v_{1}, v_{2}\right\rangle=\operatorname{Im}\left(v_{1} \cdot \bar{v}_{2}\right)=\sigma\left(v_{1}, v_{2}\right), \quad v_{1}, v_{2} \in \mathbf{C}^{n} \tag{1.18}
\end{equation*}
$$

Example 4. This example is basically a generalization of the previous one. In $C^{n+1}$, let $\Omega$ be a hypersurface defined by $r(z)=0$, with $r \in C^{\infty}\left(C^{n+1}\right)$ and $d r \neq 0$ when $r=0$. Let $\psi(z, w)$ be an almost-analytic extension of $r$, i.e., $\psi(z, w)$ is a function having the following Taylor expansion along the diagonal

$$
\begin{equation*}
\psi(\xi+z, \eta+z) \sim \sum_{\alpha, \beta} \frac{1}{\alpha!\beta!} \frac{\partial^{\alpha+\beta} r}{\partial z^{\alpha} \partial z^{\beta}}(z) \xi^{a} \dot{\eta}^{\beta} \tag{1.19}
\end{equation*}
$$

(see [4]). At each point $z \in \Omega$, set

$$
\begin{equation*}
\Omega_{z}=\{w \in \Omega ; \operatorname{Im} \psi(z, w)=0\} \tag{1.20}
\end{equation*}
$$

To relate the rotational curvature form $L_{\operatorname{lm} \psi}$ to the complex structure of $\Omega$, rewrite vectors

$$
v=\sum_{j=1}^{n+1} \alpha_{j} \frac{\partial}{\partial x_{j}}+\beta_{j} \frac{\partial}{\partial y_{j}} \quad \text { as } \quad v=\sum_{j=1}^{n+1} v_{j} \frac{\partial}{\partial z_{j}}+\bar{v}_{j} \frac{\partial}{\partial \bar{z}_{j}}
$$

with $v_{j}=\alpha_{j}+i \beta_{j}$, and observe that the real tangent space $T_{z}^{\mathrm{R}}(\Omega)$ consists of vectors $v$ satisfying

$$
\begin{equation*}
\operatorname{Re}\left(\sum_{j=1}^{n+1} v_{j} \frac{\partial r}{\partial z_{j}}\right)=0 \tag{1.21}
\end{equation*}
$$

In particular $T_{z}^{R}(\Omega)$ contains the subspace $T_{z}^{1,0}(\Omega)$ defined by

$$
T_{z}^{1,0}(\Omega)=\left\{v=\sum_{j=1}^{n+1} v_{j} \frac{\partial}{\partial z_{j}}+\bar{v}_{j} \frac{\partial}{\partial \bar{z}_{j}} ; \sum_{j=1}^{n+1} v_{j} \frac{\partial r}{\partial z_{j}}=0\right\}
$$

which evidently is a complex vector space of dimension $n$. We shall often identify

$$
v=\sum_{j=1}^{n+1} v_{j} \frac{\partial}{\partial z_{j}}+\bar{v}_{j} \frac{\partial}{\partial \bar{z}_{j}} \quad \text { with } \quad v=\sum_{j=1}^{n+1} v_{j} \frac{\partial}{\partial z_{j}}
$$

and view $T_{z}^{1,0}(\Omega)$ as the space of "tangential holomorphic vectors" given by

$$
\begin{equation*}
T_{z}^{1,0}(\Omega)=\left\{v=\sum_{j=1}^{n+1} v_{j} \frac{\partial}{\partial z_{j}} ; \sum_{j=1}^{n+1} v_{j} \frac{\partial r}{\partial z_{j}}=0\right\} \tag{1.22}
\end{equation*}
$$

The Levi form $\mathscr{L}$ is the sesquilinear form on $T_{z}^{1,0}(\Omega) \times T_{z}^{1,0}(\Omega)$ given by

$$
\mathscr{L}\left(v_{1}, v_{2}\right)=\sum_{j, k=1}^{n+1} \frac{\partial^{2} r(z)}{\partial z_{j} \partial \bar{z}_{k}} v_{1, j} \bar{v}_{2, k} \quad \text { where } \quad v_{i}=\sum_{j=1}^{n+1} v_{i, j} \frac{\partial}{\partial z_{j}} .
$$

Then
(a) the tangent space of $\Omega_{z}$ at $z$ is just $T_{z}^{1,0}(\Omega)$;
(b) the rotational curvature form $L_{\operatorname{Im} \psi}$ coincides with the imaginary part of the Levi form;
(c) the nondegeneracy of $L_{\operatorname{Im} \psi}$ is equivalent to the nondegeneracy of the Levi form, and thus is satisfied when $\Omega$ is strongly pseudo-convex.

To verify the first assertion, observe that up to terms of second order in $v$

$$
\begin{aligned}
\operatorname{Im} \psi(z, z+v) & \sim \operatorname{Im}\left(\sum_{j=1}^{n+1} \frac{\partial r}{\partial \bar{z}_{j}}(z) \bar{v}_{j}\right) \\
& =-\operatorname{Im}\left(\sum_{j=1}^{n+1} \frac{\partial r}{\partial z_{j}}(z) v_{j}\right) .
\end{aligned}
$$

In particular $\left\langle\left. d(\operatorname{Im} \psi)\right|_{(z, z)}, v\right\rangle=-\operatorname{Im}\left(\sum_{j=1}^{n+1} \partial r / \partial z_{j}(z) v_{j}\right)$ and thus vectors $v$ tangent to $\Omega_{z}$ are characterized by the two conditions

$$
\operatorname{Im}\left(\sum_{j=1}^{n+1} \frac{\partial r}{\partial z_{j}}(z) v_{j}\right)=0, \quad \operatorname{Re}\left(\sum_{j=1}^{n+1} \frac{\partial r}{\partial z_{j}}(z) v_{j}\right)=0
$$

which are exactly the ones defining $T_{z}^{1,0}(\Omega)$. The second assertion is an immediate consequence of the following two facts:
$\left\langle L_{\operatorname{Im} \psi} v, v^{\prime}\right\rangle=$ Mixed terms of second order in $(\operatorname{Im} \psi)\left(z+v, z+v^{\prime}\right)$.
Mixed terms of second order in $\psi\left(z+v, z+v^{\prime}\right)=\sum_{j, k=1}^{n+1} \partial^{2} r / \partial z_{j} \partial \bar{z}_{k}(z) v_{j} \bar{v}_{k}^{\prime}=\mathscr{L}\left(v, v^{\prime}\right)$.
Finally assume that $L_{\operatorname{Im} \psi}\left(v, v^{\prime}\right)=0$ for all $v^{\prime} \in T_{z}^{1,0}(\Omega)$. Then $\operatorname{Im} \mathscr{L}\left(v, v^{\prime}\right)=0$ and $\operatorname{Re} \mathscr{L}\left(v, v^{\prime}\right)=-\operatorname{Im} \mathscr{L}\left(v, i v^{\prime}\right)=-L_{\operatorname{Im} \psi}\left(v, i v^{\prime}\right)=0$ for all $v^{\prime}$, which would imply that $v=0$ if $\mathscr{L}$ were nondegenerate. The converse being obvious, the third assertion is proved.

## 2. The model case: motivation

The main ingredients in our approach are bounds for a class of "oscillatory singular integrals" whose study may be interesting in its own right. To see how they arise we consider the case where $\Omega$ is $\mathbf{R}^{n+1}=\left\{(x, t) \in \mathbf{R}^{n} \times \mathbf{R}\right\}$, and the hypersurface $\Omega_{P}$ through $P=(x, t)$ is given as the image of the linear mapping

$$
\mathbf{R}^{n} \ni y \rightarrow(x+y, t+\langle B x, y\rangle) \in \mathbf{R}^{n+1}
$$

where $B=\left(b_{j k}\right)$ is a fixed bilinear form. Let $K(y)$ be a kernel on $\mathrm{R}^{n}$, and define a singular density $K_{0}$ on $\mathscr{C}=\left\{(P, Q) ; Q \in \Omega_{P}\right\}$ by pushing forth to each manifold $\Omega_{P}$ through the above mapping the density $K(y) d y$.

The singular Radon transform $R$ associated to $\mathscr{C}$ and $K_{0}$ is then given by the formula

$$
(R u)(x, t)=\int_{\mathbf{R}^{n}} u(x+y, t+\langle B x, y\rangle) K(y) d y .
$$

If we denote by $\hat{u}(x, \lambda)$ the Fourier transform of $u(x, t)$ with respect to $t, R$ can be rewritten as

$$
\begin{aligned}
(R u)(x, t) & =\frac{1}{2 \pi} \int e^{i u t}\left[\int e^{i\langle(B x, y\rangle} K(y) \hat{u}(x+y, \lambda) d y\right] d \lambda \\
& =\frac{1}{2 \pi}\left\{\int e^{i u_{t}}\left[\int e^{i\langle(B x, y\rangle} K(y-x) \hat{u}(y, \lambda) d y\right] e^{-i\langle\langle B x, x\rangle} d \lambda\right\} \\
& =\int e^{i \hat{u t}} e^{-i u\langle B x, x\rangle}\left(T_{\lambda} \hat{u}(\cdot, \lambda)\right)(x) d \lambda
\end{aligned}
$$

with the operators $T_{\lambda}: C_{0}^{\infty}\left(\mathbf{R}^{n}\right) \rightarrow C^{\infty}\left(\mathbf{R}^{n}\right)$ defined by

$$
\left(T_{\lambda} \varphi\right)(x)=\int e^{i\langle(B x, y\rangle} K(y-x) \varphi(y) d y, \quad \varphi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right) .
$$

We may now write using Plancherel's formula

$$
\begin{aligned}
\iint|R u(x, t)|^{2} d x d t & =\frac{1}{4 \pi^{2}} \iint\left|\int e^{i \lambda t}\left(T_{\lambda} \hat{u}(\cdot, \lambda)\right)(x) d \lambda\right|^{2} d t d x \\
& =\int_{\mathbf{R}^{n}}\left(\int_{-\infty}^{\infty}\left|\left(T_{\lambda} \hat{u}(\cdot, \lambda)\right)(x)\right|^{2} d \lambda\right) d x \\
& =\int_{-\infty}^{\infty}\left\|T_{\lambda} \hat{u}(\cdot, \lambda)\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} d \lambda \\
& \leqslant \int_{-\infty}^{\infty}\left\|T_{\lambda}\right\|_{\text {op }}^{2}\|\hat{u}(\cdot, \lambda)\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} d \lambda .
\end{aligned}
$$

Here $\left\|T_{\lambda}\right\|_{\text {op }}$ denotes the norm of $T_{\lambda}$ as an operator on $L^{2}\left(\mathbf{R}^{n}\right)$. Thus $L^{2}$ bounds for $R$ reduce to bounds for $T_{\lambda}$. In particular if $\left\|T_{i}\right\|_{\text {op }}$ is finite and bounded independently of $\lambda$ by a constant $A$ we may conclude that

$$
\begin{aligned}
\|R u\|_{L^{2}\left(\mathbf{R}^{n+1}\right)}^{2} & \leqslant A^{2} \int_{-\infty}^{\infty}\|\hat{u}(\cdot, \lambda)\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2} d \lambda \\
& =A^{2}\|u\|_{L^{2}\left(\mathbf{R}^{n+1}\right)}^{2} .
\end{aligned}
$$

In general, to insure the boundedness of the $T_{i}$ 's we need an appropriate combination of conditions on the bilinear form $B$ and the kernel $K$. For example $K$ may be homogeneous of degree $-n$ and $B$ may be non-degenerate (when it is also antisymmetric we get back the Heisenberg group of Example 3; however, in many cases of interest $B$ will be neither symmetric nor antisymmetric). For our purposes, it is necessary to go further in two directions: first, replace $K$ by more general homogeneous kernels (to fulfill conditions for later interpolation on $L^{p}$ spaces; the ideas involved here will be taken up in the model case); second, replace the bilinear form $\langle B x, y\rangle$ by more general functions $S(t, x, y)$ depending on a parameter $t$.

In the special case where $K$ is homogeneous of degree $-n$ and we have a bilinear form as phase, the operators can be treated (see Corollary 2 of Theorem 1 and Corollary 2 of Theorem 2) as a consequence of Sjölin's $n$-dimensional version of Carleson's theorem on pointwise convergence of Fourier series (see [5], [44]). Since this case does not suffice for our needs, we require an independent approach.

## The model case: $\boldsymbol{L}^{P}$ estimates

We shall now study the following operators

$$
(T f)(x)=\text { P.V. } \int e^{i(B x, y)} K(x-y) f(y) d y, \quad f \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)
$$

where P.V. stands for principal value, $K(x)$ is $C^{\infty}$ outside the origin, coincides with a homogeneous function of degree $-\mu$ for large $|x|$, with a homogeneous function of degree $-n$ for small $|x|$, and satisfies the cancellation property $\int_{|x|=\varepsilon} K(x) d \sigma(x)=0$, for $\varepsilon$ small. Finally $\langle B x, y\rangle$ is a bilinear form, given by the $n \times n$ matrix $B$.

Theorem 1. Assume B is nondegenerate. Then $T$ can be extended as a bounded operator from $L^{2}\left(\mathbf{R}^{n}\right)$ to itself, if $0 \leqslant \mu$.

Proof. Step 1. We begin by proving the boundedness of $T$ under the assumption that $K$ vanishes for $|x| \geqslant 1$. In this case we show first that

$$
\begin{equation*}
\int_{B_{1}}|T f(x)|^{2} d x \leqslant c \int_{B_{2}}|f(x)|^{2} d x \tag{2.1}
\end{equation*}
$$

where $B_{1}$ and $B_{2}$ are respectively the balls of radius 1 and 2 centered at the origin. To see this note that since the support of $K(x-y)$ is in the set where $|x-y| \leqslant 1$, in estimating $T f(x)$ for $x \in B_{1}$ we may as well assume that $f$ vanishes outside $B_{2}$. Now let $T^{\prime}$ be the operator defined by $T^{\prime}(f)(x)=\int K(x-y) e^{i\langle B y, y\rangle} f(y) d y$. For it we have an estimate like (2.1), in view of the standard theory of singular integrals. However $\left(T-T^{\prime}\right)(f)(x)=\int K(x-y)\left[e^{i(B x, y)}-e^{i(B y, y)}\right] f(y) d y$, and in absolute value this difference is bounded by

$$
c \int_{|x-y| \leqslant 1} \frac{\left|e^{i(B x ; y)}-e^{i(B y, y\rangle}\right|}{|x-y|^{n}}|f(y)| d y \leqslant c \int_{|x-y| \leqslant 1} \frac{|f(y)| d y}{|x-y|^{n-1}}, \quad \text { if } x \in B_{1}
$$

From this (2.1) follows.
We next remark that while operators like $T$ do not commute with translations, they do satisfy the identity

$$
\begin{equation*}
\left(\tau_{-h} T \tau_{h}\right)(f)(x)=e^{i(B h, h\rangle} e^{i(B x, h\rangle} T\left(e^{i(B h, \cdot\rangle\rangle} f(\cdot)\right)(x) \tag{2.2}
\end{equation*}
$$

with $\tau_{h}(f)(x)=f(x-h)$, as a simple change of variables shows. With this we get as an immediate extension of (2.1) the inequality

$$
\int \chi_{1}(x-h)|T f(x)|^{2} d x \leqslant c \int \chi_{2}(x-h)|f(x)|^{2} d x
$$

where $\chi_{1}$ and $\chi_{2}$ are respectively the characteristic functions of $B_{1}$ and $B_{2}$. If we integrate both sides of the inequality with respect to $h$ we obtain

$$
\int|T f(x)|^{2} d x \leqslant 2^{n} \cdot c \int|f(x)|^{2} d x
$$

which establishes the boundedness of $T$ (under the assumption that $K(x)$ is supported in $|x| \leqslant 1)$.

Step 2. We now turn to the case when $K(x)$ is supported in $|x| \geqslant 1 / 2$, and $\mu>0$. It will be convenient to put our assumptions on $K$ in the following more general form

$$
\begin{equation*}
\left|\left(\partial_{x}\right)^{\alpha} K(x)\right| \leqslant A_{\alpha}(1+|x|)^{-\mu-|a|} \tag{2.3}
\end{equation*}
$$

In this setting we can always replace our original $K$ by a family $K_{\varepsilon}$ with $K_{\varepsilon}(x)=K(x) \varphi(\varepsilon x)$, where $\varphi$ is a fixed $C_{0}^{\infty}$ function, where $\varphi=1$ near the origin, and $0<\varepsilon \leqslant 1$. The kernels $K_{\varepsilon}$ then satisfy (2.3) uniformly in $\varepsilon$, and for the operators $T^{\varepsilon)} f=\int e^{i(B x, y\rangle} K_{\varepsilon}(x-y) f(y) d y$ there will be no difficulty in justifying the operations carried out below. Once the estimates are obtained for $T^{(\varepsilon)}$, we then let $\varepsilon \rightarrow 0$ to get our desired conclusions.

Having made these preparations we remark that the boundedness of $T$ follows from that of $T^{*} T$. A straightforward calculation shows that the operator $T^{*} T$ has as its kernel

$$
\begin{equation*}
L(x, y)=\int_{\mathbf{R}^{n}} e^{-i(B z, x-y\rangle} \bar{K}(z-x) K(z-y) d z \tag{2.4}
\end{equation*}
$$

The main point will be the following estimate for $L$ :

$$
\begin{equation*}
|L(x, y)| \leqslant C_{N}|x-y|^{-N}, \quad \text { whenever } N \geqslant 0, \text { and } N>n-2 \mu . \tag{2.5}
\end{equation*}
$$

We proceed as follows. We have $\left(a, \nabla_{z}\right)\langle B z, x-y\rangle=\langle B a, x-y\rangle$. Therefore

$$
\left(a, \nabla_{z}\right) e^{-i(B z, x-y\rangle}=i\langle B a, x-y\rangle e^{-i(B z, x-y)} .
$$

So if we set $\mathscr{L}_{z}=i\left(a, \nabla_{z}\right) /\langle B a, x-y\rangle$, then

$$
\left(\mathscr{L}_{z}\right)^{N} e^{-i(B z, x-y)}=e^{-i(B z, x-y)}
$$

Inserting this in (2.4) with

$$
a=B^{-1}\left(\frac{x-y}{|x-y|}\right)
$$

and integrating by parts $N$ times gives us

$$
C_{N}|x-y|^{-N} \sum_{|\alpha|+|\beta|=N} \int\left|\partial_{z}^{\alpha} K(z-x)\right|\left|\partial_{\beta}^{z} K(z-y)\right| d z
$$

as an estimate for $L(x, y)$. It is now convenient to use the remark that

$$
\begin{equation*}
(1+|x|)^{-\sigma} *(1+|x|)^{-\tau} \leqslant c \quad \text { if } 0 \leqslant \sigma, \tau, \text { and } \sigma+\tau>n . \tag{2.6}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
\int(1+|x-y|)^{-\sigma}(1+|y|)^{-\tau} d y= & \int_{|y| \leqslant|x| / 2}+\int_{|x| / 2 \leqslant|y| \leqslant 2|x|}+\int_{|y| \geqslant 2|x|} \\
= & O\left((1+|x|)^{-\sigma} \int_{|y| \leqslant|x| 2}(1+|y|)^{-\tau} d y\right. \\
& +(1+|x|)^{-\tau} \int_{|y| \leqslant 3|x|}(1+|y|)^{-\sigma} d y \\
& \left.+\int_{|y| \geqslant 2|x|}(1+|y|)^{-\sigma-\tau} d y\right)
\end{aligned}
$$

which proves (2.6). For further reference we set down two other inequalities proved by this argument.

$$
\begin{gather*}
(1+|x|)^{-\sigma} *(1+|x|)^{-\tau} \leqslant c(1+|x|)^{n-\sigma-\tau}, \quad \text { if } 0 \leqslant \sigma, \tau<n, \text { and } \sigma+\tau>n  \tag{2.6a}\\
(1+|x|)^{-\sigma} *(1+|x|)^{-n} \leqslant c(1+|x|)^{-\sigma} \log (2+|x|), \quad \text { if } 0<\sigma . \tag{2.6b}
\end{gather*}
$$

Now observe that if $N>n-2 \mu, \sigma=|\alpha|+\mu, \tau=|\beta|+\mu$, with $N=|\alpha|+|\beta|$, then $\sigma+\tau>n$. Thus by (2.6) we can conclude that $|L(x, y)| \leqslant C_{N}|x-y|^{-N}$; that is we have proved (2.5) when $N$ is an integer. To treat the general case, let $N_{0}<N \leqslant N_{0}+1$, with $N_{0}$ an integer, and consider the analytic family $L_{s}$ given by

$$
L_{s}(x, y)=e^{s^{2}} \int_{\mathbf{R}^{n}} e^{-i\langle B z, x-y\rangle} \bar{K}(z-x) K(z-y)\left(1+|z-y|^{2}\right)^{-s / 2} d z
$$

in the strip $N_{0}-N \leqslant \operatorname{Re}(s) \leqslant N_{0}-N+1$. Observe that $L_{0}=L$ while the argument we used in the case when $N$ is integral gives

$$
\left|L_{s}(x, y)\right| \leqslant c|x-y|^{-N_{0}}, \quad \text { for } \operatorname{Re}(s)=N_{0}-N
$$

and

$$
\left|L_{s}(x, y)\right| \leqslant c|x-y|^{-N_{0}-1}, \quad \text { for } \operatorname{Re}(s)=N_{0}-N+1
$$

Thus by the three lines theorem $\left|L_{0}(x, y)\right| \leqslant C_{N}|x-y|^{-N}$ and (2.5) is proved.
Next using (2.5) with $N<n$ (since $\mu>0$ ), for $|x-y| \leqslant 1$, and with $N>n$, when $|x-y| \geqslant 1$ shows that

$$
\sup _{x} \int_{\mathbf{R}^{n}}|L(x, y)| d y \text { and } \sup _{y} \int_{\mathbf{R}^{n}}|L(x, y)| d x
$$

are both finite, concluding the proof of the boundedness of $T^{*} T$ and thus $T$, when $\mu>0$.
The case $\mu=0$ remains. Let us temporarily introduce the notation $T=T_{K}^{B}$ to make explicit the dependence of $T$ on the bilinear form $B$ and the kernel $K$. We also introduce the Fourier transform $\mathscr{F}$, defined by

$$
\mathscr{F}(f)(z)=\int_{\mathbf{R}^{n}} e^{-i(B x, z\rangle} f(x) d x
$$

Finally $M$ will denote the multiplication operator given by $M(f)(y)=e^{i\langle B y, y\rangle} f(y)$. Then for $C_{0}^{\infty}$ we have the identity

$$
\begin{equation*}
\mathscr{F} T_{K}^{B}=T_{\mathscr{H}(K)}^{-B^{*}} \cdot M, \tag{2.7}
\end{equation*}
$$

where $B^{*}$ is the adjoint to $B$. This identity is proved by writing the left-side as

$$
\int e^{-i\langle B x, z\rangle}\left\{\int e^{i\langle B x, y\rangle} K(x-y) f(y) d y\right\} d x
$$

interchanging the order of integration, and noting that

$$
\left.\int e^{i\langle B x, y-z\rangle} K(x-y) d x=e^{i(B y, y-z\rangle} \mathscr{F}(K)(z-y) \cdot .^{1}\right)
$$

These formal manipulations are justified when we interpret $K$ and $\mathscr{\mathscr { F }}(K)$ as tempered distributions, and restrict $f$ to say $C_{0}^{\infty}$. The identity (2.7) makes clear that to prove the $L^{2}$ boundedness of $T_{K}^{B}$ it suffices to do the same for $T_{\mathscr{Y}(K)}^{-B^{*}}$. From (2.3) the following
${ }^{(1)}$ For such identities in the special case of "twisted convolution", see e.g. [20], [28].
properties of $\mathscr{F}(K)$ may be proved without difficulty (here ^ denotes the usual Fourier transform).
(a) $\mathscr{F}(K)^{\wedge}$ which equals $(2 \pi)^{n} K\left(-B^{-1} \cdot\right) /|\operatorname{det} B|$ is bounded.
(b) $\mathscr{F}(K)$ coincides with a $C^{\infty}$ function in $\mathbf{R}^{n} \backslash\{0\}$ which is rapidly decreasing at $\infty$.
(c) $|\mathscr{F}(K)(x)| \leqslant A /|x|^{n}$.

Now write $\mathscr{F}(K)=K_{1}+K_{\infty}$, where $K_{1}=\varphi \mathscr{F}(K) K_{\infty}=(1-\varphi) \mathscr{F}(K)$, with $\varphi \in C_{0}^{\infty}$, and $\varphi=1$ near the origin. Then $T_{\mathscr{F}(K)}^{-B^{*}}=T_{1}+T_{\infty}$. Here $T_{\infty}=T_{K_{\infty}}^{-B^{*}}$ is trivially bounded, because of property (b). Finally to prove that $T_{1}$ is bounded on $L^{2}$ is merely a reprise of step 1 , carried out before. In fact if we set

$$
T_{1}^{\prime}(f)(x)=\int K_{1}(x-y) e^{-i(B y, y\rangle} f(y) d y
$$

then $T_{1}^{\prime}$ is bounded on $L^{2}$ because of (a), while $T_{1}-T_{1}^{\prime}$ is bounded because of (c). We can then continue as in the argument in step 1. This concludes the proof of Theorem 1.

Corollary 1. Suppose $T$ is defined as in Theorem 1, except now we assume only that rank of $B=k$. If $\mu>n-k$, then $T$ extends to a bounded operator on $L^{2}\left(\mathbf{R}^{n}\right)$ to itself.

Proof. As in the proof of Theorem 1 we divide consideration in two cases, first when $K(x)$ is supported in $|x| \leqslant 1$. We remark that the proof given above for that case works also in the present situation since it did not depend on the nondegeneracy of $B$. Thus we turn to the case where $K$ is supported in $|x| \geqslant 1 / 2$.

Let $P$ denote the orthogonal projection on the range of $B$. We may assume that the rank of $B$ is $\geqslant 1 .\left(^{1}\right)$

Lemma 1. Suppose $B$ has rank $k, k \geqslant 1, \mu>n-k$, and $K$ satisfies (2.3). Then the kernel $L(x, y)$ (given by (2.4)), satisfies

$$
\begin{equation*}
|L(x, y)| \leqslant c|P(x-y)|^{-k+a}(1+|x-y|)^{-n+k-b} \tag{2.8i}
\end{equation*}
$$

for some $a>0$, and $b>0$.

$$
\begin{equation*}
|L(x, y)| \leqslant c|P(x-y)|^{-N}(1+|x-y|)^{-n+k-b} \tag{2.8ii}
\end{equation*}
$$

for some $b>0$, and all $N$ sufficiently large.
$\left.{ }^{( }\right)$Notice that if rank $B=0$, the proof becomes trivial in view of the fact that $\mu>n$.

Proof of the lemma. We can always find a matrix $B_{1}$ so that $B B_{1}=P$, and $B_{1} P=B_{1}$. Recall that with $\mathscr{L}_{z}=i\left(a, \nabla_{z}\right) /\langle B(a), x-y\rangle$,

$$
\left(\mathscr{L}_{z}\right)^{N} e^{-i(B z, x-y)}=e^{-i(B z, x-y)}
$$

Let $a=B_{1}(P(x-y) /|P(x-y)|)$. Then $B(a)=B B_{1} P(x-y) /|P(x-y)|=P(x-y) /|P(x-y)|$. Thus $\langle B(a), x-y\rangle=|P(x-y)|$, and

$$
|L(x, y)| \leqslant c|P(x-y)|^{-N} \sum_{|\alpha|+|\beta|=N} \int\left|\partial_{z}^{\alpha} K(z-x)\right|\left|\partial_{z}^{\beta} K(z-y)\right| d z
$$

Conclusion (ii) now follows from (2.6b) if $N \geqslant 2 n$, by (2.3), because either $\mu+|a|$ or $\mu+|\beta|$ must be at least $n$, and $\mu>n-k$.

To prove (i) we may assume that $n-k<\mu \leqslant n-k+1$, since the case $\mu>n-k+1$ is a consequence of the case when $\mu \leqslant n-k+1$. Next repeat the same argument with $N=k$; thus we invoke (2.6a) or ( 2.6 b ) with $\sigma=\mu+|\alpha|, \tau=\mu+|\beta|$. We have $\sigma+\tau-n=2 \mu+k-n>\mu$; also $\sigma \geqslant \mu$, and $\tau \geqslant \mu$. Therefore we get

$$
\begin{equation*}
|L(x, y)| \leqslant C|P(x-y)|^{-k}(1+|x-y|)^{-\mu} \log (2+|x-y|) \tag{2.9}
\end{equation*}
$$

Next define $L_{s}(x, y)$ by

$$
L_{s}(x, y)=e^{s^{2}} \int e^{i\langle B z, x-y\rangle} \bar{K}(z-x) K(z-y)\left(1+|z-y|^{2}\right)^{-s / 2} d z
$$

Applying the same reasoning gives

$$
\begin{equation*}
\left|L_{s}(x, y)\right| \leqslant c|P(x-y)|^{-k}(1+|x-y|)^{-n+k} \log (2+|x-y|) \tag{2.10}
\end{equation*}
$$

when $\operatorname{Re}(s)=\sigma_{0}=n-k-\mu$. Similarly

$$
\begin{equation*}
\left|L_{s}(x, y)\right| \leqslant c|P(x-y)|^{-k+1}(1+|x-y|)^{-n+k} \log (2+|x-y|) \tag{2.11}
\end{equation*}
$$

when $\operatorname{Re}(s)=\sigma_{0}+1=n-k-\mu+1$.
Now we have $0=(1-\theta) \sigma_{0}+\theta\left(\sigma_{0}+1\right)$, with $\theta=-\sigma_{0}$, and so by the three-lines theorem (note that $L_{0}=L$ )

$$
|L(x, y)| \leqslant c|P(x, y)|^{-k-\sigma_{0}}(1+|x-y|)^{-n+k} \log (2+|x-y|)
$$

however $-k-\sigma_{0}=-n+\mu$. Hence,

$$
\begin{equation*}
|L(x, y)| \leqslant c|P(x-y)|^{-n+\mu}(1+|x-y|)^{-n+k} \log (2+|x-y|) \tag{2.12}
\end{equation*}
$$

Therefore conclusion (ii) of the lemma follows if we take the geometric mean of (2.9) and (2.12).

We are dealing with the case when $K(x)$ is supported in $|x| \geqslant 1 / 2$, so the assertion of Corollary 1 is trivial when $k=0$; hence we assume now that $\operatorname{rank} B \geqslant 1$. Now following the argument of Theorem 1 we will show that $T$ is bounded, by demonstrating that the kernel $L$ of $T^{*} T$ can be estimated as follows: $|L(x, y)| \leqslant M(x-y)$, with $M(x) \in L^{1}\left(\mathbf{R}^{n}\right)$. To do this write $\mathbf{R}^{n}=\mathbf{R}^{k} \times \mathbf{R}^{n-k}$, with $\mathbf{R}^{k}$ identified with the range of $B$, and $\mathbf{R}^{n-k}$ with its orthogonal complement; write accordingly $x=\left(x^{\prime}, x^{\prime \prime}\right)$, with $x^{\prime}=P(x)$, and $x^{\prime \prime}=(I-P)(x)$. Then by (2.8) we can take

$$
M(x)=c \min \left\{\left|x^{\prime}\right|^{-k+a},\left|x^{\prime}\right|^{-N}\right\} \times(1+|x|)^{-n+k-b}, \quad \text { with } a>0, b>0
$$

Therefore, $\int_{\mathbf{R}^{n}} M(x) d x<\infty$, since

$$
\int_{x^{\prime} \mid \leqslant 1}\left|x^{\prime}\right|^{-k+a} d x^{\prime}+\int_{\mid x^{\prime} \geqslant 1}\left|x^{\prime}\right|^{-N} d x^{\prime}<\infty
$$

and $\int\left(1+\left|x^{\prime \prime}\right|\right)^{-n+k-b} d x^{\prime \prime}<\infty$.
The proof of Corollary 1 is therefore concluded.
Remark. When $0<\operatorname{rank} B<n$, and $\mu=n-\operatorname{rank} B$, it would be interesting to find the additional conditions on $K$ that guarantee the boundedness of $T$ on $L^{2}$. Of course when $\operatorname{rank} B=n$, Theorem 1 shows that no additional conditions are needed; and when $\operatorname{rank} B=0$ the boundedness holds when $K$ has vanishing mean-value on large spheres, by the standard results in singular integrals.

Corollary 2. Suppose $K$ is homogeneous of degree -n, smooth away from the origin, and has vanishing mean-value. Let $\langle B x, y\rangle$ be any real bilinear form. Then the operator $T$ defined by

$$
(T f)(x)=\text { P.V. } \int e^{i(B x, y)} K(x-y) f(y) d y, \quad f \in C_{0}^{\infty}
$$

extends to a bounded operator on $L^{2}\left(\mathbf{R}^{n}\right)$, with bound independent of $B$.
Proof. Observe that if we replace the operator $T$ by $\eta_{\delta^{-1}} T \eta_{\delta}$, where $\eta_{\delta}(f)(x)=f\left(\delta^{-1} x\right)$, then we get an operator having the same norm and of the same type, with $K$ unchanged (because of its homogeneity of degree $-n$ ), but with $\langle B x, y\rangle$ replaced by $\delta^{2}\langle B x, y\rangle$. Thus we may assume that either $B=0$, in which case the assertion holds by the usual theory of singular integrals, or that $\|B\|=1$. In the later case, rank $B \geqslant 1$; we
also observe that the bounds arising in the proof of Corollary 1 depend in a uniform way on the entires of $B$, and this proves the corollary.

We now turn to the $L^{p}$ theory of these operators.

Theorem 2. Let $T$ be the kind of operator considered in Theorem 1, with $B$ nondegenerate. Then $T$ extends to a bounded operator from $L^{p}\left(\mathbf{R}^{n}\right)$ to itself under the restrictions that $1<p<\infty$, and $|1 / 2-1 / p| \leqslant \mu / 2 n$.

The proof of Theorem 2 requires the introduction of the appropriate variants of the Hardy spaces, BMO, and the "sharp function" in this context. These notions are here adapted so as to exploit the particular way our operators behave with respect to translations, (see (2.2)). We shall begin by doing this in a more general setting.

Let us assume we are given a family $E=\left\{e_{Q}\right\}$ of functions, $e_{Q}: \mathbf{R}^{n} \rightarrow \mathbf{C}$, as $Q$ ranges over the cubes of $\mathbf{R}^{n}$. That is, to each such cube $Q$ we associate a function, $e_{Q}$, in our family. The assumption we shall make is that $\left|e_{Q}\right|=\chi_{Q}$, where $\chi_{Q}$ is the characteristic function of $Q$. We define an $(E)$ atom, associated to $Q$, to be a function a supported in $Q$, so that $|a(x)| \leqslant 1 /|Q|$, and $\int a(x) \bar{e}_{Q}(x) d x=0$. We then define $H_{E}^{1}$ to consist of the subspace of $L^{1}$ of functions $f$ which can be written as $f=\Sigma \lambda_{j} a_{j}$, where $a_{j}$ are $(E)$ atoms, and $\lambda_{j} \in C$, with $\Sigma\left|\lambda_{j}\right|<\infty$. Then the infimum of $\Sigma\left|\lambda_{j}\right|$, ranging over all such representations of $f$ will be the $H_{E}^{1}$ norm. Similarly we define the sharp function, $f_{E}^{*}$, by

$$
\begin{equation*}
\left(f_{E}^{H}\right)(x)=\sup _{x \in Q} \frac{1}{|Q|} \int_{Q}\left|f(x)-f_{Q}^{E}(x)\right| d x \tag{2.13}
\end{equation*}
$$

where $f_{Q}^{E}(x)=e_{Q}(x) \cdot \int f(y) \tilde{e}_{Q}(y) d y \cdot|Q|^{-1}$. We define $\mathrm{BMO}_{E}$ to be the space of locally integrable $f$, for which $f_{E}^{*} \in L^{\infty}$, and take $\left\|f_{E}^{*}\right\|_{L^{\infty}}$ to be the norm.

Observe that if $e_{Q}=\chi_{Q}$ for each $Q$, then $H_{E}^{1}, \mathrm{BMO}_{E}$, and $f_{E}^{\#}$ are the usual $\boldsymbol{H}^{1}$, BMO, and $f^{\#}$ (see e.g. [12], [15], [30]). In the context of the operators we shall be dealing with we shall take the family $E=\left\{e_{Q}\right\}$ to be given by

$$
\begin{equation*}
e_{Q}(x)=\chi_{Q}(x) e^{-i\left\langle B x, x_{Q}\right\rangle}, \tag{2.14}
\end{equation*}
$$

with $x_{Q}$ the center of $Q$. We shall be dealing with the operator $T=T_{K}^{B}$ given by $T_{K}^{B}(f)(x)=$ P.V. $\int e^{i(B x, y\rangle} K(x-y) f(y) d y$, where we shall assume that $K$ is $C^{\infty}$ outside the origin, coincides with a homogeneous function of degree $-n$ near the origin, and
satisfies $\int_{|x|=\varepsilon} K(x) d \sigma(x)=0$ for small $\varepsilon>0$. For large $x$ we assume that $K$ coincides with a function that satisfies the differential inequalities

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} K(x)\right| \leqslant A_{\alpha}|x|^{-n-|\alpha|} \tag{2.15}
\end{equation*}
$$

Lemma 2. Let $T=T_{K}^{B}$ be as above, with $T^{*}=T_{K^{*}}^{-B^{*}}$ where $K^{*}(x)=\bar{K}(-x)$. Then
(a) $T^{*}$ extends as a bounded operator from $H_{E}^{1}$ to $L^{1}$.
(b) $T$ extends as a bounded operator from $L^{\infty}$ to $\mathrm{BMO}_{E}$.

Here the family $E$ is given by (2.14).
Proof of the lemma. Statements (a) and (b) are dual statements, and in fact the proof of (a) is very similar to that of (b). Since we shall not be using (a) below, we shall restrict ourselves to proving (b).

Write $F=T(f)$, and assume that $\|f\|_{L^{\infty}}=1$. In estimating $F_{E}^{*}$, we shall first make the estimates for cubes $Q$ centered at the origin. Now fix such a cube $Q$, let $\delta$ denote the diameter of $Q$, and write $Q=Q_{\delta}$, and ${ }^{c} Q$ for the complement of $Q$ in $\mathbf{R}^{n}$. We decompose $f$ as $f=f_{1}+f_{2}+f_{3}$, where $f_{1}=f$ in $Q_{2 \delta}$ but $f_{1}=0$ otherwise; $f_{2}=f$ in ( ${ }^{\mathrm{c}} Q_{2 \delta}$ ) $\cap Q_{\delta^{-1}}, f_{2}=0$ otherwise; $f_{3}=f$ in $\left({ }^{c} Q_{2 \delta}\right) \cap\left({ }^{c} Q_{\delta^{-1}}\right), f_{3}=0$ otherwise. Notice that $f_{2}=0$, if $\delta \geqslant \sqrt{2} / 2$. Write $F_{j}=T\left(f_{j}\right), j=1,2,3$. Now by the $L^{2}$ theory (Theorem 1)

$$
\int_{Q}\left|F_{1}\right|^{2} d x \leqslant \int_{\mathbf{R}^{n}}\left|F_{1}\right|^{2} d x \leqslant c \int\left|f_{1}\right|^{2} d y \leqslant c\left|Q_{2 \delta}\right|
$$

therefore

$$
\begin{equation*}
\frac{1}{|Q|} \int_{Q}\left|F_{1}\right| d x \leqslant\left(\frac{1}{|Q|} \int_{Q}\left|F_{1}\right|^{2} d x\right)^{1 / 2} \leqslant c \tag{2.16}
\end{equation*}
$$

Now

$$
F_{2}(x)=T\left(f_{2}\right)=\int e^{i(B x, y)} K(x-y) f_{2}(y) d y
$$

define the constant $c_{Q}$ by $c_{Q}=\int K(-y) f_{2}(y) d y$. Then

$$
F_{2}(x)-c_{Q}=\int\left(e^{i(B x, y\rangle} K(x-y)-K(-y)\right) f_{2}(y) d y
$$

However,

$$
e^{i(B x, y\rangle} K(x-y)-K(-y)=\left(e^{i(B x, y\rangle}-1\right) K(x-y)+\{K(x-y)-K(-y)\}
$$

which is $O\left(\delta|y|^{-n+1}+\delta|y|^{-n-1}\right)$, if $x \in Q_{\delta}$, and $y \in{ }^{c} Q_{2 \delta}$. Hence if $x \in Q=Q_{\delta}$,

$$
\left|F_{2}(x)-c_{Q}\right| \leqslant C \delta\left\{\int \frac{\left|f_{2}(y)\right| d y}{|y|^{n-1}}+\int \frac{\left|f_{2}(y)\right| d y}{|y|^{n+1}}\right\} \leqslant C^{\prime} \delta\left\{\int_{|y| \leqslant \delta^{-1} \mid} \frac{d y}{|y|^{n-1}}+\int_{|y| \geqslant c \delta \delta} \frac{d y}{|y|^{n+1}}\right\} \leqslant C^{\prime \prime}
$$

because $f_{2}$ is supported in ( ${ }^{\mathrm{c}} Q_{2 \delta}$ ) $\cap Q_{\delta^{-1}}$. So

$$
\begin{equation*}
\frac{1}{Q} \int_{Q}\left|F_{2}(x)-c_{Q}\right| d x \leqslant c \tag{2.17}
\end{equation*}
$$

Next,

$$
\begin{aligned}
F_{3}(x) & =\int e^{i(B x, y\rangle} K(x-y) f_{3}(y) d y \\
& =\int e^{i(B x, y\rangle}\{K(x-y)-K(-y)\} f_{3}(y) d y+\int e^{i(B x, y\rangle} K(-y) f_{3}(y) d y \\
& =F_{3}^{1}(x)+F_{3}^{2}(x) .
\end{aligned}
$$

However $|K(x-y)-K(-y)| \leqslant c|x||y|^{n+1}$ if $x \in Q_{\delta}$ and $y \in^{c} Q_{2 \delta}$, and therefore

$$
\left|F_{3}^{1}(x)\right| \leqslant c \delta \int_{|y| \geqslant c \delta} \frac{d y}{|y|^{n+1}} \leqslant c,
$$

which gives

$$
\begin{equation*}
\frac{1}{|Q|} \int_{Q}\left|F_{3}^{1}(x)\right| d x \leqslant c \tag{2.18}
\end{equation*}
$$

Finally, by Plancherel's theorem

$$
\begin{aligned}
\int_{Q}\left|F_{3}^{2}(x)\right|^{2} d x & \leqslant \int_{\mathbf{R}^{n}}\left|F_{3}^{2}(x)\right|^{2} d x=c \int|K(-y)|^{2}\left|f_{3}(y)\right|^{2} d y \\
& \leqslant \int_{y \mid \geqslant c \delta^{-1}}|y|^{-2 n} d y=c^{\prime} \delta^{n}
\end{aligned}
$$

Thus $(1 /|Q|) \int_{Q}\left|F_{3}^{2}(x)\right| d x \leqslant c$. Altogether then $(1 /|Q|) \int_{Q}\left|F(x)-c_{Q}\right| d x \leqslant c$, and as a result

$$
\begin{equation*}
\frac{1}{|Q|} \int_{Q}\left|F(x)-F_{Q}\right| d x \leqslant 2 c \tag{2.19}
\end{equation*}
$$

where $F_{Q}$ is the mean-value of $F$ over $Q$. We can now use the translation formula (2.2) to drop the assumption that $Q$ is centered at the origin. The result is

$$
\begin{equation*}
\frac{1}{|Q|} \int_{Q}\left|F(x)-F_{Q}^{E}(x)\right| d x \leqslant c \tag{2.20}
\end{equation*}
$$

since

$$
F_{Q}^{E}(x)=\chi_{Q}(x) e^{-i\left\langle B x, x_{Q}\right\rangle}\left(F(\cdot) e^{i\left\langle B \cdot, x_{Q}\right\rangle}\right)_{Q}
$$

and so (b) of the lemma is proved.
We shall also need the following:
Lemma 3. Suppose $F \in L^{2}\left(\mathbf{R}^{n}\right)$, and $2 \leqslant p<\infty$. If $F_{E}^{\#} \in L^{p}\left(\mathbf{R}^{n}\right)$, then $F \in L^{p}\left(\mathbf{R}^{n}\right)$, and

$$
\begin{equation*}
\|F\|_{L^{p}\left(\mathbf{R}^{n}\right)} \leqslant c_{p}\left\|F_{E}^{\#}\right\|_{L^{p}\left(\mathbf{R}^{n}\right)} . \tag{2.21}
\end{equation*}
$$

This lemma is an immediate consequence of the special case for the standard sharp function (see [12], §4). In fact let $G(x)=|F(x)|$. Observe that

$$
\frac{1}{|Q|} \int_{Q}\left\|F(y)|-| F_{Q}^{E}(y)\right\| d y \leqslant F_{E}^{\#}(x) \quad \text { if } x \in Q
$$

but $\left|F_{Q}^{E}(y)\right|$ is constant in $Q$. Thus

$$
\frac{1}{|Q|} \int_{Q}\left|G(y)-G_{Q}\right| d y \leqslant 2 F_{E}^{\#}(x)
$$

and as a result $G^{\#}(x) \leqslant 2 F_{E}^{\#}(x)$, for all $x$. The known inequality $\|G\|_{L^{p}} \leqslant c_{p}\left\|G^{*}\right\|_{L^{p}}$ then implies our result.

Proof of Theorem 2. We can now prove the theorem by using the complex interpolation method of [12]. To do this we consider first the case $\mu<n$, and break up our kernel $K$ as $K_{0}+K_{\infty}$, where $K_{0}$ is supported in $|x| \leqslant 1$, and $K_{\infty}(x)$ is supported in $|x| \geqslant 1 / 2$. Define the analytic family of operators $T_{s}$ by

$$
\left(T_{s} f\right)(x)=e^{s^{2}}\left\{\text { P.V. } \int e^{i(B x, y\rangle} K_{0}(x-y) f(y) d y+\int e^{i(B x, y\rangle} K_{\infty}(x-y)|x-y|^{\mu-n s} f(y) d y\right\}
$$

When $\operatorname{Re}(s)=0$ we get by Theorem 1 (where one uses only estimates like (2.3) for the second term)

$$
\left\|T_{s}(f)\right\|_{L^{2}} \leqslant c\|f\|_{L^{2}}
$$

which implies

$$
\begin{equation*}
\left\|\left(T_{s}(f)\right)_{E}^{*}\right\|_{L^{2}} \leqslant c\|f\|_{L^{2}}, \quad \operatorname{Re}(s)=0 \tag{2.22}
\end{equation*}
$$

Also by Lemma 2, (b), we have

$$
\left\|\left(T_{s}(f)\right)_{E}^{*}\right\|_{L^{\infty}} \leqslant c\|f\|_{L^{\infty}}, \quad \operatorname{Re}(s)=1
$$

Thus by complex interpolation we obtain

$$
\left\|\left(T_{\theta}(f)\right)_{E}^{*}\right\|_{L^{p}} \leqslant c\|f\|_{L^{p}}
$$

where $0<\theta<1,1 / p=(1-\theta) / 2+\theta \cdot 0$. But $T_{\theta}=c T, c \neq 0$, if $\mu=n \theta$, and this gives (via Lemma 3) the result when $1 / 2-1 / p=\mu / 2 n$. The result when $1 / p-1 / 2=\mu / 2 n$ follows by duality, and then the rest of the range is filled in by the $M$. Riesz convexity theorem. For $\mu=n$ the argument is similar with $T_{s}=T$ for all $s$. Finally the case $\mu>n$ is trivial since the kernel of $T$ is then integrable near infinity.

Corollary 1. Let $T$ be an operator as in Theorem 2, except that we now assume only that rank $B=k$. Then T extends to a bounded operator on $L^{p}\left(\mathbf{R}^{n}\right)$ for $1<p<\infty$ under the condition that $|1 / 2-1 / p|<(\mu-n+k) / 2 k$ when $k \geqslant 1$, and $\mu=n$ when $k=0$.

To prove the corollary we may assume rank $B>0$, for otherwise it is a simple consequence of standard facts about singular integrals. Now the case rank $B \geqslant 1$ is very much the same as that of Theorem 2, except that the assertion (b) of Lemma 2 needs to be reexamined. We write $F=T(f)$ as before and estimate $F=F_{1}+F_{2}+F_{3}$. The estimates for $F_{1}$ and $F_{2}$ are unchanged; next $F_{3}=F_{3}^{1}+F_{3}^{2}$, and the estimate for $F_{3}^{1}$ is also unchanged. We come therefore to $F_{3}^{2}(x)$ which equals $\int e^{i(B x, y)} K(-y) f_{3}(y) d y$.

Now the matrix $B$ can be written as $O_{1} \Delta O_{2}$, where $O_{1}$ and $O_{2}$ are orthogonal matrices and $\Delta$ is a diagonal matrix, with entries $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. Because of our assumption that $\operatorname{rank}(B) \geqslant 1$, we may also assume that $\alpha_{1} \neq 0$. Now write $x=\left(x_{1}, x^{\prime}\right)$, with $x_{1} \in \mathbf{R}^{1}$ and $x^{\prime} \in \mathbf{R}^{n-1}$. Then if we set $\tilde{F}_{3}^{2}(x)=F_{3}^{2}\left(O_{1} x\right), \tilde{K}(y)=K\left(O_{2}^{-1} y\right), \tilde{f}_{3}(y)=f_{3}\left(O_{2}^{-1} y\right)$, we have

$$
\begin{equation*}
\tilde{F}_{3}^{2}(x)=\int_{\mathbf{R}^{1}} e^{i a_{1} x_{1} y_{1}} g\left(y_{1}, x^{\prime}\right) d y_{1} \tag{2.23}
\end{equation*}
$$

where

$$
g\left(y_{1}, x^{\prime}\right)=\int_{\mathbf{R}^{n-1}} e^{i\left\langle B^{\prime} x^{\prime}, y^{\prime}\right\rangle} \tilde{K}(-y) \tilde{f}_{3}(y) d y^{\prime}
$$

We make the following estimate for $g\left(y_{1}, x^{\prime}\right)$

$$
\begin{equation*}
\left|g\left(y_{1}, x^{\prime}\right)\right| \leqslant c \min \left(\delta,\left|y_{1}\right|^{-1}\right) \tag{2.24}
\end{equation*}
$$

In fact first take $\left|y_{1}\right| \leqslant c_{1} \delta^{-1}$, where $c_{1}$ is sufficiently small. Then since $\tilde{f}_{3}(y)$ is supported in the set where $|y| \geqslant c \delta^{-1}$, we have

$$
\left|g\left(y_{1}, x^{\prime}\right)\right| \leqslant c \int_{\left|y^{\prime}\right| \geqslant c_{2} \delta^{-1}}\left|y^{\prime}\right|^{-n} d y^{\prime} \leqslant c \delta
$$

Next if $\left|y_{1}\right| \geqslant c_{1} \delta^{-1}$, use the estimate that

$$
\left|g\left(y_{1}, x^{\prime}\right)\right| \leqslant \int\left|\tilde{K}_{3}(-y)\right| d y^{\prime} \leqslant c \int_{\mathbf{R}^{n-1}}\left(\left|y_{1}\right|^{2}+\left|y^{\prime}\right|^{2}\right)^{-n / 2} d y^{\prime} \leqslant c\left|y_{1}\right|^{-1}
$$

Therefore (2.24) is proved. Hence by Plancherel's theorem in $\mathbf{R}$

$$
\int\left|\tilde{F}_{3}^{2}\left(x_{1}, x^{\prime}\right)\right|^{2} d x_{1} \leqslant c\left\{\int_{\mid y_{1} \geqslant \delta^{-1}} \frac{d y_{1}}{\left|y_{1}\right|^{2}}+\delta^{2} \int_{\left|y_{1}\right| \leqslant \delta^{-1}} d y_{1}\right\}=c \delta .
$$

Thus an extra integration in $x^{\prime}$ gives

$$
\int_{O_{1}\left(Q_{\delta}\right)}\left|\tilde{F}_{3}^{2}(x)\right|^{2} d x=\int_{Q_{\delta}}\left|F_{3}^{2}\right|^{2} d x \leqslant c \delta^{n}
$$

and finally

$$
\frac{1}{\left|Q_{\delta}\right|} \int_{Q_{\delta}}\left|F_{3}^{2}(x)\right| d x \leqslant c .
$$

This concludes the proof of Corollary 1.
In the same way as we showed Corollary 2 of Theorem 1 we get the corresponding result for $L^{p}$.

Corollary 2. Let T be the operator considered in Corollary 2 of Theorem 1. Then $T$ extends to a bounded operator on $L^{p}\left(\mathbf{R}^{n}\right)$ to itself, if $1<p<\infty$, with bounds independent of $B$.

## 3. Estimates for the singular Radon transforms

The bulk of the proof of Theorem $A$ is contained in the following localized version.
Set $\mathbf{R}^{n+1}=\mathbf{R} \times \mathbf{R}^{n}$; a point in $\mathbf{R}^{n+1}$ will be written as $(t, x), t \in \mathbf{R}, x \in \mathbf{R}$ or $(s, y), s \in \mathbf{R}$, $y \in \mathbf{R}^{n}$. we will always take $n \geqslant 2$, and work in a fixed compact neighborhood of $\mathbf{R}^{n+1}$.

We assume that through any point ( $t_{0}, x_{0}$ ) in our compact neighborhood, there passes a distinguished hypersurface, given as a graph by the equation $s=t_{0}+S\left(t_{0}, x_{0}, y\right)$ where $S$ is a smooth function. Thus $S\left(t_{0}, x_{0}, x_{0}\right)=0$. Now our singular integrals will be defined by giving for each $\left(t_{0}, x_{0}\right)$ a kernel concentrated in the hypersurface assigned to $\left(t_{0}, x_{0}\right)$. The formal expression of this kernel will be $\delta(s-t-S(t, x, y)) K(t, x ; x-y)$, where $K$ will be specified below. There will be several ways of writing out our operator $R$, which maps functions on $\mathbf{R}^{n+1}$ to functions on $\mathbf{R}^{n+1}$. If $f(s, y)$ is a function on $\mathbf{R}^{n+1}$, $\hat{f}(\lambda, y)$ will denote its Fourier transform in the $s$ variable. Then we shall write $R$ as

$$
\begin{equation*}
(R f)(t, x)=\frac{1}{2 \pi} \int e^{i \lambda t} \int e^{i \lambda S(t, x, y)} K(t, x ; x-y) \hat{f}(\lambda, y) d y d \lambda \tag{*}
\end{equation*}
$$

or more compactly as a pseudo differential operator

$$
\begin{equation*}
(R f)(t)=\frac{1}{2 \pi} \int e^{i \lambda t} a(t, \lambda) \hat{f}(\lambda) d \lambda \tag{**}
\end{equation*}
$$

Here $\hat{f}(\lambda)$ is a function which for each $\lambda$ takes its values in the Hilbert space $L^{2}\left(\mathbf{R}^{n}\right)$, with $\hat{f}(\lambda)=\hat{f}(\lambda, y)$. Also $a(t, \lambda)$ is for each $(t, \lambda)$ a bounded operator from $L^{2}\left(\mathbf{R}^{n}\right)$ to itself; $a(t, \lambda)$ has as its kernel representation

$$
\begin{equation*}
(a(t, \lambda) f(x))=\int e^{i \lambda(t, x, y)} K(t, x ; x-y) f(y) d y \tag{}
\end{equation*}
$$

Our assumptions on $S$ and $K$ are as follows: $S$ is a real $C^{\infty}$ function such that

$$
\begin{equation*}
S(t, x, x)=0 \quad \text { for all }(t, x) \tag{3.1}
\end{equation*}
$$

For each $t$, the Hessian $\left\{\frac{\partial^{2}}{\partial x_{j} \partial y_{k}} S(t, x, y)\right\}$ is a nonsingular $n \times n$ matrix. (3.2) $K(t, x ; z)$ is $C^{\infty}$ with fixed compact support and satisfies

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial t}\right)^{a}\left(\frac{\partial}{\partial x}\right)^{\beta}\left(\frac{\partial}{\partial z}\right)^{\lambda} K(t, x ; z)\right| \leqslant A_{a, \beta, \gamma}|z|^{-n-|\gamma|} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\int_{\varepsilon<|z|<1}\left(\frac{\partial}{\partial t}\right)^{a}\left(\frac{\partial}{\partial x}\right)^{\beta} K(t, x ; z) d z\right| \leqslant A_{\alpha, \beta}, \quad \text { for } 0<\varepsilon \leqslant 1 \tag{3.4}
\end{equation*}
$$

Our main theorem is as follows.

Theorem 3. Assume $n \geqslant 2$, and $S$ and $K$ satisfy (3.1) to (3.4). Then $R(f)$ initially defined for $f \in C_{0}^{\infty}$ extends to a bounded operator on $L^{p} \in\left(\mathbf{R}^{n+1}\right)$ to itself, $1<p<\infty$,

$$
\|R(f)\|_{p} \leqslant A_{p}\left\|f_{p}\right\| .
$$

With $S$ given, the bound $A_{p}$ depends only on finitely many of $A_{\alpha, \beta, \gamma}$, and $A_{\alpha, \beta}$ in (3.3) and (3.4).

For the proof we shall embed the operator $R$ in an analytic family $T_{\gamma}, \gamma=\alpha+i \beta$, so that $\tau_{0}=R$, and when $\alpha$ is negative we can make $L^{2}$ estimates, while for $\alpha$ positive, the situation becomes more akin to the usual singular operators. To define $T_{\gamma}$ we choose a fixed $C^{\infty}$ function $\varphi$ on $[0, \infty]$ which is $=1$ near the origin, and has compact support. We then write $T_{\gamma}=T^{1}+T_{\gamma}^{2}$, where $T^{1}$ has as its symbol (see ( $\left.{ }^{* *}\right)$ ) $a^{1}(t, \lambda)$, with $a^{1}(t, \lambda)$ having as its kernel

$$
\begin{equation*}
\varphi\left(|x-y|^{2} \lambda\right) e^{i u S(t, x, y)} K(t, x ; x-y) . \tag{3.5}
\end{equation*}
$$

$T_{\gamma}^{2}$ has as its symbol the operator $a_{\gamma}^{2}(t, \lambda)$, whose kernel in turn is

$$
\begin{equation*}
\left(1-\varphi\left(|x-y|^{2} \lambda\right)\right) \frac{|x-y|^{-2 \gamma}}{|\lambda|^{\gamma}} e^{i \alpha(t, x, y)} K(t, x ; x-y) . \tag{3.6}
\end{equation*}
$$

Lemma 1. The operator $a^{1}(t, \lambda): L^{2}\left(\mathbf{R}^{n}\right) \rightarrow L^{2}\left(\mathbf{R}^{n}\right)$ whose kernel is given by (3.5) satisfies the estimates

$$
\begin{equation*}
\left\|a^{1}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A, \tag{3.7}
\end{equation*}
$$

and more generally

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial \lambda}\right)^{l} a^{1}(t, \lambda)\right\|_{\mathrm{Op}} \leqslant A(1+|\lambda|)^{k / 2-\| / 2} . \tag{3.7'}
\end{equation*}
$$

Thus $a^{1}(t, \lambda)$ is a symbol of type $S_{1 / 2,12}^{0}$.
Proof. Let us show first the estimates for the norm of $a^{1}(t, \lambda)$.
We break up $\mathbf{R}^{n}$ into a disjoint mesh of cubes $\left\{Q_{j}^{\alpha}\right\}$, so that diameter $Q_{j}^{\lambda}=\lambda^{-1 / 2}$. Since the kernel of $a^{1}(t, \lambda)$ is supported in the set $|x-y| \leqslant c \lambda^{-1 / 2}$ we see that if $f$ is supported in $Q_{j}^{\lambda}$, then $a^{1}(t, \lambda) f$ is supported in ${ }^{*} Q_{j}^{\lambda}$, where ${ }^{*} Q_{j}^{\lambda}$ is a ball having the same center as ${ }^{*} Q_{j}^{\lambda}$, but whose diameter is $(c+1) \lambda^{-1 / 2}$. However the balls * $Q_{j}^{\lambda}$ have the property that every point is contained in at most a bounded number of such * $Q_{j}^{\lambda}$ 's. Thus it suffices to prove that

$$
\left\|a^{1}(t, \lambda) f\right\|_{L^{2}} \leqslant A\|f\|_{L^{2}}
$$

for each $f$ supported in $Q_{j}^{\alpha}$, where the bound $A$ is of course independent of $\lambda$ and $j$. To do this let $y_{j}$ denote the center of $Q_{j}^{\lambda}$. Now $S(t, x, y)=S(t, x, x)+s_{1}(t, x) \cdot(y-x)+O|x-y|^{2}$. But $S(t, x, x)=0$, while $S_{1}(t, x)=S_{1}\left(t, y_{j}\right)+O(|x-y|)$. Thus since $\left|x-y_{j}\right| \leqslant(c+1) \lambda^{-1 / 2}$, and $|x-y| \leqslant(c+1) \lambda^{-1 / 2}$ we get

$$
S(t, x, y)=S_{1}\left(t, y_{j}\right) \cdot(y-x)+O\left(|\lambda|^{-1 / 2}|x-y|\right)
$$

so

$$
e^{i \Delta s(t, x, y)}=e^{i \lambda S_{1}\left(t, y_{j}\right) \cdot y} e^{-i \lambda s_{1}(t, y) \cdot x}+O|\lambda|^{1 / 2}|x-y| .
$$

Hence for each $f$ supported on $Q_{j}$ we can write

$$
a^{1}(t, \lambda) f=M a^{3}(t, \lambda) \bar{M} f+O\left(|\lambda|^{1 / 2} \int_{\left.\left.|x-y| \leqslant c|\lambda|^{-12}|x-y|^{-n+1}|f(y)| d y\right)\right)}\right.
$$

where $M$ is the multiplication operator

$$
M f(x)=e^{-i S_{1}(t, y) \cdot x} f(x),
$$

and $a^{3}(t, \lambda)$ is the operator with kernel

$$
\varphi\left(|x-y|^{2} \lambda\right) K(t, x ; x-y)
$$

Now $a^{3}(t, \lambda)$ can be handled by the usual theory of singular integrals. In view of the smoothness of $K$ in the first two variables and the compact support we can write

$$
K(t, x, x-y)=\int \tilde{K}(\tau, \sigma, x-y) e^{i(\tau+x \cdot \sigma)} d \tau d \sigma
$$

with each $\tilde{K}(\tau, \sigma, z)$ satisfying

$$
\left|\left(\frac{\partial}{\partial z}\right)^{\lambda} \tilde{K}(\tau, \sigma, z)\right| \leqslant A_{\gamma}(\tau, \sigma)|z|^{-n-\gamma}
$$

and

$$
\left|\int_{\varepsilon<|z| \leqslant 1} \tilde{K}(\tau, \sigma, z) d z\right| \leqslant A(\tau, \sigma), \quad \text { independent of } \varepsilon, 0<\varepsilon \leqslant 1
$$

with $A(\tau, \sigma)$ rapidly decreasing as $|\tau|+|\sigma| \rightarrow \infty$. The boundedness on $L^{2}\left(\mathbf{R}^{n}\right)$ of the operators with kernels

$$
\varphi\left(|x-y|^{2} \lambda\right) \tilde{K}(\sigma, \tau, x-y)
$$

with bounds rapidly decreasing in $\sigma$ and $\tau$, and uniform in $\lambda$ then follows by a known argument (see [47] pp. 35 and 51). This proves the boundedneses of $a^{3}(t, \lambda)$ and hence $a^{1}(t, \lambda)$ on $Q_{j}^{\lambda}$ completing the proof of (3.7).

The proof of (3.7') proceeds by noting that the kernel of $(\partial / \partial t)^{k}(\partial / \partial \lambda)^{l} a^{1}(t, \lambda)$ can be written as the sum of two kinds of terms. One kind occurs only when $l=0$, and all the $k \partial / \partial t$ derivatives fall on $K(t, \lambda, x-y)$. This type of term is, because of (3.3) and (3.4), similar to $a^{1}(t, \lambda)$ and hence the bound (3.7) already proved takes care of it. The other kind is, in view of the fact that $S(t, x, x)=0$, given by kernels majorized by

$$
A|\lambda|^{k^{\prime}}|x-y|^{k^{\prime}+l}|x-y|^{-n}, \quad \text { where } k^{\prime}+l \geqslant 1
$$

and these kernels are supported on the set where $|x-y| \leqslant c \lambda^{-1 / 2}$. This immediately leads to the estimate

$$
A|\lambda|^{k^{\prime}} \int_{|x| \leqslant c \lambda^{-1 / 2}}|x|^{k^{\prime}+l-n} d x=A|\lambda|^{k^{\prime / 2}-l / 2} \leqslant A(1+|\lambda|)^{k / 2-l / 2}
$$

for the norms of these terms, when $|\lambda| \geqslant 1$, and thus Lemma 1 is completely proved.
Lemma 2. The operators $a_{\gamma}^{2}(t, \lambda)$ whose kernels are given by (3.6) satisfy

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial \lambda}\right)^{l} a_{\gamma}^{2}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A(1+|\lambda|)^{k / 2-l / 2} \tag{3.8}
\end{equation*}
$$

as long as $k+l<n+2 \operatorname{Re}(\gamma)$.
The basic facts we shall need are contained in the following.
Proposition 1. Suppose $\Phi=\Phi(x, y)$ is a smooth real function whose Hessian $\left\{\partial^{2} \Phi / \partial x_{j} \partial y_{k}\right\}$ is nondegenerate. Suppose $\varphi_{1}(x)$ is a $C^{\infty}$ function, vanishing near $x=0$, and $=1$ for large $x$. Suppose $\psi(x, y) \in C_{0}^{\infty}\left(\mathbf{R}^{n} \times \mathbf{R}^{n}\right)$, and $K(z)$ satisfies

$$
\left|\partial_{z}^{\alpha} K(z)\right| \leqslant A_{\alpha}|z|^{-n+m-|\alpha|}, \quad z \neq 0
$$

Define the operator $B(\lambda)$ by

$$
(B(\lambda) f)(x)=\int \varphi_{1}\left(|x-y|^{2} \lambda\right) \psi(x, y) e^{i a \Phi(x, y)} K(x-y) f(y) d y
$$

Then

$$
\begin{equation*}
\|B(\lambda)\|_{\mathrm{op}} \leqslant A(1+|\lambda|)^{-m / 2} \tag{3.9}
\end{equation*}
$$

as long as $m<n$. Moreover the bound $A$ depends only on finitely many of the $A_{\alpha}, a$ lower bound for the determinant of the Hessian of $\Phi$, and upper bounds on finitely many derivatives of $\Phi, \varphi_{1}$, and $\psi$.

Proof. The operator $B(\lambda)$ is clearly bounded for each $\lambda$. It suffices to compute the operator norm $\left\|B(\lambda) B^{*}(\lambda)\right\|$ since this equals $\|B(\lambda)\|^{2}$. Now the operator $B(\lambda) B^{*}(\lambda)$ has kernel $L_{\lambda}(x, y)$ given by

$$
\begin{equation*}
L_{\lambda}(x, y)=\int \varphi_{\lambda}(x, y, z) \psi(x, y, z) e^{i \lambda(\Phi(x, z)-\Phi(y, z))} K(x-z) \bar{K}(z-y) d z \tag{3.10}
\end{equation*}
$$

with $\varphi_{\lambda}=\varphi_{1}\left(|x-z|^{2} \lambda\right) \varphi_{1}\left(|z-y|^{2} \lambda\right) ; \psi(x, y, z)=\psi(x, z) \psi(z, y)$. Note that $\varphi_{\lambda}$ is supported where $|x-z| \geqslant c \lambda^{-1 / 2}$ and $|z-y| \geqslant c \lambda^{-1 / 2}$, while $\psi(x, y, z)$ has compact support; thus $B(\lambda)=0$ for small $\lambda$, and we need to prove (3.9) only when $|\lambda| \geqslant c_{1}>0$. For the kernel $L_{\lambda}(x, y)$ we shall make the following estimate

$$
\begin{equation*}
\left|L_{\lambda}(x, y)\right| \leqslant A_{N} \frac{|\lambda|^{n / 2-m}}{\left(|\lambda|^{1 / 2}|x-y|\right)^{N}} \tag{3.11}
\end{equation*}
$$

whenever $N \geqslant 0$, and $N>2 m-n$.
We prove (3.11) first when $N$ is an integer $N \geqslant 0, N>2 m-n$. For this purpose we introduce the differential operator $D=\sum_{j=1}^{n} a_{j} \partial / \partial z_{j}$, and observe that

$$
D(\Phi(x, z)-\Phi(y, z))=\sum_{j, k} a_{j}\left[\partial^{2} / \partial x_{k} \partial z_{j} \Phi(y, z)\right]\left(x_{k}-y_{k}\right)+O|x-y|^{2}
$$

Thus for appropriate $a_{j}$ smooth in $z$, with $\left|a_{j}\right| \leqslant 1$

$$
D(\Phi(x, z)-\Phi(y, z))=\Delta(x, y, z), \quad \text { with }|\Delta(x, y, z)| \geqslant A|x-y|
$$

for $|x-y|$ sufficiently small. ( ${ }^{1}$ ) Since

$$
\left[(c \lambda \Delta)^{-1} D\right]^{N} e^{i u(\Phi(x, z)-\Phi(y, z))}=e^{i \lambda(\Phi(x, z)-\Phi(y, z))}
$$

the $N$ corresponding integrations by parts in (3.10) give the bound
$\left.{ }^{( }\right)$If we assume, as we may, that the support of $\psi$ is sufficiently small.

$$
\begin{equation*}
\left|L_{\lambda}(x, y)\right| \leqslant A(|\lambda||x-y|)^{-N} \sum_{0 \leqslant k+l \leqslant N} \int_{\substack{c_{1} \geqslant|x-z| \geqslant c|1|^{-1 / 2} \\ c_{1} \geqslant|z-y| \geqslant c|\lambda|^{-1 / 2}}}|x-z|^{-n+m-k}|z-y|^{-n+m-l} d z \tag{3.12}
\end{equation*}
$$

However each integral in the sum above is actually majorized by

$$
\int_{c|\lambda|^{-1 / 2} \leqslant|z| \leqslant c_{2}}|z|^{-2 n+2 m-k-1} d z
$$

and each of these integrals is in turn majorized by

$$
A\left(|\lambda|^{-1 / 2}\right)^{-n+2 m-N}, \quad \text { as long as }-n+2 m-N<0
$$

Substituting this in (3.12) gives (3.11) when $N$ is an integer satisfying $N \geqslant 0$, and $N>2 m-n$. To drop the integrality condition on $N$ we can use a simple convexity argument. More precisely, we first establish the analogue of (3.11) for $m=m_{j}, N_{j}$ integers satisfying $N_{j} \geqslant 0, N_{j}>2 m j-n, j=0,1$, and $K(z)$ replaced by $|z|^{-m+m_{j}} K(z)$. Then whenever $0<\theta<1, N=(1-\theta) N_{0}+\theta N_{1}, m=(1-\theta) m_{0}+\theta m_{1}$, we have that (3.11) holds as a consequence for $N$, and $m$. Therefore (3.11) is completely proved. From (3.11) we get as a result that the norm of $B(\lambda) B^{*}(\lambda)$ is majorized by

$$
A_{N_{1}}|\lambda|^{n / 2-m} \int_{\left|\left|\left.\right|^{1 / 2}\right| x\right| \leqslant 1}\left(|\lambda|^{1 / 2}|x|\right)^{-N_{1}} d x+A_{N_{2}}|\lambda|^{n / 2-m} \int_{\left.|\lambda|\right|^{1 / 2}|x| \geqslant 1}\left(|\lambda|^{1 / 2}|x|\right)^{-N_{2}} d x
$$

where we take $2 m-n<N_{1}<n$ (which is permissible since $m<n$ ), and $N_{2}>n$. It follows that $\left\|B B^{*}\right\| \leqslant A|\lambda|^{-m}$, and (3.9) is proved.

We turn to the proof of Lemma 2 and the inequality (3.8). Looking back at the formula (3.6) for the kernel of the operator $a_{\gamma}^{2}(t, \lambda)$ we see that the required estimates (3.8) can be reduced to those of the operators of the type $B(\lambda)$, using the same device as was used in the proof of Lemma 1 when writing $K(x, t, x-y)$ as a Fourier transform. The relevant operators $B(\lambda)$ that occur have $m=k+l-2 \operatorname{Re}(\gamma)$, thus the restriction $m<n$ yields the restriction $k+l<n+2 \operatorname{Re}(\gamma)$ of Proposition 1 , and its conclusions give the proof of (3.8).

We shall need the following consequence of Lemma 2.

Corollary 1. Suppose $a_{\gamma}^{2}(t, \lambda)$ is as in Lemma 2; assume that $k$ and lare integers with $k+l<n+2 \operatorname{Re}(\gamma)$. Fix two functions $\varphi, \psi \in C_{0}^{\infty}(\mathbf{R})$, such that $\psi$ is 1 for $|x| \leqslant 1$, while $\varphi$ vanishes near the origin and equals 1 near $|x|=1$. For any $u, 0<u \leqslant 1$, write

$$
\begin{gather*}
C_{\gamma}^{1}(t, \lambda)=\left(\frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial \lambda}\right)^{l}\left(a_{\gamma}^{2}\left(u t, u^{-1} \lambda\right) \varphi(u \lambda)\right) .  \tag{3.13a}\\
C_{\gamma}^{2}(t, \lambda)=\left(\frac{\partial}{\partial \lambda}\right)^{l} a_{\gamma}^{2}(t, \lambda) \psi(\lambda) . \tag{3.13b}
\end{gather*}
$$

Then

$$
\begin{equation*}
\left\|C_{\gamma}^{j}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A, \quad j=1,2 \tag{3.14}
\end{equation*}
$$

with the constant $A$ independent of $u, 0<u \leqslant 1$.
This is merely a simple rewording of inequality (3.8). Note that $C_{\gamma}^{2}$ does not depend on $\mu$; its only role is to handle small frequencies.

Corollary 2. Suppose $a_{\gamma}^{2}(t, \lambda)$ and $C_{\gamma}(t, \lambda)$ are as in the above corollary (where the upper index $j$ has been dropped for convenience). Assume we are given $m_{1}, m_{2}$, with $0<m_{1} \leqslant 1,0<m_{2} \leqslant 1$, and so that $k+l+m_{1}+m_{2}<n+2 \operatorname{Re}(\gamma)$. Then in addition to (3.14) we have

$$
\begin{gather*}
\left\|C_{\gamma}\left(t+h_{1}, \lambda\right)-C_{\gamma}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{1}\right|^{m_{1}}  \tag{3.15}\\
\left\|C_{\gamma}\left(t, \lambda+h_{2}\right)-C_{\gamma}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{2}\right|^{m_{2}}  \tag{3.16}\\
\left\|C_{\gamma}\left(t+h_{1}, \lambda+h_{2}\right)-C_{\gamma}\left(t+h_{1}, \lambda\right)-C_{\gamma}\left(t, \lambda+h_{2}\right)+C_{\gamma}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{1}\right|^{m_{1}}\left|h_{2}\right|^{m_{2}} \tag{3.17}
\end{gather*}
$$

with $A$ independent of $u, 0<u \leqslant 1$.
Proof. Let $\gamma_{0}, \gamma_{1}, \gamma_{2}$, be such that

$$
\begin{gathered}
\operatorname{Re}\left(\gamma_{0}\right)=\operatorname{Re}(\gamma)-\left(m_{1}+m_{2}\right) / 2, \\
\operatorname{Re}\left(\gamma_{1}\right)=\operatorname{Re}(\gamma)-\left(m_{1}+m_{2}\right) / 2+\frac{1}{2}, \\
\operatorname{Re}\left(\gamma_{2}\right)=\operatorname{Re}(\gamma)-\left(m_{1}+m_{2}\right) / 2+1 .
\end{gathered}
$$

Then $\left\|C_{\gamma_{0}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A$, by the previous corollary. Similarly

$$
\left\|\frac{\partial}{\partial t} \frac{\partial}{\partial \lambda} C_{y_{2}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A .
$$

The first inequality gives

$$
\left\|C_{\gamma_{0}}\left(t+h_{1}, \lambda+h_{2}\right)-C_{\gamma_{0}}\left(t+h_{1}, \lambda\right)-C_{\gamma_{0}}\left(t, \lambda+h_{2}\right)+C_{\gamma_{0}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A
$$

while the second yields

$$
\left\|C_{\gamma_{2}}\left(t+h_{1}, \lambda+h_{2}\right)-C_{\gamma_{2}}\left(t+h_{1}, \lambda\right)-C_{\gamma_{2}}\left(t, \lambda+h_{2}\right)+C_{\gamma_{2}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{1} \| h_{2}\right|
$$

By similar reasoning one can show that

$$
\begin{aligned}
& \left\|C_{\gamma_{1}}\left(t+h_{1}, \lambda\right)-C_{\gamma_{1}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{1}\right|, \\
& \left\|C_{\gamma_{1}}\left(t, \lambda+h_{2}\right)-C_{\gamma_{1}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A\left|h_{2}\right|
\end{aligned}
$$

and thus

$$
\left\|C_{\gamma_{1}}\left(t+h_{1}, \lambda+h_{2}\right)-C_{\gamma_{1}}\left(t+h_{1}, \lambda\right)-C_{\gamma_{1}}\left(t, \lambda+h_{2}\right)+C_{\gamma_{1}}(t, \lambda)\right\|_{\mathrm{op}} \leqslant\left\{\begin{array}{l}
A\left|h_{1}\right| \\
A\left|h_{2}\right|
\end{array}\right.
$$

A combination of these inequalities via complex interpolation then gives (3.15) to (3.17), proving the corollary.

We now invoke a version of the Calderón-Vaillancourt theorem for boundedness of pseudo-differential operators with symbols of the class $S_{1 / 2,1 / 2}^{0}$. What is important here is that there is a version where the symbol $a(t, \lambda)$ is operator-valued, $(a(t, \lambda)$ takes its values as bounded operators from $\mathscr{H}_{1}$ to $\mathscr{H}_{2}$ ); moreover we need to be careful about the degree of smoothness required for the symbol. Notice that here the variables $t$ and $\lambda$ range over $\mathbf{R}^{1}$.

Proposition. Suppose $a(t, \lambda)$ is given, and write

$$
C^{1}(t, \lambda)=\left(\frac{\partial}{\partial \lambda}\right)^{l}\left(a\left(u t, u^{-1} \lambda\right) \varphi(u \lambda)\right), \quad 0<u \leqslant 1, \quad C^{2}(t, \lambda)=\left(\frac{\partial}{\partial \lambda}\right)^{l} a(t, \lambda) \psi(\lambda)
$$

with $\varphi$ and $\psi$ as in Corollary 1. Suppose $l=0$, or $1 ; m_{1}>1 / 2, m_{2}>0$ and $C^{j}(t, \lambda)$ satisfies the conditions (3.15) to (3.17), uniformly in $u, 0<u \leqslant 1, j=1,2$. Then the operator

$$
T(f)(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i \lambda t} a(t, \lambda) \hat{f}(\lambda) d \lambda
$$

extends to a bounded operator from $L^{2}\left(\mathbf{R}, \mathscr{H}_{1}\right)$ to $L^{2}\left(\mathbf{R}, \mathscr{H}_{2}\right)$.
(For a proof see the Appendix.)
In applying the proposition note that $k+l+m_{1}+m_{2}=1+m_{1}+m_{2}$ and so it applies
whenever $(3 / 2-n) / 2<\operatorname{Re}(\gamma)$; and in particular when $n \geqslant 2$ we get a strip which includes the origin in its interior. The result is

$$
\begin{equation*}
\left\|T_{\gamma}(f)\right\|_{2} \leqslant A(\gamma)\|f\|_{2}, \tag{3.18}
\end{equation*}
$$

when

$$
\begin{equation*}
\operatorname{Re}(\gamma)>(3 / 2-n) / 2 \tag{3.19}
\end{equation*}
$$

where the constants $A(\gamma)$ depend on only finitely many of the bounds $A_{\alpha, \beta, \gamma}$ and $A_{\alpha, \beta}$ appearing in (3.3) and (3.4), and are of at most polynomial growth in $\gamma$ for $\gamma$ in any strip of the form $\gamma_{1} \leqslant \operatorname{Re}(\gamma) \leqslant \gamma_{2}$, with $\gamma_{1}>(3 / 2-n) / 2$. These conclusions are arrived at by combining Lemma 1, Lemma 2 and its second corollary.

We shall now consider the operator $T_{\gamma}, \gamma=\alpha+i \beta$, with $\alpha=\operatorname{Re}(\gamma)>0$. We shall write $T_{\gamma}$ in its kernel expression with

$$
T_{\gamma}(f)(P)=\int K_{\gamma}(P, Q) f(Q) d Q
$$

where $K_{\gamma}$ is a singular kernel on $\mathbf{R}^{n+1} \times \mathbf{R}^{n+1}$, with $d Q$ the Euclidean measure on $\mathbf{R}^{n+1}$. Going back to the definitions (see $\left({ }^{*}\right),\left({ }^{* *}\right),(3.5)$ and (3.6)) we see that we can write

$$
K_{\gamma}(P, Q)=|x-y|^{-2} \Phi_{\gamma}\left(\frac{s+S-t}{|x-y|^{2}}\right) K(t, x ; x-y)
$$

where

$$
\begin{equation*}
\Phi_{\gamma}(u)=\left(\frac{1}{2 \pi}\right) \int_{0}^{\infty} e^{-i u \lambda} \lambda^{-\gamma} d \lambda \tag{3.20}
\end{equation*}
$$

Here we have used the notation $f_{0}^{\infty}$ to indicate that $\lambda^{-\gamma}$ has been modified near $\lambda=0$ so as to be smooth here; also $P=(t, x), Q=(s, y)$.

It will be natural to take $P$ as the center of a coordinate system, with $Q$ the variable point. Thus we define this coordinate system by assigning $Q$ the coordinates $[\sigma, z]$, with $\sigma \in \mathbf{R}, z \in \mathbf{R}^{n}$, where

$$
\begin{align*}
& \sigma=s+S(t, x, y)-t  \tag{3.21}\\
& z=y-x .
\end{align*}
$$

This assignment of coordinates for $Q$ varies smoothly with $P$. Also it is to be noted that we can think of $Q$ as the fixed point (i.e coordinate center), with $P$ varying near $Q$;
then $[\sigma, z]$ also give coordinates for $P$ near $Q$. When we do this, and integrate with respect to $P$, it will be useful to observe that $d P \approx d z d \sigma$.

Now the coordinate systems we have introduced define a family of "balls" (and a resulting quasi-distance) which will be controlling in what follows. Thus with $P=(t, x)$, $Q=(s, y)$ we write $d(P, Q)<\delta$ (with $\delta \leqslant 1$ ), if

$$
\begin{equation*}
|x-y|<\delta \text {, i.e }|z|<\delta \text { and }|t-s-S(t, x, y)|<\delta^{2} \text {, i.e. }|\sigma|<\delta^{2} \tag{3.22}
\end{equation*}
$$

Keep $P$ fixed, and let $Q_{1}, Q_{2}$ be two points with coordinates (centered at $P$ ) given by $\left[\sigma_{1}, z_{1}\right]$ and $\left[\sigma_{2}, z_{2}\right]$ respectively. Then it is not difficult to prove (see the analogous argument e.g. in Folland-Stein [14], p. 475-6) that

$$
\begin{gather*}
\left|z_{1}-z_{2}\right| \leqslant c d\left(Q_{1}, Q_{2}\right) \\
\left|\sigma_{1}-\sigma_{2}\right| \leqslant \mathrm{c}\left\{d\left(Q_{1}, Q_{2}\right)^{2}+d\left(P, Q_{1}\right) d\left(Q_{1}, Q_{2}\right)\right\} \tag{3.23}
\end{gather*}
$$

From this it can be seen without difficulty that $d\left(Q_{1}, Q_{2}\right) \approx d\left(Q_{2}, Q_{1}\right)$, and the quasi-triangle inequality holds.

We shall temporarily write

$$
K_{\gamma}(P, Q)=M(P ; \sigma, z)
$$

where $[\sigma, z]$ are the coordinates of $Q$ with respect to $P$. We observe the following differential estimates for $M$ :

Lemma 3. Let $\alpha=\operatorname{Re}(\gamma)>0$. Then
(i) for $|\sigma| \leqslant|z|^{2}$
(a) $|M(P ; \sigma, z)| \leqslant c|z|^{-n-2 \alpha}|\sigma|^{-1+\alpha}$
(b) $\left|\frac{\partial M}{\partial z_{j}}(P ; \sigma, z)\right| \leqslant c|z|^{-n-1-2 \alpha}|\sigma|^{-1+\alpha}, \quad j=1, \ldots, n$.
(c) $\left|\frac{\partial M}{\partial \sigma}(P ; \sigma, z)\right| \leqslant c|z|^{-n-2 a}|\sigma|^{-2+a}$
(ii) for $|\sigma| \geqslant|z|^{2}$
(a) $|M(P ; \sigma, z)| \leqslant c|\sigma|^{-n / 2-1}$
(b) $\left|\frac{\partial M}{\partial z_{j}}(P ; \sigma, z)\right| \leqslant c|\sigma|^{-n / 2-3 / 2}$
(c) $\left|\frac{\partial M}{\partial \sigma}(P ; \sigma, z)\right| \leqslant c|\sigma|^{-n / 2-2}$.

Proof. These estimates follow directly from the definition (3.20) viz.

$$
K_{\gamma}(P, Q)=M(P, \sigma, z)=|z|^{-2} \Phi_{\gamma}\left(\sigma /|z|^{2}\right) K(P, z)
$$

the property (3.3) of $K(P, z)$, and the fact that

$$
\Phi_{\gamma}(u)=f_{0}^{\infty} e^{-i u \gamma} \lambda^{-\gamma} d \lambda
$$

is $O\left(|u|^{-1+\alpha}\right)$, and $\Phi_{\gamma}^{\prime}(u)$ is $O\left(|u|^{-2+\alpha}\right)$ as $u \rightarrow 0$, while $\Phi_{\gamma}$ is rapidly decreasing with its derivatives as $|u| \rightarrow \infty$.

At this stage the basic fact about the kernel $K_{\gamma}(P, Q)$ will be contained in the following lemma:

Lemma 4. Assume $K_{\gamma}(P, Q)=M(P, \sigma, z)$ satisfies the conclusions (3.29) and (3.25) of the previous lemma. Then

$$
\begin{equation*}
\int\left|K_{\gamma}\left(P, Q_{1}\right)-K_{\gamma}\left(P, Q_{2}\right)\right| d P \leqslant A \tag{3.26}
\end{equation*}
$$

where the integral is taken over the region where $d\left(P, Q_{1}\right) \geqslant \bar{c} d\left(Q_{1}, Q_{2}\right)$, and $\bar{c} \gg 1$.
To prove the lemma we begin by considering $\Sigma_{j=0}^{\infty} \psi_{j}(u)=1$, a standard partition of unity of $\mathbf{R}$, with $\psi_{0}(u)=1$ for $|u| \geqslant 2$, and $\psi_{j}(u)$ supported where $|u| \approx 2^{-j}$, with $\left|\psi_{j}^{\prime}(u)\right| \leqslant c 2^{j}$. Write $\quad K^{j}(P, Q)=K(P, Q) \psi_{j}\left(\sigma /|z|^{2}\right)=M(P ; \sigma, z) \psi_{j}\left(\sigma /\left|z^{2}\right|\right)$. We are going to estimate $K^{j}\left(P, Q_{1}\right)-K^{j}\left(P, Q_{2}\right)$, when $j \geqslant 1$ first. We fix $Q_{1}, Q_{2}$ so that $d\left(Q_{1}, Q_{2}\right) \leqslant a$, and $P$ will vary where $d\left(P, Q_{2}\right) \geqslant \bar{c} a$. Here $\bar{c}$ will be a constant (which will be fixed later as large) and $a$ is to take all values in $(0,1]$.

We shall write $\int_{d\left(P, Q_{1}\right) \geqslant \bar{c} a}\left|K^{j}\left(P, Q_{1}\right)-K^{j}\left(P, Q_{2}\right)\right| d P$ as $\int_{\mathrm{I}}+\int_{\mathrm{II}}$, where the region I is defined (for each $j$ ) to be the set of $P$ where $d\left(Q_{1}, Q_{2}\right)=a>\underline{c} 2^{-j} d\left(P, Q_{1}\right)$, and II the set of $P$ where $d\left(Q_{1}, Q_{2}\right) \leqslant \underline{c} 2^{-j} d\left(P, Q_{1}\right)$. Here $\underline{c}$ is a positive constant, which will be fixed later to be small.

Let us consider first $\int_{I}$. We shall write

$$
\int_{I}\left|K^{j}\left(P, Q_{2}\right)\right| d P \leqslant \int_{I}\left|K^{j}\left(P, Q_{1}\right)\right|+\int_{I}\left|K^{j}\left(P, Q_{2}\right)\right| d P
$$

Now $d\left(P, Q_{1}\right) \approx\left|z_{1}\right|+\left|\sigma_{1}\right|^{1 / 2}$, but $\left|\sigma_{1}\right| 2^{j} \approx\left|z_{1}\right|^{2}$ on the support of $K^{j}$ (because of the cut-
off function $\left.\psi_{j}\left(\left.\sigma| | z\right|^{2}\right)\right)$ thus $\left|z_{1}\right| \approx d\left(P, Q_{1}\right) \leqslant c 2^{j} d\left(Q_{1}, Q_{2}\right)=c 2^{j} a$, since we are in the region I. Hence by (3.24) (a),

$$
\int_{\left\{\begin{array}{l}
I \\
d\left(P, Q_{1}\right) \geqslant c a
\end{array}\right.}\left|K^{j}\left(P, Q_{1}\right)\right| d P \leqslant c \int_{\left\{c_{1} a<\left|z_{1}\right|<c_{2} 2^{j} a\right.}\left|z_{1}\right|^{-n-2} d z_{1} d \sigma_{1} \cdot 2^{(1-\alpha)} .
$$

But

$$
\begin{aligned}
& c \int\left\{\begin{array}{l}
c_{0} a<\left|z_{1}\right|<c_{2} j^{j} a \\
\left.\left|z_{1}\right|^{2} \approx\left|\sigma_{1}\right|\right|^{j}
\end{array}\right. \\
&\left|z_{1}\right|^{-n-2} d z_{1} d \sigma \leqslant c \int_{c_{1} a<\left|z_{1}\right|<c_{2} 2^{j} a}\left|z_{1}\right|^{-n} d z_{1} \cdot 2^{-j} \\
& \leqslant c_{0}\left(\log j+c_{3}\right) 2^{-j}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\int_{\left\{d\left(P, Q_{1}\right) \geqslant \bar{c} a\right.}\left|K\left(P, Q_{1}\right)\right| d P \leqslant c(\log j+c) 2^{-a j} \tag{3.27}
\end{equation*}
$$

The integral of $\left|K\left(P, Q_{2}\right)\right|$ taken over the same region is handled similarly. In fact since $d\left(P, Q_{1}\right) \geqslant \bar{c} d=d\left(Q_{1}, Q_{2}\right)$ where $\bar{c}$ is large, then by the triangle inequality $d\left(P, Q_{2}\right) \geqslant c a$. Also $d\left(P, Q_{2}\right) \leqslant c\left\{d\left(P, Q_{1}\right)+d\left(Q_{1}, Q_{2}\right)\right\} \leqslant c^{\prime \prime} 2^{j} a$ in region $I$. Thus we can apply the same argument that worked for $K\left(P, Q_{1}\right)$ giving

$$
\int_{\left\{\begin{array}{l}
I  \tag{3.27'}\\
d\left(P, Q_{1}\right) \geqslant c a
\end{array}\right.}\left|K\left(P, Q_{2}\right)\right| d P \leqslant c(\log j+c) 2^{-a j} .
$$

In making the estimates for the region II, we shall consider $Q_{1}$ as fixed; then we can think of $\left[\sigma_{1}, z_{1}\right]$ as coordinates specifying the point $P$. Also [ $\sigma_{2}, z_{2}$ ] (which were originally the coordinates of $Q_{2}$ in the coordinate system centered at $P$ ), can be thought of as functions of $P$, and hence of $\left[\sigma_{1}, z_{1}\right]$.

Let us observe that if we are in the region II, then whenever $\sigma_{1} /\left|z_{1}\right|^{2} \approx 2^{-j}$, then also $\left.\sigma_{2}| | z_{2}\right|^{2} \approx 2^{-j}$. In fact $\left|z_{1}-z_{2}\right| \leqslant c d\left(Q_{1}, Q_{2}\right)$ (see (3.23)), so

$$
\left|z_{1}-z_{2}\right| \leqslant c a \leqslant c \underline{c} 2^{-j} d\left(P, Q_{1}\right) \leqslant c^{\prime} \underline{c} 2^{-j}\left|z_{1}\right|
$$

Thus if $\underline{c}$ is sufficiently small, then $\left|z_{2}\right| \approx\left|z_{1}\right|$. Next, again by (3.23), $\left|\sigma_{1}-\sigma_{2}\right| \leqslant c\left(a^{2}+\left|z_{1}\right| a\right)$, and since as we have seen $a \leqslant c c^{-j}\left|z_{1}\right|$, with $c$ small, we get $\left|\sigma_{2}\right| \approx 2^{-j}\left|z_{2}\right|$. The same argument shows that if $[\sigma, z]$ are the points in the line segments joining $\left[\sigma_{1}, z_{1}\right]$ to $\left[\sigma_{2}, z_{1}\right]$ and $\left[\sigma_{2}, z_{1}\right]$ to $\left[\sigma_{2}, z_{2}\right]$ then $|\sigma| /|z|^{2} \approx 2^{-j}$ throughout.

Now

$$
K^{j}\left(P, Q_{1}\right)-K^{j}\left(P, Q_{2}\right)=M\left(P, \sigma_{1}, z_{1}\right) \psi_{j}\left(\sigma_{1} /\left|z_{1}\right|^{2}\right)-M\left(P, \sigma_{2}, z_{2}\right) \psi_{j}\left(\sigma_{2} /\left|z_{2}\right|^{2}\right)=A+B
$$

where

$$
A=M\left(P, \sigma_{1}, z_{1}\right) \psi_{j}\left(\sigma_{1} /\left|z_{1}\right|^{2}\right)-M\left(P, \sigma_{2}, z_{1}\right) \psi_{j}\left(\sigma_{2} /\left|z_{1}\right|^{2}\right)
$$

and $B$ has a similar definition.
However (3.24) (c) allows us to make the following estimate:

$$
\begin{equation*}
|A| \leqslant c\left|z_{1}\right|^{-n-4}\left|\sigma_{1}-\sigma_{2}\right| 2^{(2-\alpha) j} \psi_{j}\left(\left|\sigma_{1}\right| /\left|z_{1}\right|^{2}\right) \tag{3.28}
\end{equation*}
$$

when $\tilde{\psi}_{j}$ is the characteristic function of the set $c_{1} 2^{-j}<\left.\left|\sigma_{1}\right|| | z_{1}\right|^{2}<c_{2} 2^{-j}$ for two appropriate constants $c_{1}$ and $c_{2}$.

Also by (3.24)(a) we can say that

$$
|A| \leqslant c\left|z_{1}\right|^{-n-2} \cdot 2^{(1-\alpha) j} \tilde{\psi}_{j}\left(\left|\sigma_{1}\right| /\left|z_{1}\right|^{2}\right)
$$

Combining these two yields

$$
\begin{equation*}
|A| \leqslant c\left|z_{1}\right|^{-n-2-2 \varepsilon}\left(\left.\left|\sigma_{1}-\sigma_{2}\right|\right|^{j}\right)^{\varepsilon} 2^{(1-\alpha) j} \psi_{j}\left(\left|\sigma_{1}\right| /\left|z_{1}\right|^{2}\right), \quad 0 \leqslant \varepsilon \leqslant 1 \tag{3.29}
\end{equation*}
$$

However $\left|\sigma_{1}-\sigma_{2}\right| \leqslant c\left(a^{2}+a\left|z_{1}\right|\right)$, by (3.23) as we have already remarked, therefore, since $\left|z_{1}\right| \geqslant c a$, we get

$$
\begin{equation*}
|A| \leqslant c\left|z_{1}\right|^{-n-\varepsilon} a^{\varepsilon} 2^{\varepsilon j} 2^{(1-\alpha) j} \psi_{j}\left(\left|\sigma_{1}\right| /\left|z_{1}\right|^{2}\right) \tag{3.30}
\end{equation*}
$$

Thus

The same estimate holds for the contribution of $B$ (here we use (3.24)(b) instead of (3.24)(c), and things are even a littler simpler). Altogether then (taking into account (3.27)), we have

$$
\begin{equation*}
\int_{d\left(P, Q_{1}\right) \geqslant \bar{c} d\left(Q_{1}, Q_{2}\right)}\left|K^{j}\left(P, Q_{1}\right)-K^{j}\left(P, Q_{2}\right)\right| d P \leqslant c\left(\log j \cdot 2^{-a j}+2^{\varepsilon j 2^{-a j}}\right) \tag{3.31}
\end{equation*}
$$

whenever $0<\varepsilon \leqslant 1$. Now we merely need to take $0<\varepsilon<\alpha$ and sum in $j$ (the term $j=0$ is
dealt with separately via inequalities (3.25); the argument is the same as before, but is now in its simplest form). The conclusion is (3.26) and Lemma 4 is proved.

We can now invoke the theory of singular integrals in the setting for which there is a quasi-metric $d(P, Q)$ of the type we have used (see e.g. Coifman and Weiss [8], Chapter III). We observe that our proof of (3.26) showed that $A=A_{\gamma}$ grows only linearly in $\beta=\operatorname{Im}(\gamma)$, as $\beta \rightarrow \infty$, when $\operatorname{Re}(\gamma)>0$, and by (3.18), (3.19) the operator $T_{\gamma}$ is bounded on $L^{2}$ for $\operatorname{Re}(\gamma)>0$, with bounds growing at most polynomially in $\beta$. The conclusion is that $T_{\gamma}$ is bounded in $L^{p}, 1<p \leqslant 2, \operatorname{Re}(\gamma)>0$, again with bounds growing at most polynomially with $\beta$. Invoking (3.18) (3.19) this time with $\operatorname{Re}(\gamma)<0$ we get that $R=T_{0}$ is bounded on $L^{p}, 1<p \leqslant 2$. The case $2 \leqslant p<\infty$ is handled by duality. That this can be done is an immediate consequence of the Observations 2 and 3 of Section 1. The proof of Theorem 3 is complete.

We can now give the
Proof of Theorem A (case (b)): Let $\mathscr{C}_{1} \subset \subset \mathscr{C}_{2}$ be small neighborhoods of the diagnonal in $\mathscr{C}$, and $\chi(P, Q)$ a $C^{\infty}$ function which is 1 in $\mathscr{C}_{1}$ and 0 outside $\mathscr{C}_{2}$. Then $R f$ may be decomposed as

$$
\begin{aligned}
(R f)(P) & =\int_{\Omega_{P}} \chi(P, Q) K(P, Q) f(Q) d \sigma_{P}(Q)+\int_{\Omega_{P}}[1-\chi(P, Q)] K(P, Q) f(Q) d \sigma_{P}(Q) \\
& \equiv\left(R_{1} f\right)(P)+\left(R_{2} f\right)(P)
\end{aligned}
$$

The density $(1-\chi(P, Q)) K(P, Q)$ is smooth with $C^{0}$ norms bounded by $c\|K\|^{0,0}$. Thus we may write using the fact that the support of $u$ is included in the compact set $\bar{\Omega}_{1}$

$$
\begin{aligned}
\int_{\Omega_{2}}\left|R_{2} f(P)\right|^{p} d v & \leqslant C_{K} \int_{\Omega_{2}}\left[\int_{\Omega_{P}}|f(Q)| d \sigma_{P}(Q)\right]^{p} d v(P) \\
& \leqslant C_{K} \int_{\Omega_{2}}\left[\int_{\Omega_{P \cap(\text { suppu }}} d \sigma_{P}(Q)\right]^{p / q}\left(\int_{\Omega_{P}}|f(Q)|^{p} d \sigma_{P}(Q)\right) d v(P) \\
& \leqslant C_{\Omega_{1}, K} \int_{\Omega_{2}} \int_{\Omega_{P}}|f(Q)|^{p} d \sigma_{P}(Q) d v(P) \\
& =C_{\Omega_{1}, K} \int_{\mathscr{C}_{n\left(\Omega_{2} \times \Omega\right)}}|f(Q)|^{p} d_{\sigma}(P, Q) \\
& =C_{\Omega_{1}, K} \int_{\Omega} \mid f(Q)^{\mid p}\left(\int_{\Omega_{Q}^{*} \cap \Omega_{2}} d \sigma_{Q}(P)\right) d Q \\
& \leqslant C_{\Omega_{1}, \Omega_{2}, K}\|f\|_{L^{p}\left(\Omega_{1}\right)}^{p}
\end{aligned}
$$

Turning to $R_{1}$, we may assume that $\Omega_{1}=\Omega_{2}$, and by use of a partition of unity, that they are contained in coordinate patches. If the support of $\chi$ is narrow enough, the coordinate patches may be taken as in the Corollary in Section 1, with condition (1.8) holding uniformly in the sense that $\operatorname{det}\left(\partial^{2} S / \partial x_{j} \partial y_{k}\right)$ is bounded away from 0 by a fixed constant. In terms of these coordinates, the density $K$ on $\mathscr{C}$ can be written as a $C^{\infty}$ function $K(t, x ; z)$ and its seminorms as an admissible density are routinely checked to be equivalent to the best constants $A_{\alpha, \beta, \gamma}$ satisfying (3.3) and (3.4). Thus $R_{1}$ reduces to an operator of the form (*) defined at the beginning of this section, the desired hypotheses hold, and Theorem 3 applies. This proves part (b) of Theorem A. Part (a) follows from part (b) by standard approximation procedurs.
Q.E.D.

## 4. The maximal function

Our setting is as before in $\S 2$, but now at each $P$ we consider the ball of radius $\varepsilon>0$, on $M_{P}$ centered at $P$. We let $A_{\varepsilon}(f)$ denote the "average" of $f$ over this ball and we are concerned with $\lim _{\varepsilon \rightarrow 0} A_{\varepsilon}(f)$ and $\sup _{\varepsilon>0}\left|A_{\varepsilon}(f)\right|$.

Following the localization we have used in §3, we define (on $\mathbf{R}^{n+1}$ ), the operator $A_{\varepsilon}$ as follows

$$
\begin{equation*}
A_{\varepsilon}(f)(t, x)=\int \delta(t-s-S(t, x, y)) \psi_{\varepsilon}(x-y) \eta(t, x) f(s, y) d s d y \tag{4.1}
\end{equation*}
$$

Here $\psi_{\varepsilon}(u)=\psi(u / \varepsilon) \varepsilon^{-n}$, where $\psi$ is a fixed $C_{0}^{\infty}$ function on $\mathbf{R}^{n}$ supported in $|u| \geqslant 1$, $\psi \geqslant 0, \int \psi d x=1$; and $\eta$ is a fixed cut-off function of compact support.

We shall have to compare the averages $A_{\varepsilon}$, with others which can be handled by more standard methods. Thus we define

$$
\begin{equation*}
B_{\varepsilon}(f)(t, x)=\int \varphi_{\varepsilon}(t-s-S(t, x, y)) \psi_{\varepsilon}(x, y) \eta(t, x) f(s, y) d s d y \tag{4.2}
\end{equation*}
$$

where $\varphi_{\varepsilon}(u)=\varepsilon^{-2} \varphi\left(u / \varepsilon^{2}\right)$, with $\varphi$ a fixed $C^{\infty}$ function in $\mathbf{R}^{1}, \varphi \geqslant 0, \int_{-\infty}^{\infty} \varphi(u) d u=1$.
The averages (4.2) correspond essentially to mean-values taken over the balls used in $\S 3$ above and defined by (3.22).

The basic estimate we shall make will be in terms of a square function $G$, defined by

$$
\begin{equation*}
G(f)(\varepsilon, x)=\left(\int_{0}^{1}\left|A_{\varepsilon}(f)-B_{\varepsilon}(f)\right|^{2} \frac{d \varepsilon}{\varepsilon}\right)^{1 / 2} . \tag{4.3}
\end{equation*}
$$

Theorem 4. Assume $n \geqslant 2$, then

$$
\|G(f)\|_{p} \leqslant A_{p}\|f\|_{p}, \quad 1<p \leqslant 2
$$

The way to deal with the function $G$ is to consider a closely related linear operator $T$ from $L^{p}\left(\mathbf{R}^{n+1}\right)$, to $L^{p}\left(\mathbf{R}^{n+1}, \mathscr{H}\right)$ where $\mathscr{H}$ is the Hilbert space $L^{2}(d \varepsilon / \varepsilon,(0,1)) . T$ is defined by

$$
(T f)(t, x, \varepsilon)=\int\left(\delta(t-s-S(t, x, y))-\varphi_{\varepsilon}(t-s-S(t, x, y)) \psi_{\varepsilon}(x-y) \eta(t, x) f(s, y) d s d y\right.
$$

where we consider the right side of (4.4) as a function on the $(t, x)$ space (i.e. $\mathbf{R}^{n+1}$ ) with values in $L^{2}(d \varepsilon / \varepsilon,(0,1))$.

We shall also use the "pseudo-differntial" version of (4.4), in analogy with §3, where

$$
\begin{equation*}
(T f)(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i \lambda t} a(t, \lambda) \hat{f}(\lambda) d \lambda \tag{4.5}
\end{equation*}
$$

where $\hat{f}(\lambda)$ is a function which for each $\lambda$ takes its values in the Hilbert space $L^{2}\left(\mathbf{R}^{n}\right)$, with $\hat{f}(\lambda)=\hat{f}(\lambda, y)$. Also $a(t, \lambda)$ is for each $(t, \lambda)$ an operator from $L^{2}\left(\mathbf{R}^{n}\right)$ to $L^{2}\left(\mathbf{R}^{n}\right) \times L^{2}(d \varepsilon / \varepsilon,(0,1)) ; a(t, \lambda)$ has as its kernel representation:

$$
\begin{equation*}
a(t, \lambda) f(x)=\left(1-\hat{\varphi}\left(\varepsilon^{2} \lambda\right)\right) \int_{\mathbf{R}^{n}} e^{i \Delta S(t, x, y)} \psi_{\varepsilon}(x, y) \eta(t, x) f(y) d y \tag{4.6}
\end{equation*}
$$

Together with the operator $T$, we shall consider an analytic family of operators $T_{\gamma}$, such that $T_{0}=T$. The operator $T_{\gamma}$ will be defined in analogy with $T$ (see (4.5)). However now its symbol $a_{\gamma}(t, \lambda)$ will be the operator from $L^{2}\left(\mathbf{R}^{n}\right)$ to $\left.L^{2}\left(\mathbf{R}^{n}\right) \times L^{2}(d \varepsilon / \varepsilon),(0,1)\right)$ which has as its kernel representation

$$
\begin{equation*}
a_{\gamma}(t, \lambda)=\left(1+\varepsilon^{4} \lambda^{2}\right)^{-\gamma / 2} a(t, \lambda) \tag{4.7}
\end{equation*}
$$

In analogy with Section 3 and in particular with (3.8) we shall prove for $a_{\gamma}(t, \lambda)$ the estimate

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial \lambda}\right)^{l} a_{\gamma}(t, \lambda)\right\|_{\mathrm{op}} \leqslant A_{\gamma}(1+|\lambda|)^{k / 2-l / 2} \tag{4.8}
\end{equation*}
$$

when $k+l<n+2 \operatorname{Re}(\gamma)$.
For this it will suffice (using the notation of Proposition 1) to consider the operators $\hat{B}_{\gamma}(\lambda)\left(\right.$ from $L^{2}\left(\mathbf{R}^{n}\right)$ to $L^{2}\left(\mathbf{R}^{n}\right) \times L^{2}(d \varepsilon / \varepsilon,(0,1))$ given by

$$
\left(\tilde{\boldsymbol{B}}_{\gamma}(\lambda)\right)(f)(x, \varepsilon)=\left(1-(\hat{\varphi})\left(\varepsilon^{2} \lambda\right)\right)\left(1+\varepsilon^{4} \lambda^{2}\right)^{-\gamma / 2} \int_{\mathbf{R}^{n}} e^{i \lambda \Phi(x, y)} \psi_{\varepsilon}(x, y) f(y) d y
$$

where $\psi_{\varepsilon}(x, y)$ is supported in $|x-y| \leqslant \varepsilon$, with $0<\varepsilon \leqslant 1, \psi_{\varepsilon}$ satisfies the estimates

$$
\left|\left(\frac{\partial}{\partial x}\right)^{\alpha}\left(\frac{\partial}{\partial y}\right)^{\beta} \cdot \psi_{\varepsilon}(x, y)\right| \leqslant A_{\alpha, \beta} \varepsilon^{-n-|a|-|\beta|+\delta}
$$

Under these assumptions we shall show that

$$
\begin{equation*}
\left\|\tilde{B}_{\gamma}(\lambda)\right\|_{\mathrm{op}} \leqslant A(1+|\lambda|)^{-\delta / 2} \tag{4.9}
\end{equation*}
$$

when

$$
-1<\delta<n+2 \operatorname{Re}(\gamma)
$$

Writing out

$$
\int_{0}^{1} \int_{\mathbf{R}^{n}}\left|\tilde{B}_{\gamma}(f)(x, \varepsilon)\right|^{2} d x \frac{d \varepsilon}{\varepsilon}
$$

shows that it equals

$$
\iint_{\mathbf{R}^{n} \times \mathbf{R}^{n}} L_{\lambda}^{\gamma}(x, y) f(x) f(y) d x d y
$$

where the kernel $L_{\lambda}^{\gamma}$ is given by

$$
L_{\lambda}^{\gamma}(x, y)=\int_{0}^{1}\left|1-\hat{\varphi}\left(\varepsilon^{2} \lambda\right)\right|^{2}\left(1+\varepsilon^{4} \lambda^{2}\right)^{-\operatorname{Re}(\gamma)} I_{\lambda}^{\gamma}(x, y, \varepsilon) \frac{d \varepsilon}{\varepsilon}
$$

where

$$
I_{\lambda}^{\gamma}(x, y, \varepsilon)=\int_{\mathbf{R}^{n}} e^{i\{\{(\bar{z}, x)-\Phi(z, y)\}} \psi_{\varepsilon}(z, x) \psi_{\varepsilon}(z, y) d z
$$

Now in view of our assumptions on $\psi_{\varepsilon}$ it is obvious that

$$
\left|I_{\lambda}^{\gamma}\right| \leqslant A \varepsilon^{-n+2 \delta} \chi_{\varepsilon}(x-y)
$$

where $\chi_{\varepsilon}(u)$ is the characteristic function of the ball $|u| \leqslant 2 \varepsilon$. Invoking the integration-byparts argument preceeding (3.12) then shows that

$$
\begin{equation*}
\left|I_{\lambda}^{\gamma}(x, y, \varepsilon)\right| \leqslant A_{N} \varepsilon^{-n+2 \delta}(1+\varepsilon|\lambda||x-y|)^{-N} \chi_{\varepsilon}(x-y) \tag{4.10}
\end{equation*}
$$

for every $N \geqslant 0$. Thus since

$$
\left|1-\hat{\varphi}\left(\varepsilon^{2} \lambda\right)\right|^{2} \leqslant A \frac{\varepsilon^{4} \lambda^{2}}{1+\varepsilon^{4} \lambda^{2}}
$$

(recall that $\varphi \in C_{0}^{\infty}$, and $\hat{\varphi}(0)=1$ ), we have

$$
\begin{equation*}
\left|L_{\lambda}^{\gamma}(x, y)\right| \leqslant A_{N} \int_{|x-y| / 2}^{1} \varepsilon^{-n+3+2 \delta_{\lambda}} \lambda^{2}\left(1+\varepsilon^{4} \lambda^{2}\right)^{-\operatorname{Re} \gamma-1}(1+\varepsilon|\lambda||x-y|)^{-N} d \varepsilon \tag{4.11}
\end{equation*}
$$

Observe that if $|\lambda| \leqslant 1$, this shows that $\left|L_{\lambda}^{\gamma}(x, y)\right| \leqslant A|x-y|^{-n+2+2 \delta}$ since the function $L(u)$ which is $O\left(|u|^{-n+2+2 \delta}\right),|u| \leqslant 1$ and vanishes when $|u|>2$ is integrable when $\delta>-1$, we get $\left\|\tilde{B}_{\gamma}(\lambda)\right\|_{\mathrm{op}} \leqslant A$, when $|\lambda| \leqslant 1$, and $\delta>-1$.

To consider what happens when $|\lambda| \geqslant 1$, make the change of variables replacing $\varepsilon$ by $\varepsilon|\lambda|^{-1 / 2}$. Then the right side if (4.11) is majorized by $A_{N} \lambda^{n / 2-\delta} L^{\lambda}\left(|\lambda|^{1 / 2}(x-y)\right)$, with

$$
L^{\gamma}(u)=\int_{|u| 2}^{\infty} \varepsilon^{3-n+2 \delta}\left(1+\varepsilon^{4}\right)^{-\operatorname{Re}(\gamma)-1}(1+\varepsilon|u|)^{-N} d \varepsilon
$$

and $L^{\gamma}(u)$ is $O\left(|u|^{n-2 \delta+4 \operatorname{Re}(\gamma)}\right)$ when $|u|_{\rightarrow 0}$ and is $O\left(|u|^{-n-1}\right)$ if $N$ is sufficiently large, and this gives an integrable function over $\mathbf{R}^{n}$ when $-1<\delta<n+2 \operatorname{Re}(\gamma)$. This proves $\left\|\tilde{B}_{\gamma}(\lambda)\right\|_{\mathrm{op}} \leqslant A|\lambda|^{-\delta / 2}$ if $|\lambda| \geqslant 1$ under those conditions, and therefore (4.9) is proved.

As a consequence of this and in parallel with the argument leading to (3.18) (using pseudo-differential operators of class $S_{1 / 2,1 / 2}$ ) we obtain the $L^{2}$ estimates for our operator $T_{\gamma}$, namely

$$
\begin{equation*}
\left\|T_{\gamma}(f)\right\|_{2} \leqslant A(\gamma)\|f\|_{2} \tag{4.12}
\end{equation*}
$$

whenever

$$
\operatorname{Re}(\gamma)>(1-n) / 2
$$

We now pass to $L^{p}$ estimates for $T_{\gamma}$, when $\operatorname{Re}(\gamma)>0, \gamma=\alpha+i \beta$. To do this we write $T_{\gamma}$ in its kernel expression

$$
T_{\gamma}(f)(P, \varepsilon)=\int K_{\gamma}(P, Q, \varepsilon) f(Q) d Q
$$

where $K_{\gamma}$ is a function on $\mathbf{R}^{n+1} \times \mathbf{R}^{n+1} \times(0,1)$, and $d Q$ euclidean measure on $\mathbf{R}^{n+1}$. (Recall we are viewing $T_{\gamma}$ as an operator from scalar-valued functions on $\mathbf{R}^{n+1}$ to $L^{2}\left(d \varepsilon / \varepsilon,(0,1)\right.$-valued functions on $\mathbf{R}^{n+1}$.) Going back to the definitions ( $(4.4)$,
(4.5), (4.7)) used in (3.21) and the notation $\sigma=s+S(t, x, y)-t, z=y-x$, we see that we can write

$$
\begin{equation*}
K_{\gamma}(P, Q, \varepsilon)=\varepsilon^{-2} K_{\gamma}\left(\sigma / \varepsilon^{2}\right) \psi_{\varepsilon}(z) \cdot \tilde{\eta}(\sigma, z) \tag{4.13}
\end{equation*}
$$

Here

$$
K_{\gamma}(u)=\int_{-\infty}^{\infty} e^{-i u \lambda}\left(1+\lambda^{2}\right)^{-\gamma / 2}(1-\hat{\varphi}(\lambda)) d \lambda
$$

with $\psi_{\varepsilon}(z)=\varepsilon^{-n} \psi(z / \varepsilon)$, and $\psi$ a $C^{\infty}$ function with support in $|z| \leqslant 1$, and $\tilde{\eta}(\sigma, z)=\eta(t, x)$.
Now for $K_{\gamma}(u)$ we make the following estimates

$$
\begin{array}{cc}
\left|K_{\gamma}(u)\right| \leqslant A|u|^{-1+\operatorname{Re}(\gamma)}, \quad u \rightarrow 0, \quad K_{\gamma}(u) \text { rapidly decreasing as }|u| \rightarrow \infty \\
\left|\frac{\partial K_{\gamma}(u)}{\partial u}\right| \leqslant A|u|^{-2+\operatorname{Re}(\gamma)}, & u \rightarrow 0, \\
\frac{\partial K_{\gamma}(u)}{\partial u} \text { rapidly decreasing as }|u|^{\prime} \rightarrow \infty .
\end{array}
$$

In fact $K_{\gamma}$ equals a function in the space $\mathscr{S}$ plus a Bessel function for which the above estimates are well known (see e.g. [47], pp. 130-134).

Following closely the argument in Section 3 and using the parallel notation $M(P ; \sigma, z)$ for $K_{\gamma}(P, Q, \varepsilon)$, we claim

Lemma. The analogues of (3.24) and (3.25) hold for $M(P ; \sigma, z)$. It is understood that in the present context $|M(P ; \sigma, z)|$ stands for

$$
\left(\int_{0}^{1}\left|K_{\gamma}(P, Q, \varepsilon)\right|^{2} \frac{d \varepsilon}{\varepsilon}\right)^{1 / 2}
$$

with similar definitions for $\left|\partial M / \partial z_{j}(P ; \sigma, z)\right|$ and $|\partial M / \partial \sigma(P ; \sigma, z)|$.
Let us consider

$$
\int_{0}^{1}\left|K_{\gamma}(P, Q, \varepsilon)\right|^{2} \frac{d \varepsilon}{\varepsilon} .
$$

By (4.13), the fact that $\psi_{\varepsilon}(z)$ is supported in $|z|<\varepsilon$, and using (4.14) we see that

$$
\begin{aligned}
\int_{0}^{1}\left|K_{\gamma}(P, Q, \varepsilon)\right|^{2} \frac{d \varepsilon}{\varepsilon} & \leqslant c \int_{|z|}^{\infty} \varepsilon^{-2 n-4}\left|K_{\gamma}\left(\sigma / \varepsilon^{2}\right)\right|^{2} \frac{d \varepsilon}{\varepsilon} \\
& =c|\sigma|^{-n-2} J\left(|z| / \sigma^{1 / 2}\right)
\end{aligned}
$$

with

$$
J(u)=\int_{0}^{1 / u} \varepsilon^{2 n+4}\left|K_{\gamma}\left(\varepsilon^{2}\right)\right|^{2} \frac{d \varepsilon}{\varepsilon}
$$

Now $J(u)$ remains bounded as $u \rightarrow 0$, since $K_{\gamma}(u)$ is rapidly decreasing as $u \rightarrow \infty$. Moreover $J(u) \leqslant c u^{-2 n-4 \alpha}, \alpha=\operatorname{Re}(\gamma)$, since $\left|K_{\gamma}(u)\right| \leqslant|u|^{-1+\alpha}$. Thus the analogues of (3.24) (a), and (3.25) (a) are proved. The other inequalities are shown similarly, if one uses also ( $4.14^{\prime}$ ), and the lemma is proved.

If we then apply Lemma 4 of Section 3, and the theory of singular integrals as used above, one proves that $T_{\gamma}$ is bounded on $L^{p}, 1<p \leqslant 2$, when $\operatorname{Re}(\gamma)>0 .\left(^{1}\right)$ Arguing as near the end of Section 3, one can then prove using complex interpolation that $T_{0}=T$ is bounded on $L^{p}, 1<p \leqslant 2$.

This completes the proof of Theorem 4 , giving the $L^{p}$ inequality for the square function.

Corollary 1. Suppose $1<p \leqslant \infty$, and $M(f)(t, x)=\sup _{0<\varepsilon<1}\left|A_{\varepsilon}(f)(t, x)\right|$. Then $\|M(f)\|_{p} \leqslant A_{p}\|f\|_{p}$.

Proof. Since this result is clear when $p=\infty$, it suffices to prove it for $1<p \leqslant 2$. We may also assume that $f \geqslant 0$.

Let

$$
\tilde{M}(f)=\sup _{1 \geqslant \delta>0} \frac{1}{\delta} \int_{0}^{\delta} A_{\varepsilon}(f) d \varepsilon
$$

But

$$
\frac{1}{\delta} \int_{0}^{\delta} A_{\varepsilon}(f) d \varepsilon=\frac{1}{\delta} \int_{0}^{\delta}\left(A_{\varepsilon}(f)-B_{\varepsilon}(f)\right) d \varepsilon+\frac{1}{\delta} \int_{0}^{\delta} B_{\varepsilon}(f) d \varepsilon
$$

The second term on the right is majorized by the usual maximal function associated to the balls corresponding to the metric $d$ given by (3.22). For it the Vitali covering arguments hold (see [8]), therefore

$$
\sup _{1 \geqslant \delta>0}\left|\frac{1}{\delta} \int_{0}^{\delta} B_{\varepsilon}(f) d \varepsilon\right|
$$

[^1]is bounded in $L^{p}, 1<p$. However if $0<\delta<1$
$$
\left|\frac{1}{\delta} \int_{0}^{\delta} A_{\varepsilon}(f)-B_{\varepsilon}(f) d \varepsilon\right| \leqslant\left(\int_{0}^{1}\left|A_{\varepsilon}(f)-B_{\varepsilon}(f)\right|^{2} \frac{d \varepsilon}{\varepsilon}\right)^{1 / 2}=S(f) .
$$

Thus by Theorem 4, $f \rightarrow M(f)$ is bounded on $L^{p}, 1<p \leqslant 2$. On the other hand $A_{\varepsilon}(f) \geqslant c A_{\delta}(f)$ if $\delta \leqslant \varepsilon \leqslant 2 \delta$, so that

$$
\frac{1}{2 \delta} \int_{0}^{2 \delta} A_{\ell}(f) d \varepsilon \geqslant \frac{1}{2 \delta} \int_{\delta}^{2 \delta} c A_{\delta}(f) d \varepsilon=c^{\prime} A_{\delta}(f)
$$

Thus $\sup _{0<\delta<1 / 2} A_{\delta}(f)$ is bounded on $L^{p}$. Finally, $\sup _{1 / 2<\delta<1} A_{\delta}(f) \leqslant c A_{1}(f)$, and this is easily seen to be bounded on $L^{p}$. Therefore the corollary is proved.

Corollary 2. Suppose $f \in L^{p}, 1<p \leqslant \infty$. Then

$$
\lim _{\epsilon \rightarrow 0} A_{\epsilon}(f)=f .
$$

This follows from the previous corollary in the usual way.
Proof of Theorem B. With Theorems 3 and 4, the proof of Theorem B is immediate. In fact, the same arguments used to handle $R_{2}$ in the proof of Theorem A shows that the operator $M_{2} f$ defined by

$$
\left(M_{2} f\right)(P)=\sup _{a \leqslant \delta \leqslant 1} \frac{1}{|B(p, \delta)|} \int_{B(P, \delta)}|f(Q)| d \sigma_{P}(Q)
$$

will send $L^{p}(\Omega)$ to $L^{p}\left(\Omega_{2}\right)$ for fixed $\alpha>0$. Taking $\alpha$ small enough and using a partition of unity the problem reduces to the study of averages over balls which are contained in coordinate patches of the type introduced in the Corollary of Section 1. We are brought back then to the setting of Theorems 3 and 4 (with a $C^{\infty}$ extra factor $\gamma(x, t ; y, s)$ under each integral which is due to changes of variables; such factors obviously do not affect the arguments there). The desired estimates follow.
Q.E.D.

## Appendix: Pseudo-differential operators of class $S_{1 / 2,1 / 2}$

In this appendix we describe a proposition giving the $L^{2}$ boundedness for pseudodifferential operators with operator-valued symbols of the class $S_{1 / 2,1 / 2}$, which is used in $\S \S 3$ and 4 above. Part of the complication of the formulation and proof of the result
below is due to the fact that we need to be conservative in the degree of smoothness required of our symbols.

First some preliminary definitions. $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ are two separable Hilbert spaces; $\mathscr{B}\left(\mathscr{H}_{1}, \mathscr{H}_{2}\right)$ denotes the bounded linear operators from $\mathscr{H}_{1}$ to $\mathscr{H}_{2}$, with norm $\|\cdot\|$. The space $L^{2}\left(\mathbf{R}^{n}, \mathscr{H}\right)$ consists of the usual square-integrable $\mathscr{H}$-valued functions on $\mathbf{R}^{n}$. When $0<m_{1}<1$, and $0<m_{2}<1$ we define $\Lambda^{m_{1}, m_{2}}$ to be the Banach space of functions a: $\mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathscr{B}\left(\mathscr{H}_{1}, \mathscr{H}_{2}\right)$ so that

$$
\begin{gather*}
\|a(x, \xi)\| \leqslant A, \quad\left\|\Delta_{x}^{h_{1}} a(x, \xi)\right\| \leqslant A\left|h_{1}\right|^{m_{1}}  \tag{A.1}\\
\left\|\Delta_{\xi}^{h_{2}} a(x, \xi)\right\| \leqslant A\left|h_{2}\right|^{m_{2}} \text { and }\left\|\Delta_{x}^{h_{1}} \Delta_{\xi}^{h_{2}} a(x, \xi)\right\| \leqslant A\left|h_{1}\right|^{m_{1}}\left|h_{2}\right|^{m_{2}} .
\end{gather*}
$$

Here $\Delta_{x}^{h_{1}}(b(x, \xi))=b\left(x+h_{1}, \xi\right)-b(x, \xi)$, etc. We take the norm of $\Delta^{m_{1}, m_{2}}$ to be the smallest $A$ for which the inequalities (A.1) hold. When $m_{1}, m_{2}$ are non-integral positive numbers we extend the definition of $\Delta^{m_{1}, m_{2}}$ by requiring that

$$
\begin{equation*}
\partial_{x}^{\beta} \partial_{\xi}^{\alpha} a(x, \xi) \in \Delta^{m_{1}-\left[m_{1}\right], m_{2}-\left[m_{2}\right]} \tag{A.2}
\end{equation*}
$$

for all $\alpha, \beta$, so that $|\alpha| \leqslant\left[m_{2}\right],|\beta| \leqslant\left[m_{1}\right]$ with $[m]$ denoting the largest integer in $m$. We take the norm of $a$ to be the sum of the norms (in $\Delta^{m_{1}-\left[m_{1}\right], m_{2}-\left[m_{2}\right]}$ ) of $\partial_{x}^{\beta} \partial_{\xi}^{\alpha} a(x, \xi)$, with $|\beta| \leqslant\left[m_{2}\right],|\alpha| \leqslant\left[m_{1}\right]$.

Next with $m_{1}$ and $m_{2}$ fixed we define the symbol class $S_{0,0}$ to consist of those $a$, for which $a \in \Delta^{m_{1}, m_{2}}$. In addition we define the symbol class $S_{1 / 2,1 / 2}$ as follows. Fix scalarvalued functions $\varphi, \psi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, so that $\varphi(\xi)=1$ for $|\xi|$ near $1, \varphi=0$, and $\psi=1$ near the origin. Then $a \in S_{1 / 2,1 / 2}$ if for each $0<u<1, a\left(u x, u^{-1} \xi\right) \varphi(u \xi) \in S_{0,0}$ uniformly (i.e. uniformly with respect to the $\Delta^{m_{1}, m_{2}}$ norm) in $u, 0<u \leqslant 1$, and $a(x, \xi) \psi(\xi) \in S_{0,0}$. It is not difficult to see that the definition given for $S_{1 / 2,1 / 2}$ is in fact independent of the particular $\varphi$ and $\psi$ used. We are interested in the operator.

$$
\begin{equation*}
(T f)(x)=\frac{1}{(2 \pi)^{n}} \int_{\mathbf{R}^{n}} e^{i \xi \cdot x} a(x, \xi) \hat{f}(\xi) d \xi \tag{A.3}
\end{equation*}
$$

defined for appropriate functions $f$ which take their values in $\mathscr{H}_{1}$. Then, of course, Tf will take its values in $\mathscr{H}_{2}$.

Proposition 1. Suppose $a \in S_{0,0}$, with $m_{1}>n / 2, m_{2}>n$. Then $T$ defined by (A.3) extends to a bounded operator from $L^{2}\left(\mathbf{R}^{n}, \mathscr{H}_{1}\right)$ to $L^{2}\left(\mathbf{R}^{n}, \mathscr{H}_{2}\right)$.

Proposition 2. Suppose $a \in S_{1 / 2,1 / 2}$, with $m_{1}>n / 2, m_{2}>n$. Then $T$ defined by (A.3) extends to a bounded operator from $L^{2}\left(\mathbf{R}^{n}, \mathscr{H}_{1}\right)$ to $L^{2}\left(\mathbf{R}^{n}, \mathscr{H}_{2}\right)$.

In the case $a$ is scalar-valued (i.e. $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ are one-dimensional) then a sharper result, requiring only $m_{1}>n / 2, m_{2}>n / 2$ holds, and this is essentially contained in Coifman and Meyer (see [7], Théorème 7, p. 30). However there is a difficulty in passing from the scalar case to the case of operator-valued symbols. It is this: Plancherel's theorem holds for vector-valued (more precisely, Hilbert-space valued) functions; but it fails for operator-valued functions, (unless one would substitute the Hilbert-Schmidt norm for the operator norm, which is inappropriate here). However given this caveat one can follow the broad lines of the argument in [7] to prove the above propositions. This we shall now outline.

For simplicity of presentation we shall restrict ourselves to the one-dimensional case, $n=1$, since anyway this is the case we apply above. The general case requires only slight changes. We can then take $m_{1}>1 / 2$, and $m_{2}>1$. For any non-negative $m$ we define $L_{m}^{2}(\mathbf{R}, \mathscr{H})$ to consist of those $f \in L^{2}(\mathbf{R}, \mathscr{H})$ for which

$$
\left(\int_{\mathbf{R}}\left(1+|\xi|^{2}\right)^{m}|\tilde{f}(\xi)|^{2} d \xi\right)^{1 / 2}=\|f\|_{L_{m}^{2}}<\infty .
$$

When $0<m<1$ an equivalent norm is given by

$$
\begin{equation*}
\left\{\int_{\mathbf{R}}|f(x)|^{2} d x+\int_{\mathbf{R}} \int_{\mathbf{R}}|f(x-y)-f(x)|^{2} \frac{d x d y}{|y|^{1+2 m}}\right\}^{1 / 2} \tag{A.4}
\end{equation*}
$$

(See [47], p. 139-140 in the scalar case; the proof is the same if $f$ takes its values in a Hilbert space.)

Lemma 1. Suppose $x \rightarrow a(x)$ takes its values in $\mathscr{B}\left(\mathscr{H}_{1}, \mathscr{H}_{2}\right)$ and $\|a(x)\| \leqslant A$, $\|a(x+h)-a(x)\| \leqslant A|h|^{m_{1}}, \quad x, h \in \mathbf{R}$. If $f \in L_{m}^{2}\left(\mathscr{H}_{1}\right)$ and $g(x)=a(x) \cdot f(x)$, the $g \in L_{m}^{2}\left(\mathscr{H}_{2}\right)$, whenever $0<m<1$ and $m<m_{1}$. Moreover, $\|g\|_{L_{m}^{2}} \leqslant A^{\prime}\|f\|_{L_{m}^{2}}$.

Proof. According to (A.4) it suffices to estimate

$$
\int_{\mathbf{R}}|g(x)|^{2} d x \text { and } \int_{\mathbf{R}} \int_{\mathbf{R}}|g(x-y)-g(x)|^{2} \frac{d x d y}{|y|+2 m} .
$$

We have $g(x-y)-g(x)=a(x-y) \cdot[f(x-y)-f(x)]+(a(x-y)-a(x)) \cdot f(x)$. Thus

$$
|g(x-u)-g(x)| \leqslant A|f(x-y)-f(x)|+A \min \left[1,|y|^{m_{1}}\right]|f(x)| .
$$

Also $|g(x)| \leqslant A|f(x)|$, and so the required estimates follow from the corresponding ones for $f$, in view of the fact that $m_{1}>m$.

Lemma 2. Suppose $f_{k} \in L_{m}^{2}(\mathscr{H}), m>1 / 2$ and $\Sigma\left\|f_{k}\right\|_{L_{m}^{2}}^{2}<\infty$. Then $f$ defined by

$$
\begin{equation*}
f(x)=\sum_{k} f_{k}(x) e^{i k x} \tag{A.5}
\end{equation*}
$$

belongs to $L^{2}(\mathscr{H})$, and

$$
\|f\|_{L^{2}(x)} \leqslant A\left(\sum_{k}\left\|f_{k}\right\|_{L_{m}^{2}(x)}^{2}\right)^{1 / 2}
$$

This is the "almost-orthogonality" lemma of [7, p. 13]. The proof in the Hilbert space case is the same as in the scalar-valued case.

Lemma 3. Suppose $a \in S_{0,0}$ (i.e. $a \in \Lambda^{m_{1}, m_{2}}$ ) with $m_{1}>1 / 2, m_{2}>1$. Also assume that $a(x, \xi)$ is supported in $|\xi|<1$. Then $T$ defined by (A.3) maps $L^{2}\left(\mathbf{R}, \mathscr{H}_{1}\right)$ to $L_{m}^{2}\left(\mathbf{R}, \mathscr{H}_{2}\right)$, if $m<m_{1}$; the bound depends only on $m$ and the norm of $a$.

We follow in part the proof in [7, p. 17]. Write

$$
\tilde{a}(x, \xi)=\sum_{k} a(x, \xi+2 k \pi)=\sum_{k} a_{k}(x) e^{i k \xi}
$$

with $a_{k}(x)=(1 / 2 \pi) \int_{0}^{2 \pi} \tilde{a}(x, \xi) \mathrm{e}^{-i k \xi} d \xi$. Also $a(x, \xi)=\tilde{a}(x, \xi) \varphi(\xi)$ where $\varphi$ is a suitable $C_{0}^{\infty}$ function. Then $T(f)=\tilde{T}(g)$, with $\hat{g}(\xi)=\varphi(\xi) \tilde{f}(\xi)$, and $\tilde{T}(g)=\Sigma_{k} a_{k}(x) \cdot g(x+k)$. Clearly $g$ belongs to $L_{m}^{2}$, for every $m$, and so do the $g(x+k), k \in \mathbf{Z}$ all with the same norm. However

$$
i k a_{k}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\partial}{\partial \xi} \tilde{a}(x, \xi) e^{-i k \xi} d \xi
$$

and

$$
i k\left(e^{i k h}-1\right) a_{k}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\frac{\partial}{\partial \xi} \tilde{a}(x, \xi+h)-\frac{\partial}{\partial \xi} \tilde{a}(x, \xi)\right) e^{-i k \xi} d \xi .
$$

Therefore $\left.\left|k\left(e^{i k h}-1\right)\right|\left|a_{k}(x) \| \leqslant A\right| h\right|^{m_{2}}$, for all $k \in \mathbf{Z}, \quad h \in \mathbf{R}$. It follows that $\left\|a_{k}(x)\right\| \leqslant A(|k|+1)^{-m_{2}}$, if we take $h=1 / k$. Similarly

$$
i k\left(e^{i k h_{2}}-1\right) \Delta_{x}^{h_{1}} a_{k}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \Delta_{x}^{h_{1}} \Delta_{\xi}^{h_{2}}\left(\frac{\partial}{\partial \xi} a(x, \xi)\right) e^{-i k \xi} d \xi
$$

from which we see that $\left\|\Delta_{x}^{h_{1}} a_{k}(x)\right\| \leqslant A\left|h_{1}\right|^{m_{1}}(|k|+1)^{m_{2}}$, because $a \in \Lambda^{m_{1}, m_{2}}$. Since $\Sigma 1 /(|k|+1)^{m_{2}}$ converges ( $m_{2}>1$ ), our conclusion follows from Lemma 1.

Proof of Proposition 1. (See [7], p. 15.) Fix a real $C_{0}^{\infty}$ function $\varphi$, supported in $|\xi| \leqslant 1$, so that $\Sigma_{k}(\varphi(\xi-k))^{2}=1$. Write $b_{k}(x, \xi)=a(x, \xi+k) \varphi(\xi)$, and $T_{k}$ the operator with symbol $b_{k}$. Define $f_{k}$ by $\hat{f}_{k}(\xi)=\varphi(\xi) \hat{f}(\xi+k)$. Then

$$
(T f)(x)=\sum T_{k}\left(f_{k}\right)(x) e^{i k x}
$$

and the proposition follows from Lemmas 2 and 3 , if we choose $m$ so that $1 / 2<m<m_{1}$, and observe that

$$
\begin{aligned}
\sum\left\|f_{k}\right\|_{L^{2}}^{2} & =\sum_{k} \int\left|\tilde{f}_{k}(\xi)\right|^{2} d \xi=\sum \int(\varphi(\xi-k))^{2}|\tilde{f}(\xi)|^{2} d \xi \\
& =\|f\|_{L^{2}}^{2}
\end{aligned}
$$

Proposition 2 follows from Proposition 1 exactly as in the argument given in [7, pp. 35-36].
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