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Hippocampal theta (5–10 Hz) and gamma (35–85 Hz) oscillations

depend on an inhibitory network of GABAergic interneurons. How-

ever, the lack of methods for direct and cell-type-specific interference

with inhibition has prevented better insights that help link synaptic

and cellular properties with network function. Here, we generated

genetically modified mice (PV-��2) in which synaptic inhibition was

ablated in parvalbumin-positive (PV�) interneurons. Hippocampal

local field potential and unit recordings in the CA1 area of freely

behaving mice revealed that theta rhythm was strongly reduced in

these mice. The characteristic coupling of theta and gamma oscilla-

tions was strongly altered in PV-��2 mice more than could be

accounted for by the reduction in theta rhythm only. Surprisingly,

gamma oscillations were not altered. These data indicate that syn-

aptic inhibition onto PV� interneurons is indispensable for theta- and

its coupling to gamma oscillations but not for rhythmic gamma-

activity in the hippocampus. Similar alterations in rhythmic activity

were obtained in a computational hippocampal network model

mimicking the genetic modification, suggesting that intrahippocam-

pal networks might contribute to these effects.

compartmental model � GABA � GABAA receptor � knockout �

network synchrony

How is information coded in the brain? Action potential firing
by individual neurons is certainly central but might not be

sufficient. Oscillations of the extracellular field potential may
provide temporal reference signals that allow efficient information
processing by spiking neurons (1–5). Multiple layers of information
could be encoded if the different rhythms interact. One example is
the coupling of hippocampal theta and gamma oscillations during
exploratory activity and paradoxical/rapid eye movement sleep
(6–9). Here, the power (or amplitude) of the gamma oscillations is
systematically modulated (coupled) during each theta cycle. Such
cross-frequency coupling may aid the execution of cognitive func-
tions such as working memory (10–15).

A striking feature of the hippocampal circuit is the web of
inhibition provided by diverse types of local GABAergic interneu-
rons and externally from the medial septum - diagonal band of
Broca (MS) (2, 16–19). Indeed, fast synaptic inhibition shapes both
theta and gamma oscillations and could also control cross-
frequency coupling (6, 16, 20–22). Because local GABAergic
interneuron subtypes fire with distinct phase-related patterns (2,
23–26), each subtype probably has a distinct role in orchestrating
and/or responding to the rhythm.

In this article we focus on parvalbumin-positive (PV�) inter-
neurons. In CA1, PV� cells comprise dendrite targeting bistratified
and possibly O-LM cells, and perisomatic targeting basket cells
(BCs) and axo-axonic cells (2). The latter 2 types are probably
important for generating the synchronous network activity. Each of
the perisomatic inhibitory PV� cells innervates �1000 pyramidal
cells (27, 28) and fires phase-locked to theta and gamma oscillations

evoking rhythmic perisomatic inhibitory postsynaptic currents (IP-
SCs) in the pyramidal cell layer (6, 7, 9, 24, 29). Via synaptic
GABAA receptors, PV� BCs reciprocally inhibit each other and
receive inhibition from the MS and other local interneurons (19, 20,
30). To investigate how GABAergic inhibition of PV� cells con-
tributes to the generation and coupling of theta and gamma oscillations
in the hippocampus, we selectively removed fast synaptic GABAergic
inhibition from these cells, using mouse transgenic methods.

Results

Selective Removal of the GABAA Receptor �2 Subunit from PV�

Neurons. PV� interneurons in the hippocampus express ���2-type
GABAA receptors (31, 32). The �2 subunit is essential to traffic and
to anchor the receptor to the postsynaptic membrane and it confers
full single channel conductance to the receptor (33, 34). Thus,
removing the �2 subunit impairs GABAA receptor function and
removes fast synaptic inhibition (35). To investigate the role of fast
synaptic inhibition of PV� interneurons in hippocampal network
activity, we selectively ablated the �2 subunit from these cells
(PV-��2 mice, see Materials and Methods for details) and thus
disconnected them from the fast inhibitory network.

Deletion of the �2 subunit was examined by in situ hybridisation
with a �2 subunit-specific probe (36). At the level of X-ray film
analysis, the hippocampus and neocortex of PV-��2 mice showed
a �2 mRNA signal comparable to littermate controls. This was
expected because PV� cells are a minority in these areas. However,
areas with a high number of PV� cells, such as the inferior
colliculus or cerebellum, showed a large reduction in the �2-specific
mRNA signal. No �2 mRNA was present in the reticular thalamus
of PV-��2 mice, which contains only PV� cells (Fig. S1). PV-��2

mice appeared normal in the first 3 postnatal weeks, but showed
reduced body weight, tremor and ataxia (probably because of the
loss of the �2 subunit in PV-expressing cells in motor areas) at P60.
PV-��2 mice had a normal life expectancy. General brain mor-
phology was unaltered in PV-��2 mice (Fig. S2). No difference in
number (81.8 � 4.9 vs. 80.5 � 8.1 cells per hippocampus; p � 0.8;
unpaired students t test), distribution and morphology of hippocam-
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pal PV� interneurons were detected between PV-��2 mice and
littermate controls, using light microscopy. In principle, other �
subunits in the GABAA receptor gene family could substitute for
the synaptic targeting function of �2 in PV-��2 mice. We thus
analyzed the expression of the �1 and �3 subunit genes by in situ
hybridisation but found no up-regulation of �1 or �3 subunit mRNA
in brains of PV-��2 mice (Fig. S3).

GABAA Receptor-Mediated Synaptic Inhibition of Fast-Spiking Inter-

neurons Is Lost in PV-��2 Mice. To confirm the loss of GABAA

receptor-mediated synaptic transmission onto PV� interneurons,
we performed whole-cell patch-clamp recordings in acute hip-
pocampal slice preparations from adult PV-��2 and control mice.
IPSCs were recorded in CA1 BCs during extracellular stimulation
and peak amplitude and decay time constant of IPSCs were
compared with data obtained from recordings in pyramidal cells
(PCs) under identical extracellular stimulation conditions (Fig. 1,
see Materials and Methods for details).

In control mice both BCs and PCs had fast IPSCs with compa-
rable peak amplitudes (250.3 � 24.7 pA vs. 192.8 � 29.9 pA; p �

0.9; n � 4). The average decay time constant was approximately
2-fold faster in BCs than in PCs (BC: 4.3 � 0.5 vs. PC: 8.05 � 1.1
ms; p � 0.021; n � 4; Fig. 1 B and C). In contrast, fast IPSCs were
absent in 5 of 6 BCs in PV-��2 mice. Instead, currents with small
peak amplitudes (25.7 � 9.8 pA) and slow variable decay time
constants (23.9 � 5.9 ms) were seen (Fig. 1 B–E). These currents
were blocked by bicuculline (n � 3; data not shown) and may reflect
spillover of synaptically released GABA onto low-conductance
extrasynaptic �� subunit-containing GABAA receptors (33). Ac-
cordingly, in PV-��2 mice the peak amplitude of inhibitory re-
sponses was markedly smaller in BCs than in PCs (BC 25.7 � 9.8
pA vs. PC 215.4 � 45.7 pA, p � 0.0039, n � 6; Fig. 1 B and C) and
the remaining small inhibitory component was markedly slowed
down (decay time constant BCs: 23.9 � 5.9 ms vs. PC: 10.15 � 2.06
ms; p � 0.078; n � 6). When peak amplitudes of compound IPSCs
from all BCs of PV-��2 and littermate control mice were plotted
as a function of their corresponding decay time constants, data
distributed into 2 distinct groups (Fig. 1E). IPSCs in the first group
were characterized by large peak amplitudes (� 50 pA) and fast
decay time constants (� 10 ms) and included all BCs recordings
from control and 1 of 6 recordings from PV-��2 BCs. IPSCs in the
second group were characterized by a small peak amplitude (� 50
pA) and slow decay time constant (� 10 ms) and included 5 of 6
BC recordings from PV-��2 slices.

Theta Oscillations Are Reduced in PV-��2 Mice. Inhibitory control of
PV� interneurons has been suggested to be required for the
generation of hippocampal theta rhythm (19, 21, 22, 37). To test this
hypothesis we recorded local field potentials (LFP) and unit activity
in CA1 stratum pyramidale in behaving PV-��2 and control mice,
using wire electrodes during exploration in an open field and sleep
in a home cage. Theta oscillations (5–10 Hz) were strongly reduced
in PV-��2 mice (Fig. 2A and Fig. S4B). Power spectral density
(PSD) in the theta frequency band and its harmonics were several
fold reduced in PV-��2 mice (Fig. 2B). Integral PSD in the theta
band was significantly different between genotypes (8 control and
8 PV-��2 mice, F1,22 � 26.4, P � 0.0001, 2-way ANOVA). Con-
currently LFP amplitudes were markedly reduced (0.29 � 0.03 vs.
0.14 � 0.03 mV, F1,22 � 10.9, P � 0.01, ANOVA) and cycle duration
was increased (Fig. 2B, Upper Inset). The leading frequency of theta
oscillations was lower in PV-��2 mice by �1.5 Hz (F1,22 � 20.7, P �

0.001, Fig. 2B Lower Inset). The theta rhythm was also less stable
in PV-��2 mice. Frequency and amplitude variability of theta
oscillation were elevated in the PV-��2 mice (amplitude variance
was normalized by the mean amplitude: 0.09 � 0.01 vs. 0.13 � 0.01,
F1,22 � 16.2, P � 0.001; normalized frequency variance: 0.03 � 0.01
vs. 0.07 � 0.01 in control and PV-��2 mice respectively, F1,22 � 32.2,
P � 0.0001). Features of theta oscillations did not differ between

paradoxical sleep (PS) and waking in either genotype (p � 0.08,
ANOVA). Theta amplitude and frequency were different between
genotypes when similar values of the running speed were consid-
ered (data recorded in additional 3 control and 3 mutant mice, see
SI Results for details). Recordings with silicone probes indicated
that the changes in theta rhythm in PV-��2 mice were not restricted
to stratum pyramidale. Depth profiles of theta oscillations were
qualitatively similar between genotypes (2 animals per genotype)
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Fig. 1. Selective loss of fast synaptic inhibition onto CA1 BCs of PV-��2 mice. (A)

BCs in PV-��2 mice show typical fast, nonaccommodating discharge when depo-

larized with positive current injections. PV-��2 PCs have a typical slow-spiking

accommodating firing pattern. (B) Sequential recordings of compound IPSCs in

BCs (left traces) and PCs (right traces) in the CA1 region of control and PV-��2

hippocampal slices. Traces are averages of 20–30 sweeps. Note the difference in

peak amplitude and kinetics of BC and PC recordings from PV-��2 mice, and

between BC recordings from PV-��2 and control mice. (C) Summary bar graphs of

mean peak amplitude and average decay time constant of compound IPSCs.

Circles connected by lines represent sequential recordings. (D) Comparison of

mean peak amplitudes of compound IPSCs between BCs in control and PV-��2

mice. (E) Peak amplitudes of BC IPSCs from control (black circles) and PV-��2 mice

(red circles), plotted as a function of corresponding decay time constants (n � 10).

Data fell into 2 subgroups. The first group (gray area) contains IPSCs with peak

amplitudes �50 pA, decay time constants �10 ms. It contains all BC recordings from

control mice (n � 4) and 1 from PV-��2 mice. The second group (blue area) contains

IPSCs with peak amplitudes �50 pA, decay time constants �10 ms and contains 5 of

6BCrecordings inPV-��2 mice.Bars indicatemeanwithSEM.*,P�0.05;**,P�0.01.
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(Fig. 2C). Theta phase started to reverse in stratum radiatum and
was anti-phase in stratum lacunosum-moleculare and the hippocam-
pal fissure (�300 to 400 �m below stratum pyramidale). Notably, the
amplitude of theta oscillations tended to be lower in strata oriens and
lacunosum-moleculare in PV-��2 mice when normalized to the theta
amplitude in stratum pyramidale (Fig. 2C), suggesting that theta
impairment in PV-��2 mice involves all CA1 layers.

To assess rhythmic organization of neuronal activity during theta
oscillations we analyzed theta-phase distribution of neuronal dis-
charge. Because LFP theta did not differ between PS and waking
(see above) recordings from both states were pooled. The average
firing rates and the fast frequency discharge (exceeding 50 Hz) of
putative pyramidal cells did not differ significantly between geno-
types (p � 0.4, Fig. 2D). Pyramidal cells, however, fired higher rates
during theta epochs in PV-��2 mice than in controls (2.8 � 0.3 Hz,
n � 56 cells, in control vs. 3.8 � 0.4 Hz, n � 54 cells, in PV-��2, P �

0.01, t test). Pyramidal cells discharged with the maximal probability
at the end of the descending portion of the theta cycle in both
genotypes (Fig. 2E). The preferred discharge phase of individual
pyramidal cells was delayed in PV-��2 mice (36 � 4o vs. 9 � 9o before
theta trough in control, n � 45, and PV-��2, n � 27, respectively, P �

0.01). Theta rhythm modulated the firing of pyramidal cells in the
PV-��2 less than in controls (population modulation coefficients: 0.50,
control, vs. 0.37, PV-��2, P � 0.0001, paired t test).

Gamma Oscillations Are Intact in Behaving PV-��2 Mice. Fast gamma
oscillations (35–85 Hz) were largely unchanged in behaving PV-��2

mice. Integral gamma power and gamma wave amplitude and its
variability did not differ between genotypes (p � 0.1, ANOVA, Fig.
3 A and B and Fig. S5 A and B). The frequency (computed from
interpeak interval) of gamma oscillations tended to be slightly but
not significantly elevated in PV-��2 mice (F1,22 � 3.2, p � 0.09, Fig.
3C). Theta-associated gamma oscillations modulated discharge
probability of pyramidal cells in control and PV-��2 mice (Fig. 3D).
Pyramidal cells (n � 26, control, and n � 11, PV-��2) fired the
lowest number of spikes near the gamma peaks, whereas maximal
firing probabilities were broader distributed between �80o before
and �40o following gamma troughs (not significantly different between
genotypes). Pyramidal cells were similarly modulated by gamma oscil-
lations in control and PV-��2 mice (population modulation in pyra-
midal cells: 0.18 in control, vs. 0.16 in PV-��2, p � 0.2, paired t test).

Coupling of Theta and Gamma Oscillations Is Disrupted in PV-��2

Mice. In control mice gamma oscillations were strongly modulated
within the theta cycle with amplitude of gamma oscillation being
highest briefly after the peak of the theta cycle (�20o), as reported
in rodents for CA1 stratum pyramidale (6, 8, 38). This coupling
between theta and gamma oscillations was severely disrupted in
PV-��2 mice (Fig. 4). Amplitude modulation of gamma oscillations
was reduced more than 2-fold (F1,22 � 34.5, P � 0.0001, ANOVA,
Fig. 4 B and D). Near theta peaks, gamma amplitude was reduced,
whereas, close to theta troughs, it was markedly elevated. Also
theta-modulation of gamma oscillation frequency was almost 3-fold
lower in PV-��2 mice (F1,22 � 15.5, P � 0.001, ANOVA, Fig. 4 B
and D). The degree of uncoupling was similar during waking and
PS (p � 0.1, ANOVA, see also Fig. S6).

To test whether disrupted gamma modulation could simply be
caused by the observed alterations in theta rhythm, we analyzed
gamma amplitude and frequency distributions, using basic theta
oscillation features, such as cycle amplitude, frequency and their
normalized variances as explanatory variables (Fig. 4 C and D).
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Strong reduction of gamma modulation in PV-��2 mice was also
evident after adjustment for altered theta rhythm features (at least
P � 0.05, ANCOVA, see SI Results for details). Thus, PV-��2 mice
display two aspects of disrupted coupling between gamma and theta
oscillations: first, an overall effect due to attenuated theta rhythm and,
second, an effect not directly connected to alteration of theta-features,
most likely because of the disruption of the coupling mechanism.

To analyze the modulation of gamma activity during theta on the
level of unit activity we first established that higher amplitude
gamma cycles better modulate the discharge of concurrently active
pyramidal cells (r � 0.23, control, r � 0.13, PV-��2, P � 0.01). The
strength of this association did not differ between genotypes (z � 1.46,
p � 0.15). Consistent with the LFP findings, gamma modulation of
pyramidal cell (n � 41, control, and n � 39, PV-��2) discharge
periodically varied in theta cycles in controls but less regularly and
weaker in PV-��2 mice (Fig. 4E Upper, individual unit modulation
coefficients, 0.24 � 0.02 in control vs. 0.16 � 0.02 in PV-��2, P � 0.01,
t test, see SI Materials and Methods for detailed description of the
analysis). Therefore, the gamma modulation of spike timing of pyra-
midal cells as a function of the theta phase is impaired in PV-��2 mice.

Removal of Synaptic Inhibition onto PV� Cells in a Hippocampal

Network Model Reproduces Experimental Results. To see whether the
experimental findings could be accounted for by a theta rhythm
generated within the hippocampus we have generated a biophysical
CA1 network model. We adopt the same notation used by previous
modeling work (21, 22, 39–41) by calling the fast spiking PV� cells
‘‘I cells’’ (i.e., inhibitory cells) and the pyramidal cells ‘‘E cells’’ (i.e.,
excitatory cells). For the sake of model generality, we call the
hippocampal inhibitory cells that preferentially spike at theta
frequency T cells (‘‘theta cells’’), and we assume that these cells are
not the PV� interneurons. A recent computational study showed
that T cells can generate a coherent population theta rhythm when

they interact with the I cells, i.e., the existence of mutual T3 I and
I3 T connections was shown to be necessary in that model for a
coherent theta rhythm on the population level (40). We tested this
necessity in a model containing E cells and T and I cells. Fig. 5Ai
shows the network configuration of E, I and T cells. We represent
the E-cell population as a single cell firing at the population
frequency; thus this cell produces EPSPs in the I and T cells at
gamma frequency, as observed experimentally (42). Fig. 5A ii–iv
shows a typical result obtained (see also 22). The interplay between
the subnetwork consisting of I and T cells is able to produce the
theta rhythm, whereas the gamma is generated through a mecha-
nism requiring the E and I cell subnetwork. By means of a model
LFP (see Materials and Methods), we show that both gamma
amplitude and frequency are modulated by the theta phase in this
CA1 network model (Fig. 5C).

The PV-��2 network is then simulated by breaking T 3 I and
I3 I connections (Fig. 5B). Breaking T3 I attenuates the theta
rhythm (Fig. 5 B and C) because the T cells are no longer coherent
without this connection. The T cells can occasionally generate a
theta rhythm, however, this is unstable and less prominent when
compared with the control network (Fig. 5B). Also, the model
PV-��2 network reproduces the reduction of the theta peak
frequency observed experimentally (Fig. 5C). The reason for this is
that the I cells are prone to spike more without the T cell inhibition
and they then provide a greater level of inhibition onto the T cells,
diminishing their spike frequency. Also consistent with experimen-
tal results, we observed a large reduction in gamma amplitude and
frequency modulation by the theta phase in the PV-��2 network
(Fig. 5C). Note that the reduction of the gamma modulation by
theta is not due only to the reduction of the theta power, because
even for the periods when the T cells are able to create a coherent
theta rhythm, the lack of T3 I connections hinders the modulation
of the I cells by the theta.
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Fig. 4. Uncoupling of theta and gamma oscillations. (A) Representative signal examples recorded in CA1 stratum pyramidale in control and PV-��2 mice. (B)

Altered modulation of gamma amplitude and gamma frequency (mean � SEM) for all theta oscillation epochs detected during waking (see Fig. S6 for paradoxical

sleep statistics). (C) Group data showing average modulation of gamma amplitude (upper plots) and frequency (lower plots) for theta cycles of different

amplitudes (scaled by the ratio to the delta band activity) during waking. (D) Primary (related to plots in B) and theta-amplitude adjusted (ANCOVA adjusted

mean as shown by the smoothed plots in panel C) modulation coefficients. (E) Theta-periodicity of the gamma modulation depth (upper plot) and gamma-band

discharge frequency (lower plot) in pyramidal cells. *, P � 0.05; **, P � 0.01; ***, P � 0.001.
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In summary, the present computational model is consistent with
the experimental results; therefore the impairment of an intrahip-
pocampal mechanism of theta generation could be contributing to
the alterations in theta and theta-gamma coupling seen in vivo in
PV-��2 mice.

Discussion

In this study we have removed fast GABAA receptor mediated
inhibition from PV� interneurons. We found that theta oscillations
and physiological interactions between gamma and theta rhythms
depend on synaptic inhibition onto PV-expressing cells. At the same
time, generation of gamma oscillations does not require mutual
inhibition between PV� interneurons.

The MS is critical for the generation of hippocampal theta oscilla-
tions (16, 23, 43, 44). The MS provides cholinergic and GABAergic
input to the hippocampus. Whereas cholinergic neurons innervate both
principal cells and interneurons, GABAergic long-range projection
neurons from the MS, which are also PV�, terminate selectively on

hippocampal interneurons, including PV� BCs (18). Rhythmic inhi-
bition of PV� hippocampal interneurons by the MS at theta frequency
(19, 44) could cause rhythmic IPSPs in principal cells and the corre-
sponding theta dipole in the pyramidal cell layer (16). GABAergic
projections from the hippocampus to the MS (45) might contribute to
theta rhythm generation in the hippocampus (16, 46). Our data are
compatible with the prediction that interneuron-specific ablation of the
inhibitory septo-hippocampal projection may severely impair theta
rhythm in the hippocampus.

Apart from external sources of rhythmicity, hippocampal net-
works are prone to synchronize at theta frequency due to intrinsic
oscillatory and resonance properties of various neuronal classes.
How these classes contribute to theta in behaving animals is more
difficult to address; however, hippocampal slices can produce a
theta rhythm even when isolated from other brain structures (21,
41, 47). Various studies have investigated how intrahippocampal
theta is generated (21, 22, 40–42). Inhibitory interneurons like
O-LM and possibly R-LM cells that spike preferentially at theta
frequency (T cells) have been reported (21, 41, 42, 48, 49).
However, even if cells of a given type spike at theta frequency, this
does not imply that they can generate a coherent population theta
rhythm, because the cells might be spiking asynchronously. Thus, a
mechanism for synchronization of the theta spiking cells is needed.
A computational study has shown that T cells can generate a
coherent population theta rhythm when they interact with I cells
(40). We have explored this mechanism in the context of E, I and
T cell networks. Our simulation results showed that this simple CA1
network model can qualitatively reproduce the main experimental
findings in the PV-��2 animals: (i) a reduction in theta power; (ii)
reduction of theta modulation of gamma; (iii) a slower theta peak
frequency; (iv) an instability of the theta rhythm. Based on these
results, we hypothesize that impairment of the intrahippocampal
mechanism of theta generation, caused by the lack of inhibition
onto PV� cells, contributes to the observed findings.

Hippocampal gamma oscillations are thought to result from
interaction of pyramidal cells and interneurons but the role of
mutual inhibition between PV� interneurons has been a matter of
debate (2, 9, 20). Our results show that mutual inhibition is
dispensable for in vivo gamma oscillations and stress the impor-
tance of recurrent excitation and feed-back inhibition (9). In all
mammals examined, including humans, gamma oscillations are
modulated by concurrent theta rhythm (6–10, 50). This theta-
gamma coupling may serve as a general coding scheme that
coordinates distributed cortical areas, encodes serial information
and working memory, and aids theta phase precession of place cells
(5, 10–14, 21). Empirical evidence supports such proposals by
showing higher levels of theta-gamma coupling during cognitive
demands (10, 14). Here, we show that inhibition onto PV� inter-
neurons is required for theta-gamma coupling, even after control-
ling for the level of theta power (Fig. 4). These experimental results
can be reproduced by our simple computational model, in which the
source of inhibition resides within the hippocampus and is consti-
tuted by I cells (putative fast spiking, hence PV� interneurons) and
T cells (inhibitory cells that spike preferentially at theta frequency),
and in which the theta rhythm arises from their mutual interaction.
Furthermore, by suggesting an impairment of an intrahippocampal
mechanism of theta generation in PV-��2 mice, this model is also
consistent with the reduction of theta power observed in all CA1
layers, because interneurons targeting pyramidal cells at distinct
levels (e.g., soma, apical dendrites) would present reduced theta
coherence. We note, however, that the reduction of hippocampal
gamma power modulation by theta phase could also be explained
by the lack of theta inputs from an external pacemaker (e.g., from
GABAergic septal cells) onto I cells. Also the reduction in theta
oscillations could be caused by an impairment of the circuitry in the
MS: GABAergic projection neurons in the MS are also PV� and
will thus have lost reciprocal GABAergic inhibition and input from
hippocampo-septal projections. It is therefore likely that both extra

Fig. 5. Lack of inhibition onto I cells reproduces main experimental findings in

a simple biophysical CA1 model network. (A) (i) Network scheme showing the

synaptic connections among populations of distinct cell types in the model

wild-type (WT). (ii) Model LFP from the control network. Ten seconds of simula-

tion are shown (horizontal black bar denotes 1 s); note the existence of a

prominent and stable theta rhythm. (iii) Model control LFP in shorter time scale

showing gamma nesting in the theta rhythm (500 ms of simulation shown;

horizontal black bar denotes 100 ms). (iv) Representative control network spike

rastergram during 1 s of simulation (same color convention for the cells as in Ai).

Notethat theTcells (blue)generateacoherentpopulationthetarhythmandthat

the spikes of the I cells (red) are modulated by the theta rhythm. The E cell

population (black) activity is also shown. (B) (i) The PV-��2 network is obtained by

removing all of the inhibition onto the I cells (i.e., the T 3 I and the I 3 I

connections are cut). (ii) The theta rhythm becomes unstable and less prominent

than the WT network. (iii) PV-��2 LFP trace during a 500 ms period of high theta

amplitudeshowsdisruptedcouplingof thethetaandgammaoscillations. (iv) The

PV-��2 spike time rastergram further evidences that the T cells are no longer able

to maintain a coherent theta rhythm. (C) Group data of 50 simulations with

random initial conditions and E cell drive (each parameter set was simulated for

10 s). (i) Mean power spectral density showing reduced theta power and slower

theta peak frequency (Inset) in the PV-��2 network. (ii and iii) Averaged modu-

lation of gamma amplitude (ii) and frequency (iii) by the theta phase showing a

reduction of both couplings in the PV-��2 network. Further details about all of

the simulations used in this figure are exposed in Materials and Methods.
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and intra hippocampal factors contribute to the in vivo theta
alterations observed in the present study.

Our study provides the first functional evidence in vivo, using
cell-type-specific perturbation, for the role of inhibitory control
over PV� interneurons in the generation of theta but not gamma
oscillations and in the coupling of hippocampal rhythms across different
frequency bands. The extent to which hippocampal oscillations in
other frequency bands or network activity in other brain regions
rely on fast synaptic inhibition of PV� cells remains to be estab-
lished.

Materials and Methods

All procedures involving experimental mice had ethical approval from the

Regierungspräsidium Karlsruhe, Germany.

Generation of Mice with a Selective Loss of Synaptic Inhibition onto PV� Neurons.

Mice carrying a conditional allele of the GABAA receptor �2 gene (�2I77lox; 35)

were crossed with transgenic mice expressing Cre recombinase selectively in

parvalbumin-positive cells (PVCre mice; 51). All experiments were performed on

mice homozygous for the conditional �2 allele and hemizygous for the PVCre

transgene (PV-��2) and PVCre negative littermate controls. For details see SI

Materials and Methods.

In Situ Hybridization and Immunohistochemistry. In situ hybridization experi-

ments were carried out as described in ref. 36. See SI Materials and Methods

for oligonucleotide sequences and immunohistochemical procedures.

Whole-Cell Recordings. Whole-cell voltage clamp recordings were made in
acute transverse hippocampal slices (300 �m thickness) from brains of adult
mice as described in ref. 20. For details see SI Materials and Methods.

In Vivo Recordings. Wire electrodes (tetrodes or arrays of single wires) or
silicone probes were implanted above the hippocampus and subsequently
positioned in the CA1 pyramidal cell layer, using LFP and unitary activity as a
reference. Unitary and LFP signals were acquired during sleep and exploratory
behavior (see SI Materials and Methods).

Computer Modeling. We used single compartment models for the E, I and T cells.
All cells were modeled by using the Hodgkin-Huxley formalism. The model CA1
network consisted of 1 E, 5 I, and 15 T cells. A greater number of T cells was used
to allow the analysis of their synchrony. Detailed information about the model
cells and synapses, the model LFP, and numeric and random aspects of this work
can be found in SI Appendix. All simulations were carried out using the NEURON
simulation program (52).
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