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Abstract. Atmospheric greenhouse gas (GHG) concentra-
tions are at unprecedented, record-high levels compared to
the last 800000 years. Those elevated GHG concentrations
warm the planet and — partially offset by net cooling ef-
fects by aerosols — are largely responsible for the observed
warming over the past 150 years. An accurate representa-
tion of GHG concentrations is hence important to under-
stand and model recent climate change. So far, community
efforts to create composite datasets of GHG concentrations
with seasonal and latitudinal information have focused on

marine boundary layer conditions and recent trends since
the 1980s. Here, we provide consolidated datasets of histori-
cal atmospheric concentrations (mole fractions) of 43 GHGs
to be used in the Climate Model Intercomparison Project —
Phase 6 (CMIP6) experiments. The presented datasets are
based on AGAGE and NOAA networks, firn and ice core
data, and archived air data, and a large set of published
studies. In contrast to previous intercomparisons, the new
datasets are latitudinally resolved and include seasonality.
We focus on the period 1850-2014 for historical CMIP6
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runs, but data are also provided for the last 2000 years. We
provide consolidated datasets in various spatiotemporal res-
olutions for carbon dioxide (CO;), methane (CH4) and ni-
trous oxide (N,O), as well as 40 other GHGs, namely 17
ozone-depleting substances, 11 hydrofluorocarbons (HFCs),
9 perfluorocarbons (PFCs), sulfur hexafluoride (SF¢), nitro-
gen trifluoride (NF3) and sulfuryl fluoride (SO,F>). In ad-
dition, we provide three equivalence species that aggregate
concentrations of GHGs other than CO,, CH4 and N;O,
weighted by their radiative forcing efficiencies. For the year
1850, which is used for pre-industrial control runs, we es-
timate annual global-mean surface concentrations of CO, at
284.3 ppm, CH4 at 808.2 ppb and N, O at 273.0 ppb. The data
are available at https://esgf-node.llnl.gov/search/inputdmips/
and www.climatecollege.unimelb.edu.au/cmip6. While the
minimum CMIP6 recommendation is to use the global- and
annual-mean time series, modelling groups can also choose
our monthly and latitudinally resolved concentrations, which
imply a stronger radiative forcing in the Northern Hemi-
sphere winter (due to the latitudinal gradient and seasonal-

ity).

1 Introduction

Emissions from the burning of fossil fuels, deforestation,
agricultural activities and the production of synthetic green-
house gases (GHGs) are the primary reasons for the observed
increases in GHG concentrations, defined as mole fractions
in dry air. The elevated GHG concentrations induce a ra-
diative forcing that in turn would cause more than the ob-
served recent global warming if it were not for the cooling
effect by aerosols (Fig. TS.10 in IPCC WGI1 ARS5; IPCC,
2013). An accurate quantification of anthropogenic and nat-
ural climate drivers is crucial for general circulation and
Earth system models (ESMs). Simulations by these mod-
els for the historical time periods, e.g. since 1850, can only
be meaningfully compared to observations (e.g. surface tem-
perature, ocean heat uptake) to the degree that input forc-
ings are an accurate representation of the past. The diffi-
culty with many anthropogenic climate drivers is that their
global-mean magnitude, their latitudinal gradient and sea-
sonal cycle are uncertain further back in time, even for the
main GHGs carbon dioxide (CO;), methane (CH4) and ni-
trous oxide (N;O). Systematic observational efforts started
in 1957-1958, measuring CO» at the South Pole and Mauna
Loa observatories (Keeling et al., 2001). Measurements of
archived air, firn air and ice cores from both polar regions
provide records for the pre-observational time. To date, re-
constructions of millennial global-mean time series based on
ice and firn data have been performed, e.g. for CO, over
recent millennia (Ahn et al., 2012; MacFarling Meure et
al., 2006; Rubino et al., 2013). For the more recent past, sev-
eral studies investigated firn and ice data to constrain halo-
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carbons (Buizert et al., 2012; Martinerie et al., 2009; Miihle
et al., 2010; Sturrock et al., 2002; Trudinger et al., 2016),
some of them with hemispheric resolution. In terms of latitu-
dinally resolved monthly data, there have only been a few
synthesis products, namely for CO,, CH4 and N,O over
the instrumental record over the past 2040 years (NOAA,
2013; NOAA ESRL GMD, 2014a, b, c). For this recent
past, the World Data Centre for Greenhouse Gases (WD-
CGQG) (ds.data.jma.go.jp/gmd/wdcgg/) also provides a syn-
thesis with global and hemispheric means for CO,, CHy and
N>O (Tsutsumi et al., 2009). In light of the observational
gaps further back in time, some studies, such as Keeling et
al. (2011), used linear regressions between fossil fuel use and
latitudinal CO; concentration trends to separate natural from
anthropogenically induced effects, which allows us to infer
latitudinal gradients back in time.

In previous climate model inter-comparison projects
(Meehl et al., 2005), global-mean concentrations have been
prescribed (Meinshausen et al., 2011), with some models
constraining internally generated fields of GHG concen-
trations to match those global-mean values. Here, we up-
date those global-mean and annual-mean GHG concentration
time series for the historical period over years 0-2014, with
“historical” simulations in the CMIP6 model intercompari-
son (Eyring et al., 2016) focussed on the most recent period,
1850-2014. In addition, we provide hemispheric and latitudi-
nal monthly-resolved fields for 43 GHGs in total. In the past,
the large latitudinal and seasonal gradient of GHG radiative
forcing has not been consistently applied to model radiative
forcing and climate change. The new datasets provide a more
consistent starting point for climate model experiments. The
monthly and latitudinal resolution of this new GHG dataset
is designed to have a similar resolution to the monthly solar
forcing (Matthes et al., 2016) and monthly and latitudinally
resolved ozone and aerosol abundances. Many GHGs also
have significant longitudinal (land—ocean) and diurnal varia-
tions but we do not attempt to resolve them. Neither do we
provide vertical gradients of the GHG concentrations, and we
only discuss possible vertical extension methods (Sect. 4.1)
in case models do not have their own methods to derive ver-
tical gradients.

In this study, we compile one possible reconstruction of
latitudinally and monthly resolved fields, as well as global
annual means of surface GHG concentrations for 43 gases
from year O to 2014, as input for the forthcoming model
inter-comparison experiments that are part of the Phase-6
Coupled Model Intercomparison Project (CMIP6) (Eyring
et al., 2016). Specifically, we provide the pre-industrial con-
trol runs at 1850 forcing levels (“picontrol”), the experiment
with abruptly quadrupled CO; concentrations (“abrupt4x’),
the standard experiment of a 1 % annual CO, concentration
increase (“l1pct2co2”), and the historical runs that are driven
with best-guess estimates of historical forcings since 1850.
Species that are radiatively less important than CO;, CHy and
N>O (“importance” here being measured as radiative forcing
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exerted in year 2014 compared to 1750) are provided individ-
ually as well as aggregated as HFC-134a and CFC-12 equiv-
alent concentrations. The description of the datasets geared
towards CMIP6 modelling groups is provided in Sect. 4, in-
cluding a description of available data formats and CMIP6
minimum recommendations.

The design principle for this long-term dataset is to pro-
vide a plausible reconstruction of past GHG concentrations
to be used in climate models. Using various gap-filling pro-
cedures, reconstruction and extensions, this dataset aims to
reflect observational evidence of both recent flask and in situ
observations from the worldwide network of NOAA ESRL
and AGAGE stations, as well as Antarctic and Greenland
ice core and firn data over the last 2000 years, where avail-
able. Furthermore, many detailed literature studies (Arnold
et al., 2013, 2014; Aydin et al., 2010; Butler et al., 1999; Ivy
et al., 2012; Martinerie et al., 2009; Montzka et al., 2015;
Miihle et al., 2010; Oram et al., 2012; Sturrock et al., 2002;
Trudinger et al., 2004, 2016; Velders and Daniel, 2014;
Vollmer et al., 2016; Worton et al., 2006) for radiatively
less important species are compared with our data prod-
uct in the fact-sheet figures for the specific gases (Table 12
and Figs. S1-S40 in Supplement), or synthesized where di-
rect observational records from the above networks were not
available.

The predominant climate effect of GHG increases is
captured by the global- and annual-mean concentrations
throughout the atmosphere. The surface global- and annual-
mean concentrations provided here, in combination with the
models’ approximations for the vertical concentration pro-
file, are the minimum standard for CMIP6 models. Assim-
ilating a latitudinally and seasonally resolved data product
serves two purposes. Firstly, to derive the global and annual
means from sparse observations rests on knowledge or as-
sumptions about spatial and seasonal distributions. Secondly,
to open the opportunity for some modelling groups to go be-
yond the prescription of global- and annual-mean concentra-
tions.

Undoubtedly, some of the assumptions stretch into un-
known territory, such as the seasonality of the CO; concen-
trations in pre-observational times or the time variability of
latitudinal gradients, let alone the higher-frequency fluctu-
ations of global-mean concentrations during the time when
only ice core data are available. Errors in the historical forc-
ing do propagate and can hinder the comparison between
observations and models. This study therefore had to find a
workable compromise between providing a complete dataset
that covers the whole time and space domain and being as
close as possible to sometimes sparse observations. Hence,
the remaining uncertainties in concentration gradients should
be kept in mind, although they might not be of primary con-
cern in regard to the inter-comparison aspect of the multi-
model ensemble runs. Thus, while our CMIP6 community
dataset will improve on the global- and annual-mean time-
series prescribed for the last set of CMIP5 experiments on
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a number of key aspects, many research questions remain
open.

The underlying reasons for meridional gradients of
annual-mean concentrations are manifold (Keeling et
al., 1989a, b; Tans et al., 1989). For one, the sources of an-
thropogenic GHGs from fossil fuel burning and cement pro-
duction or industrial activities are not evenly distributed with
latitude, but concentrated in the mid-northern land masses.
In the case of CO,, emissions from deforestation are not
uniformly distributed with latitude either. The pattern of
land-use-related emissions is even less stationary, with CO»
uptakes and sources predominantly focussed in the mid-
northern latitudes up until earlier in the 20th century, shift-
ing more towards lower latitudes in recent decades (Hurtt et
al., 2011). This study uses an approach based on simple re-
gressions that implicitly rest on the assumption of a fixed
pattern approximation (such as Keeling et al., 2011). One
complication to retrieving the latitudinal pre-industrial CO;
concentration profile is that CO, fertilization and tempera-
ture effects on the carbon cycle, over both ocean and land,
change both the magnitude and spatial patterns of natural
CO; fluxes. Lastly, both the diurnal and seasonal cycle of
photosynthesis and its covariance with vertical atmospheric
mixing can have a pronounced effect on measured surface
concentrations (the so-called “rectifier” effect), increasing
annual mean northern hemispheric CO, surface concentra-
tions by up to 2.5 ppm (Denning et al., 1999).

To dissect and analyse the different causes for temporal
and spatial heterogeneity in surface concentrations, a rich
body of literature has analysed observed latitudinal and sea-
sonal gradients with various inversion techniques. Recent re-
search provides a clearer picture in regard to the causes of
the change in seasonality of CO, concentrations (Forkel et
al., 2016), a topic researched already in 1989 (Kohlmaier
et al., 1989) based on the CO; fertilization effect on north-
ern hemispheric terrestrial biota. Generally, the research into
meridional and seasonal variations employs various atmo-
spheric inversion techniques (Enting and Mansbridge, 1991,
1989; Enting et al., 1995; Enting, 1998; Rayner et al., 1999)
to match observed concentrations with source and sink pat-
tern estimates (Baker et al., 2006; Enting et al., 1995; Gur-
ney et al., 2002, 2003, 2004; Keeling et al., 1989a, b; Peylin
et al., 2013; Rayner et al., 1999; Tans et al., 1989, 1990a).
Similarly to CO», the spatial variation in CH4 concentrations
is used for model inversions to infer sources and sinks (Fung
et al., 1991; Kirschke et al., 2013).

There is a substantial lack of observational evidence
of both seasonality and latitudinal CO, gradients in pre-
industrial times. Given that atmospheric CO; is not well pre-
served in the Greenland ice (Anklin et al., 1995; Barnola et
al., 1995), the pre-observational north—south gradient can-
not be inferred or derived from the Greenland and Antarc-
tic ice core records. Alternatively, understanding biospheric
sink and source dynamics could provide vital evidence to
infer pre-industrial surface concentration patterns. In this
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study, we do not employ any such inversion models or re-
sults, and only note that our pre-industrial meridional and
seasonal variations should be regarded as highly uncertain.
However, some plausibility of the CO, gradients is gained by
comparison with some model studies (Sect. 5). High-latitude
records of CHy are available from both hemispheres (Mac-
Farling Meure et al., 2006; Mitchell et al., 2013; Rhodes et
al., 2013), allowing us to estimate pre-industrial large-scale
CHj4 concentration gradients.

2 Methods

To achieve the goals of this study, several analytical steps
were taken to assimilate the observational data. Global-mean
and annual-mean concentrations are of primary interest, but
the discussion also covers latitudinal and seasonal variations.
The assimilation procedure for sparse observational data re-
quires this spatio-temporal heterogeneity to be accounted for
to derive global and annual means.

We consider a total of 43 GHGs: CO,, CHy, N7O, a
group of 17 ozone-depleting substances (ODSs) made up
of 5 CFCs (CFC-12, CFC-11, CFC-113, CFC-114, CFC-
115), 3 HCFCs (HCFC-22, HCFC-141b, HCFC-142b), 3
halons (Halon-1211, Halon-1301, Halon-2402), methyl chlo-
roform (CH3CCls), carbon tetrachloride (CCly), methyl
chloride (CH3Cl), methylene chloride (CH,Cl,), chloro-
form (CHCI3), and methyl bromide (CH3Br), and 23
other fluorinated compounds made up of 11 HFCs (HFC-
134a, HFC-23, HFC-32, HFC-125, HFC-143a, HFC-152a,
HFC-227ea, HFC-236fa, HFC-245fa, HFC-365mfc, HFC-
43-10mee), 9 PFCs (CF4, CF¢, C3Fg, C4F1g, CsF12, CgF14,
C7F16, CgF]g, and C-C4Fg), NF3, SF6, and SOze.

All concentrations given here are dry air mole frac-
tions and we use “mole fractions” and “concentrations” in-
terchangeably and synonymously with “molar mixing ra-
tios”. For simplicity, we denote the dry air mole fractions
“umol mol™!”, “nmol mol~!" and “pmol mol~!" as parts per
million (ppm), parts per billion (ppb) and parts per trillion
(ppt), respectively. Note that dry air mole fractions are inde-
pendent of temperature and pressure, while volume mixing
ratios (e.g. ppmv) for mixtures of non-ideal real gases are
not, and at standard temperature and pressure conditions can
differ significantly from their corresponding mole ratios.

2.1 Summary of assimilation approach

We perform three consecutive steps to synthesize the global
mole fraction fields over the full-time horizon from year 0
to year 2014. First, we aggregate the available observational
data over the recent instrumental period. Second, we esti-
mate three components of the global surface concentration
fields from these data, namely global-mean mole fractions,
latitudinal gradients and seasonality. Third, we extend those
components back in time with — inter alia — ice core or firn
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data. The full historical GHG concentration field can then be
generated by the time-varying components.

Under this basic assimilation model, the concentration
Cd,1) at any point in time ¢ and in a latitudinal band / can
be written as follows:

C (1, 1) = Cglobal (1) + St (V) + L1 (), ()

where Cgjopal (7) is the global-mean dry air mole fraction at
time 7, Sl,m is the seasonality in each latitude / and month m,
and L; () is the latitudinal annual-mean deviation in year y
at latitude /. With this assimilation model, and the optimal
low rank approximations of seasonality and latitudinal gradi-
ents, a regularization of the data is performed by a principal
components analysis, which creates a degree of robustness
against data gaps or outliers. Other methods, like a harmonic
representation of station data, have, in principle, a simi-
lar smoothing and regularization effect (Masarie and Tans,
1995), although quantitative differences exist (Sect. 5.4).

A detailed data-flow diagram of how the historical GHG
mole fractions are derived in this study is provided in Fig. 1.
The subsequent section will describe the method step-by-step
as indicated by the green circles in Fig. 1 and also tabulated
for the three main GHGs in Table 1.

2.1.1 Step 1: aggregating raw station data

Atmospheric measurements are taken in remote environ-
ments or locations that are closer to pollution sources, in con-
tinental or marine areas, at different times of the day or night,
at different altitudes, and in different seasons of the year, of-
ten using different calibration scales. This poses challenges
for any synthesis of observational data.

The observational station data over the recent decades used
in this study are predominantly sourced from the networks
operated by NOAA (Earth System Research Laboratories:
ESRL) and AGAGE. In general, we use monthly station data
provided by the respective networks as a starting point. In
the case of the AGAGE network, monthly averages are pro-
vided with and without pollution events (http://agage.eas.
gatech.edu/data_archive/agage/ and http://cdiac.ornl.gov/ftp/
ale_gage_Agage/AGAGE/). We chose the monthly averages
that include pollution events (file-endings “.mop”, with the
exception of CH,Cly, in which case data issues warranted
the use of monthly station averages without pollution events).
The approach that we do not restrict our source data to back-
ground conditions is consistent with our approach elsewhere
— and the NOAA network monthly station averages — which
do not screen out pollution events (although the dominant
number of NOAA flask measurements will likely be biased
towards background conditions rather than pollution events
owing to their location and sampling protocols at most sites
focussed on collecting background air). In total, CO, data
from 81 stations from the NOAA flask network and 3 sta-
tions from the NOAA in situ data stations are used (Table 2).
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Figure 1. Data-flow diagram of how historical GHG concentrations are derived in this study. See text.

For CHy4, 87 sampling stations from the NOAA flask network
and 5 stations from the AGAGE in situ network are compiled
(Table 3). For N, O, data from flask and in situ measurements
at 13 stations of the NOAA HATS global network are com-
bined with data from 5 stations from the AGAGE network
(Table 4). For other gases, the AGAGE and NOAA coverage
and time frames vary, with individual station’s codes pro-
vided in the “f” panels of the individual gases’ fact sheets
(Figs. S1-S40). We provide references to the used NOAA
and AGAGE data in Table 12.

www.geosci-model-dev.net/10/2057/2017/

Calibration scales, i.e. the standardized gas mixtures that
allow us to calibrate the instrumentation used for in situ
or flask measurements, differ between the NOAA and
AGAGE networks. Gas measurements on different measure-
ment scales, even when using the same scales by different
laboratories, are subject to uncertainties (Hall et al., 2014).
For halocarbons, the difference in calibration scales has been
estimated as small, but not negligible, i.e. within 2.5 %, often
within 1 % (Rhoderick et al., 2015).
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Table 1. Derivation and construction of CMIP6 concentration fields for CO,, CH4 and N, O, as shown in Fig. 1 and described in Sect. 2.

Gas  Time Main data source Global and Seasonality Seasonality Latitudinal
period annual-mean S"l, m change AS; gradient L
Cglobal
CO; 1984to  NOAA ESRL Carbon Cycle Calculated based on Mean over Leading EOF of Two leading EOFs and
2013/14  Cooperative Global Air observational data 1984-2013 residuals from their scores derived
Sampling Network, source (Sect. 2.1.3). period. observation. from residuals to
1968-2014. 1984-2013 observations
Version: 2015-08-03, (2014: scores optimised
monthly station averages to match observations)
(Dlugokencky, 2015b;
NOAA ESRL GMD, 2014a, b, ¢).
Before See text. Optimized to match Kept constant  Regressed against The score for
1984 Updated Law Dome smoothed median as above. product of COp EOFI is regressed
(Etheridge et al., 1998; approximation (Sect. 2.1.6) concentration and against global annual
MacFarling Meure et al., 2006; of Law Dome record surface air fossil fuel and
Rubino et al., 2013) and (0-1966) and Mauna Loa temperature change  industry emissions
annual-mean MLO station data record (1959-1984) since pre-industrial ~ (Boden et al., 2013).
(Keeling et al., 1976). with interpolation times. Score for EOF2 linearly
between 1955 and 1958. returned to zero in 1850.
See Fig. 9c.
CHy 1985to  AGAGE monthly station means, Calculated based on Mean over Assumed zero. Two leading EOFs and
2013/14  incl. pollution events (“.mop”) observational data 1985-2013 their scores derived
(Cunnold et al., 2002), and source (Sect. 2.1.3). period. from residuals from
NOAA ESRL monthly station Applied as observations (2014:
data (Dlugokencky, 2015a). relative optimized to match
seasonality. observational data).
Before Updated Law Dome Optimized to match The score for EOF1 is
1985 (Etheridge et al., 1998; smoothed Law Dome regressed against global
MacFarling Meure et al., 2006) record and NEEM annual fossil fuel and
and NEEM (Rhodes et al., 2013).  firn data. industry emissions
(Giitschow et al., 2016).
Score for EOF2 kept
constant before in situ
instrumental period.
N,O 1990to  AGAGE monthly station means, Calculated based on Mean over Assumed zero. Two leading EOF
2013/14  incl. pollution events observational data 1990-2013 and their scores
(Prinn et al., 1990) and source (Sect. 2.1.3). period. derived from residuals
combined nitrous oxide data Applied as from observations
(monthly station averages) relative (2014: optimized to
from the NOAA/ESRL Global seasonality. match observational data).
Monitoring Division.
Before Updated Law Dome Optimized to match smoothed Score for EOF1 and
1990 (MacFarling Meure et al., 2006) Law Dome record until 1968. 2 kept constant
until 1968. Interpolation until 1986 with before in situ

optimization to sparse

instrumental period.

observational data until 1990.

While we use the station data that have already been
converted to the latest scales of the respective networks,
some older comparison data products use previous scales
(like the one published in the latest ozone assessment re-
port; WMO, 2014). Thus, where necessary, we convert those
older data to the newer scales. For 7 gases, we use scale
conversion factors to convert to the SIO14 scale, specifi-
cally 1.0826 for HFC-125 (from University of Bristol scale:
UB98), 1.1226 for HFC-227ea (from Empa-2005), 1.1970
for HFC-236fa (from Empa-2009-p) and 1.1909 for HFC-
245fa (from Empa-2005), 1.1079 for HFC-365-mfc (from
Empa-2003), 1.0485 for HFC-43-10-mee (from SIO-10-p)
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and 0.9903 for CH>Cl, (from UB98), with all conversion
factors taken from the Appendix in WMO (2012).

Apart from those scale conversions to the latest NOAA
and SIO scales mentioned above, we only make sure that the
three main gases are each on a unified scale. In the case of
CO,, we source all our CO, station data from the NOAA net-
work, which means no scale conversion is necessary. In the
case of CHy, we account for different calibration scales by
converting AGAGE CHy data (Tohuko University scale) to
the NOAA scale (NOAA0O4) (multiplication by 1.0003). In
the case of N>O, both the AGAGE (SI101998) and NOAA
network calibration scales (NOAA-2006) are compatible

www.geosci-model-dev.net/10/2057/2017/
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Table 2. Raw data used for CO, surface concentration field derivation.
Dataset Reference/URL Stations/location Used for Description/filtering
NOAA ESRL GMD  Conway et al. (1988, 1994), 81 stations of the surface Observational period This study used
Surface Flask Komhyr et al. (1985, 1983), flask network™: estimation of global monthly average data
data Tans et al. (1989, 1990a, b), ABP, ALT, AMS, AOC, mean, latitudinal that uses all sample
Thoning et al. (1995, 1989, ASC, ASK, AVI, AZR, gradient, seasonality points which have
1987), BAL, BHD, BKT, BME, and seasonality change an “accepted” flag,

Zhao and Tans (2006)

BMW, BRW, BSC, CBA,
CGO, CHR,CIB, CMO,
CPT, CRZ, DRP, DSI,
EIC, GMIL, GOZ, HBA,
HPB, HSU, HUN, ICE,
1Z0, KCO, KEY, KUM,
KZD, KZM, LEF, LLB,
LLN, LMP, MBC, MEX,

MHD, MID, MKN, MLO,
NAT, NMB, NWR, OPW,

OXK, PAL, PAO, POC,
PSA, PTA, RPB, SCS,
SDZ, SEY, SGI, SGP,
SHM, SMO, SPO, STC,
STM, SUM, SYO, TAP,
THD, TIK, USH, UTA,

over 1984-2013.
Optimization of global
mean and latitudinal
gradient in 2014

and before 1984.

i.e. initial two dots
(“..*”) in the three
digit flag.

UUM, WIS, WLG, WPC, ZEP

Law Dome Updated data from
Etheridge et al. (1998, 1996),
Rubino et al. (2013),

MacFarling Meure et al. (2006)

Law Dome ice core

Used as input

for piecewise
third-degree polynomial
smoothing over
remainder of

years 0 to 1966.

* See station descriptions here: http://www.esrl.noaa.gov/gmd/dv/site/site_table.html.

without the need for a conversion factor (WMO, 2012). The
Law Dome data used here (Etheridge et al., 1998, 1996; Mac-
Farling Meure et al., 2006; Rubino et al., 2013) have been up-
dated for minor dating changes and placed on current NOAA
scales (http://www.esrl.noaa.gov/gmd/ccl/index.html).
Apart from those three main gases, we do not apply further
scale conversions. Thus, given that our results are based on
a mixture of the AGAGE and NOAA networks, they are de
facto a weighted average between the respective two standard
scales (SIO and NOAA) for each gas. The effective weight
in this “weighted mean” depends on the station numbers and
each network’s station distribution, given that our assimila-
tion method implicitly gives less weight to stations that are
geographically close, i.e. in the same latitude—longitude box.
This mixture of scales is different from previous studies that
either applied empirical scale conversions (so that global-
mean or station averages are identical) or used both scales
in parallel to estimate a measurement uncertainty (WMO,
2014), for example when estimating emissions with inverse
techniques. Mathematically, our approach is similar to an ap-
proach where a station-by-station scale conversion would be
applied towards an intermediate scale between NOAA and
AGAGE. However, for some applications, this approach is

www.geosci-model-dev.net/10/2057/2017/

clearly a limitation as it hides the uncertainty and would for
example warrant a new data assimilation if one network up-
dates its scales (Sect. 6). The reason this “weighted mean”
approach is chosen in the context of this study is that we
intend to reconstruct a single concentration history making
use of the station data from both major measurement net-
works without giving preference to one or the other mea-
surement scale. Given that different scales between the two
major networks result in differences that are generally less
than 2 % (and are often for radiatively less important sub-
stances), this “middle of the road” approach seems justified
given the other uncertainties in climate model forcings (ver-
tical distributions, radiative forcing routines, other radiative
forcings such as aerosols). Any conversion to a single scale
would ease comparisons, but would not be able to address
the inherent measurement uncertainty, and might even face a
stronger bias (if the two scales SIO and NOAA are equally
plausible representations of the “truth”) (Sect. 6).

However, in regard to the time of the day, month or year,
we do not apply interpolation or adjustment techniques other
than a simple monthly binning of all available data (see
Sect. 2.1.2). The spatial and temporal coverages of the raw

Geosci. Model Dev., 10, 2057-2116, 2017
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Table 3. Raw data used for CH4 surface concentration field derivation.
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Dataset Reference/URL Stations/location Used for Description/filtering
NOAA ESRL Dlugokencky et al. (2009, 87 stations of the surface Observational period This study used monthly
GMD Surface 1994a, c, 1998, 2001, flask network?: estimation of global station averages that
Flask data 2005, 2015a), ABP, ALT, AMS, AMT, mean, latitudinal include all sample points
Lang (1990a, b, 1992), AOC, ASC, ASK, AVI, gradient, seasonality which have an “accepted”
Steele et al. (1987, 1991, AZR, BAL, BHD, BKT, and seasonality change flag, i.e. initial two
1992) BME, BMVW, BRW, BSC, over 1984-2013. dots (““..*”) in
CBA, CGO, CHR, CIB, Optimization of global the three-digit flag.
CMO, CPT, CRZ, DRP, mean and latitudinal
DSI, EIC, GMI, GOZ, gradient in 2014
HBA, HPB, HSU, HUN, and before 1984.
ICE, ITN, IZO, KCO,
KEY, KPA, KUM, KZD,
KZM, LEF, LLB, LLN,
LMP, MBC, MCM, MEX,
MHD, MID, MKN, MLO,
NAT, NMB, NWR, NZL,
OPW, OX