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(he, R)-BOUNDEDNESS OF THE SOLUTIONS
OF DIFFERENTIAL SYSTEMS WITH IMPULSES

G.K. KUurLev anp D.D. BaiNov

Abstract

In the present paper the question of boundedness of the solutions of sys-
tems of differential equations with impulses in terms of two measures is
considered. In the investigations piecewise continucus auxiliary functions
are used which are an analogue of the classical Lyapunov's functions. The
ideas of Lyapunov's second method are combined with the newest ideas
of the theory of stability and boundedness of the solutions of systems of
differential equations.

1. Introduction

Systems of differential equations with impulses represent a natural appara-
tus for mathematical simulation of real processes and phenomena studied in
biology, physics, control theory, etc. For instance, if the population of a given
species is regulated by some impulsive factors acting at certain moments, then
we have no reasons to expect that the process will be simulated by regular con-
trol. On the contrary, the sclutions must have jumps at these moments and the
jumps are given beforehand. Moreover, the mathematical theory of the systems
of differential equations with impulses is much richer than the respective theory
of systems without impulses. That is why in the recent years this theory is an
important field of numerous investigations {{1}-[7]).

The usage of classical Lyapunov’s functions in the study of the stability and
boundedness of the solutions of systems of differential equations with impulses
via Lyapunov's second method constricts the pliability of the method. The fact
that the solutions of such systems are piecewise continuous funciions shows
that it is necessary to introduce analogues of Lyapunov’s functions which have
discontinuities of the first kind. The introduction of such functions makes the
application of Lyapunov’s second method for systems with impulses much more
efficient ([1]-[6]).

In the present paper the boundedness of the solutions of systems of differ-
ential equations with impulses in the terms of two measures is studied. In the
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investigations piecewise continuous Lyapunov’s functions are used which are
combined by the newest ideas of the theory of stability and boundedness of the
solutions of systems of differential eguations.

The main results generalize theorems of Yoshizawa [8] and Hara, Yoneyama,
Saitoh, Hirano (9].

2. Preliminary notes and definitions

Consider the following system of differential equations with impulses

m { &= f(t,z), t # maflz);

&I/t=ra(x) = IR(-Z),

where f € C[Ry x R*,R7], rp € C[R*,R], Iz € C[R*,R*] and Az/fi,p() =
ety —z{t7).

Let o € Ry and zp € R™. Denote by z(t;ts, 7o) the solution of system (1)
which satisfies the initial condition z(t§;t,%0) = %o and by J*(¢s,20) denote

the maximal interval of the form (fo,w} in which the solution z(#;tg,z0) is
defined.

The solutions z{t} = (%, {0, 20} of system (1) are piecewise continuous func-
tions with points of discontinuity of the first kind, i.e. at the moment tg when
the integral curve of the solution meets the hypersurface

or = {{t.z) e By x B 1 ¢t = rgr(x}}
the following relations hold
z(tg} = 2(tR), D%/t=tn = 2(th) — 2(t7) = Ia(z(tr)).

Henceforth we shall always assume that for all x € B" the following relations
are valid

D<nz)y< ()< <1r{z) <...and Rlim Tr(z) = oo
—o0

and the integral curve of any solution z{1) = z(¢;{0,z0)} of system (1) meets
each hypersurface op at most once 7).

In the further considerations we shall use the following classes of functions:

K = {o € CR4+,R.]: o is strictly incressing and o{0) = 0}
CK = {c € C[R} R} : o{t,’) € K for any t € By}
I'={heCRy xR" Ry : ié%,,’l.‘(tsz) =0 for any ¢t € Ry}
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Definition 1. Let hg, A € I'. We say that the solutions of system (1) are:
a) (hp, h)-equibounded if

(Vo > 0){Vty € B3 )38 = Bto, a) > 0}(Vizo € R™, ho(te, 0} € &)
(¥t > tg) : R{E, 2(¢; 40, 20)) < B.

b) (he, h}-uniformly bounded if the number 8 of a) does not depend on
tg € R+. )
c) h-ultimately bounded for bound B if

(Y(to,z0) € By x R™YIT = T(tg‘ig) >0){vt 2t +T):
At z(tto, o)) < B.

d} (ho, k)-equi-uitimately bounded for bound B if

(Vo > 0)(¥ty € Ry )(AT = T(tq, ) > 0)(Vzo € R™, ho(to, 2q) = o)
(Vi>to+T): Rt x(titg, 20)) < B.

e) (ho, h)-uniformly ultimately bounded for bound B if the number 7" of
d} does not depend on ty € R..

Definition 2. Let the function A : By — R4 be measurable. We say thatl
o
At) is integrally positive if f; Mt)dt = oo whenever I = |J [y, 8], ai < B; <

ag+1andﬂg—ai25b0, =

We shall introduce the class Vg of pieceiwse continuous auxiliary functions
which are an analogue of Lyapunov’s functions [3],

Let 75(x) = 0 for x € B". Consider the sets

Gr={{t,2) e By xR" i rp_y(2) <t < rr(2)} and & = U Gr
R=1

Definition 3. We say that the function V : Ry x B® — Ry belongs to the
class Vp if V(¢, z) is continuous in G, locally Lipschitz contiruous with respect
to x in any of the sets G and for ({p,20) € or, R = 1,2,... there exist the
limits

V{i;,z0) = lim Vit,z) , Vit o) = lim Vit, =
(arz0) =, i, L VE2) (b 20) = Lhim L, V(B
ft,z)EGRr (t,z)EGatL

and, moreover, the equality V(¢ ,zo) = V(¢o,%0) holds.
Let V € Vo. For (t,z) € G define the function

. . 1
Vit z) = h;nsoilp Z[V(t +hz +Rf(L D) - V()
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We shall note that if z = z{t} is a solution of systern (1}, then
. 1
Vay(t, z(t)) = DTV (¢, z(t)) = limsup E[V(t + A, z(t + ) = V{t, 2(t)}]
Aot

for t # tp where tg = r(z{iR)).
Definition 4. Let hp, h € T. The function ¥V € ¥y is called:

a) h-radially unbounded if there exists a function 2 € K, a(y] — oo as
4 — oo and such that V{¢*, 2} > a(h{t,z)) for (#,z) € Ry x B™.

b) hp-decrescent if there exist § > 0O and a function b € K such that
V(tt,z) < b{ho(t, 2)) for hol(t,z) < 6.

c) weakly hg-decrescent if there exist § > 0 and a function b € CK such
that from ho(t,z) < § it follows that V{t%, z) < b(¢, ho(t, 2)).

Let h ko € T and V. W € Vy. For the sake of brevity of the formulation
of the main results we shall make a list of some conditions to be used in the
formulation of the subsequent theorems.

A. Tf for the solution z{t; tg, zo) of system (1) there exists &g > 0 such that
R(t, 2{t;te,%0)) < 8y < oo for each t € JT{t,z0), then z(f; 19, 2¢) is defined in
the interval ({g, o).

B1. The function V is h-radially unbounded.

B2, V(”[t,rr) <0for{t,z) € G.

B3. ‘{:’(1)({,.1:) < —CV(i,z) for {t,z) € &G where C > 0 is a constant.

B4. 1"’(;)(1:,:.:) < —A(t)C(h(t,z)) for ({,z} € G where A(t) is integrally
positive and € € K.

B5. Viiy(t,z) < —C(W(t,z)} + Mt)¢(V (¢, z)) for (t,z) € G where C(v) is

nonnegative and continuous in R and

{2} Eminf C(y) >0
Yoo

A(t) is nonnegative and continuous in R4 and

3) | <o
0
¢(u) is positive and continuous in R and
* du
4 — =0
@ o ()

B6. There exists a constant X such that
(5) . Vit,z) > K for any {{,z} € R4 x R"

B7. V(t*,z + Ip{z)) < V(t,2) for {{,2) €op, R=1,2,...



DIFFERENTIAL SYSTEMS WITH IMPULSES 229

Cl. [Win(1,2)| € u(t)w(W(t,z)) for (t,z) € G where u(t) is nonnegative
and continuous i By and

(6) fﬂ(‘r)dfsm(f—SJfortZSzo

where m{v} € K and w{u} is positive and continuous in ® and

@ [0 wa(h;) =

C2. W(l)(i,x) < p(w (W, o)) for (£, 2) € G where u(t) and w{x) are the
functions of condition C1.

C3. There exists a function m € K such that for { > s > ( and for any
piecewise continuous in [s,¢] function u(7) with points of discontinuity of the
first kind ¢ such that tg = Tr{u(tgr)) at which u(7) is continuous from the
left, the following inequality holds

(8) /Wm(?,u(r))dr < m(t —s).

Ca. W(tt,a +Ip(z)) = W{t,z) for (i,z) € on.
C5. W(#, z) is h-radially unbounded.

3. Main results

Theorem 1. Let condition (A} hold and funciion V € Vy exist for which
conditions Bl, B2 and B7 hold. Then the soluiions of sysiem (1)} are:

1. (hg, h}-equibounded if V is weakly ho-decrescent.
2. (ho, h)-untformly bounded if V is hg-decrescent,

Proof: Since V is h-radially unbounded, then there exists a function e €
K, a{v) — oo as v — co and such that

(9) V(tt,z) 2 alh(t,z)) for ({,2) € Ry x B"

1. If V is weakly ho-decrescent, then there exist §p > 0 and a function
b € CK such that

(10} V{tt, x) < b2, holt, 7)) for holt, z) < 6o
Let o > 0 and ¢ € Ry (a < &) be given. Choose § = B{tg,a) > 0 so that

(11) () > b{tp, o)
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Let zp € R™, ho(to,z0) € o and let z(t) = =z(t;ts,%0). Set v{f) =
V (¢, z(t)). Since V(¢,z) is locally Lipschitz continuous in any of the sets Gg,
then from B2 it follows that D¥o(#) < 0 for ¢t € Jt(4s,a20),t # tr where
tr = Tr{z(tr)). From BT it follows that v{¢}) < v(tz). That is why the func-
tion v(t) is decreasing in the interval J*(fy,zo}. Then from (9), (10) and (11)
we get

alh{t, (1)) < v(t¥) < v(t) < o(F) < b{te, holte, z0)) < b{to, ) < a(B)

for i € J¥(ig,z0) which implies that h(¢,z{t)) < §. From condition (A} it
follows that J*(tg, 29} = (to,00).

Thus 1, is proved.

2, i V is ho-decrescent, then {10) and {11} hold for some function b € K
independent of t. Hence the number f# can be chosen independent of #, and so
that for he(tp, z0) < a we have h{t,z(t)) < 8. This shows that the solutions of
system (1) are (Ao, h)-uniformly bounded.

Theorem 1 is proved, H

Corollary 1. Let condition (4) hold and function U € Vg ezist which is h-
radially unbounded and such that U{l)(t, ) < MU, ) for (t,z) € G where
the function A(t) is nonnegative and continuous in Ry and f; A(f)dt < oo and
¢{u) is positive and continuous in R and fow dufd(u) = o0,

Utz + Ip{z)) < Ut z) for (t,z) € op, R=1,2,...

Then the solutions of sysiem (1) are:

1. (ko, h)-equibounded if U is weakly ho-decrescent
2. {ho, h)-uniformly bounded if U is ho-decrescend.

Proof: It is immediately verified that the function
£
Vit,z} = exp {— f Als)ds + @(U(t,z))} , (1,2} € Ry x R*,
9

where ®(u) = [, du/¢(u) satisfies the conditions of Theorem 1. M

Theorem 2. Let condition (A) held and a function V € Ve ezist which s
weakly ho-decrescent and for which conditions Bi, BS and BY hold. Then the
solutions of system (1)} are (hg, h)-equi-ultimately bounded.

Proof: From Theorem 1 it follows that the solutions of system (1) are (ho, k)-
equibounded. Hence each solution z(t) = z{t;fo,wo) of (1) is defined in the
interval (s, c0).
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Since V is h-radially unbounded, then there exist B > 0 and a € K, a(y) —
oo a5 7 — oo such that

(12} V{tt, z) > a(h(t, 2)) for h{t,z} > B

Since V is weakly ho-decresceni, then there exist & > 0 and b € CR such
that (10) holds.

Let @ > (0 and ty € R, be given, 29 € B™ be such that he{lp,Zo) < @ and let
@t} = z{t; ts, o). From B3 and B7 we obtain

(13) Vit z{t) < V(t(‘f,mg)‘exp[—C{t —tg)] for t > to.

Set T = T{ig,a) > éln[b(to,a)/a(B)]. Then from (12} and {13) it follows
that for ¢t > fp + T the following inequalities hold

a(h(t,2(t)) < V(t¥,2(t%)) < V(T,2(t)) <
< V(g o) exp|—C(t — to)] < b{to, ho(ta, o)) exp{ —CT) < a(B}

Hence h{(t,z(t)} < Bfor t > t5 + T.
Theorem 2 is proved. B

Theorem 3. Let condition {A) hold and a function V € Vg exist which s
ho-decrescent and for which condilions Bi, B and B7 hold. Then the solutions
of system (1) are {ho, h)-uniformly ultimately bounded.

Proof: From Theorem 1 it follows that the soluticns of system {1) are (ho, h)-
uniformly bounded. Hence each solution 2{t) = w(#;40,20) of (1) is defined in
the interval (45, 00).

Since V is k-radially unbounded, then there exist £ > 0 and e € K, a(y) —
oo as 7 — oo such that :

{14} Vit e) 2 a(hlt,x)) for b, 0) 2 R

Since V is Ag-decrescent, then there exist 8 > 0 and b € K such that
(15) V(tt, z) < b{ho(t,z)) for ho(t, 2} < dp.

Choose B > R so that a{B) > b R). Let o > R be given. We shall prove
that there exists T = T{a) > 0 such that for any solution r({} = z(#;{y, ro) of
system (1) for which hg{ts, 2o} < a and for some ( € [tg, fo + T) the following

inequality holds

(16) ho((,2(C)) < R
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Suppose that this is not true. Then for any T > 0 there exists a solution
o(t) = z(t;to, z0) of (1) for which ho{to, 20} £ & and such that for all £ €
[to, o + T'] we have

(17) holt,2(t)) > R

From B4 and B7 it follows that

t

(18} Vit 2(t)) — V(i;,ﬁ.“g) < f V(])(s,x(s))ds <

fo

—f A(SYC (hols, z(s))) ds, £ > 1o

[+]

But the function V (i, z{t}) is monotonely decreasing in the interval (tp,00).
Hence there exists the limit

(19) lim V(t,3(t)) = Vo 20
Then from {15}, {17), (18} and (19} we ohtain

fw A Cholt, 2(8)) dt < b(R) — Vo

From the integral positivity of -A{t) it follows that there exists T > 0 such

that t 4T b(R) V41
/; )\(i) dt > -——CW
Then
o tg+T
BR) — Vo 2 f MOC(ho(t 2(8))) dt > [ MO Bolt, (6))) di >
to+T
s [ Ayt > BR) -V +1,

ta

The contradiction obtained shows that there exists T = T{(a) > 0 such that
for any solution z(t) = x(t;to, Te} of (1) for which ko(to,z0) < a, there exists
¢ € [to,tp + T] such that (16) holds. Then fort > ¢ {hence forany t > t; + T
too) the following inequalities hold

alh(t,z(t)) < V{t*,2(tT)) < V(t,2(t)) S V(¢T,2(CT)) <
< b(ho(C,z(¢)) < B(R) < a(B).

Hence the solutions of system (1) are (hg, h)-uniformly ultimately bounded
for bound 5. ® .
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Theorem 4. Let condition (A) hold and funclions VW € Vp exist for which
conditions B5, B6, BT, C1, C{ end C5 hold. Then:

1. V is h-radially unbounded.

2. The solutions of system (1)} are h-uitimmately bounded.

3. IfV is weakly hg-decrescent, then the solutions of system (1} are {ho, h)-
equibounded.

4, If V i3 hg-deerescent, then the solutions of system (1) are (ho, h)-uni-
formiy bounded.

Proof: .

1. Assume that the assertion is not true. Then there exists Ng > 0 such
that for any ¥ > 0 there exist 7 € R4 and T € R™ for which A(7,T) > v and
such that V(s %) < Ny

From (2} it follows that there exist R, > 0 and & > 0 such that for any
v 2 Ry we have C{y) > 6.

Let L = f;7 A(t)dt and M = sup{é(u): K <u < &1 ®(Ny) + L) where
B(u) = [ du/d(u}).

From C5 it follows that there exists a function e € K, ey} — owasy = o0
and such that

{20) Wtt,z) > a(h{t,z)) for (t,z) € By x R"

From (4) and the condition a(y) — oo as v — oo it follows that there
exists Ry > R; such that a{R;) > R; and

af Rg) N — K L
(21) / dy >m("“ I:S*M )

Ry w(7)

In the above assumption we replace 4 by o, As a result we obtain that
there exist to € Ry and 29 € B™ such that k(to,2¢) > Ro and V(tg}xa) < Np.

From conditicn {A) and from C5, C1 and C4 it follows that the sclution
2(t) = z{i; to, zo) of system {1) is defined in the interval ({o, 00}

From BS5 and B7 it follows that Viy(¢,z(t)) < MU)@(V(¢t,2(t)) for ¢ £ tg
where tg = Tr(z(tr)) and V(¢}4,2(t}h)) < V(¢r, z{tr)), whence by integration
we obtain :

' Voy(s,2(s))
w0 BV (s,2(5)))

Hence K < V(t,z{t)} < @Y ®(No) + L), whence we conclude that
S$(V({t,z(1))) £ M for t > 1y,

Assume that W(t,2(t)) > R; for any ¢t > . Then from BY and BT it
follows that o

BV (t,2(2)) - B(V(iT,2e)) < ds< L

(22) Vin(t,2(1)) € =8 + MA(L) for t > 4, t # tr
(23} Vi{tg, a{tg)) < V(ir,z(tr)),
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whence by integration we obtain

Vit z(t)) — V{tF,20) < [ Viy(s,a(s))ds < —6(t — to) + M zf\(s)ds

g
Then
{24) V{Ez{t)) S Ng—6{t —te)+ ML, t > ts.

But the right-hand side of (24) tends to —oco as t — oo and this contradicts
B6. Hence there exist values of ¢ > fo for which W{t,z(1})} < R;. From
condition C4 it follows that the function W{i, 2{t)) is continuous, hence there
exists { > to such that W{({,z{{}} = Ry and W{¢, 2(¢)) > R; for f € (¢,().
Since inequalities {22) and (23) are satisfied for ¢ € (£, ()}, then

{25) V{C,2(C)) S Ng — 8(C — o) + ML

From (21), {20}, conditions C1 and C4 and {6) we obtain

No— K + ML a(Rz) W(¢,2(0))
m("T) <'[R dyfw(y) < / dy/w{y)

Wit ze)
< Wett, 2(0)
< Sovteson

<

¢
Slumﬂémw—m’

]

Li]

Hence
{26) {(No — K + MLY§ <{ —to.

From inequalities (25) and {26) we obtain that V{{,z{{}}) <« K which
contradicts B&. Thus assertion 1 is proved.

2. Suppose that the solutions of system (1) are not h-ultimately bounded.
Then there exist (ig,z¢) € By x B", a solution z{#) = 2(¢;¢5, 20} of (1) and
a sequence {(r} such that (g — 0o as R — oo and A((r,z{{r)} > a '(Ry)
where R, is the constant defined in the proof of assertion 1. From the h-radial
unboundedness of W we obtain W{{p,z{(r)) > R:.

From (2} it follows that there exists Ry, 0 < Hy < Ry such that for v > Ry
we have C(vy) > -2‘2 where & is the constant defined in the proof of assertion 1.

As in the proof of assertion 1 we can find a sequence {ng} such that
nr — oo as R — oo and W(gr,z{nr)) < Re. Choose subsequences of the
sequences {(g} and {#r} which we denote again by {{r} and {y&r)}, such that
nr < {p < WR+1, MR — o0 as R - oo and

(27} Winr,z(nr)) = Ro, W({r,x((r)} = R
Ry <« Wt 2(t)) £ R, for ¢ € [qr,Cnl
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‘We shall prove that
(28) Z(CR —nr) =00
R=1

Indeed, if we supppose that {{g — ng) — 0 as A — oo, then from C1, C4
and (27) we obtain

Ry ﬁ CRM ) .
chﬁo 7 wa oWzt & S Mea = ma) =0

g

as R — co. The contradiction obtained shows that (28) holds.

If we set M = sup{¢{u}: K < u < & HYB(V(tF,70)) + L), as in the proof
of assertion 1 we can prove that ¢(V{¢,z(t)}} € M for t > tg. Then from B5
and B7 it follows that

Cn &n -
Vo alG) =V a0} € [ Vint ot dt < = [T COW e o(a) de+ AL,

Hence

n R
VG alea) € V(0= 3 [ OOVt st de 4 HIL <

R=1YTR

- 5
< V(td,z0)+ ML - 3 Z(CR ~ NR)
R_1

From (28) it follows that the right-hand side of last inequality tends to —co
as n — oo which contradicts B6. Hence the solution of (1) are h-ultimately
hounded:

3. Let V be weakly ho-decrescent. Then condition B5 and assertion 1
proved above show that the conditions of Corollary 1 are satisfied. Hence the
solutions of system (1) are { ho, k)-equibounded.

4. is proved in the same way.
Thus Theorem 4 is proved. @

Theorem 5. Let condition (A ) hold and functions V. W € V; exist for which
condifions BS, B6, BY, C2, £} and C5 hold. Then the solutions of system (1}
are h-uliimately bounded.

If, moreover, V and W are weakly ho-decrescent, then the solutions of sysiem
{1} are (ho, h)-equibounded.

Proof: Conditions C2, C4 and C5 and (A) imply the global existence of the
solutions of system (1). '
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The h-ultimate boundedress of the solutions of (1) is proved as in the proof
of assertion 2 of Theorem 4. That is why we shall prove only the second part
of Theorem 5.

Suppose that the solutions of system (1) are not (he, h}-equibounded. Then
there exist ag > 0 and {; € By such that for any 8 > 0 there exists 7 € R™
for which ho{te,T) < ag, a solution z{t;45,7) of (1) and T > 0 such that
AT, z(T;45,7)) > B.

Let Ry, & and L be the constants defined in the proof of Theorem 4.

Since ¥V and W are weakly hg-decrescent, then there exist b8, € CK
such that V(it,z) < (¢, ho(t z)) and W{tt,z) < bl(t he(t,z)). Then for
ha(te,Z} < ap we have V{td,T) < b(to, o) and W(tB , T} < by{te, an). We set
N = max{b(to, @), bi(fo,@0)} and M = sup{é(u) : K < u < &~ HO(N)+ L)
where &{u) = f; dvy (7).

Condition C5 implies the existence of a function ¢ € K, a(y) — oo as -y — 00
such that W{t*,z) > a{k(t,z)) for (¢,z) € Ry x R™,

From (4) and the condition a(+) — oo as v+ — oo it follows that we can
choose By > e such that a{f) > N and

K w{fo) d
(29) m(MSﬂ‘Q) ‘f el

v o w(r)

We replace in the above assumption 8 by Fp. As a result we obtain that
there exists zo € R for which ho(te,7s) < g, 2 solution z(t) = =z(t;te, zo)
of system (1) and {3 > tp such that h(t:s'x(ia)) > Bs. Then W{fa,z{tg)) >
a(h{tz, z(t3))) = al{fp). Moreover, it is clear that V(i§, zo) £ N and W{t},zq)
<N.

From condition C4 it follows that the function W(t, z(Z)} is continuous, hence
there exist t1, f2, tp < £y < {2 < t3 such that W(t, z(t1)) = N, W{tz,z{ta)) =
a(fo) and N < W{t,x(1)) < a(fo) for t € (11,42}

As in the proof of assertion 1 of Theorem 4 it can be proved that ¢(V {1, z(¢)}}
< Nfort >t

Then from conditions B and B7 we obtain

ty iz

V(ta,z(t2)) = V(i , o) < / Vip(t, z(1))dt < — [ C(W(t,z()))dt,
s 1o
whence it follows that
(30) V(tg,.’r(tg))sN“é(tz—t])-i-ML

From conditions C2 and C4 and from (29} it follows that

_ alfio)
m(N K+ML) </ dy
3 v w(v)

< f Vb 2(1)

, w{W(t, x(t}))d‘ / pl(t)dt <mitz — 1)
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whence we obtain
(313 (N-K+ML)/6<t; — 1y

From (30} and {31} we get that V{#;,z(t2)} < K which contradicts BS.
Hence the solutions of system (1) are {hy, h}-equibounded. &

Theorem 6. Let condition (A} hold and functions V, W € Vo ezist for which
conditions B5, B6, BY, C8, €4 and €5 hold. Then assertions [, 2, § and { of
Theorem 4 are valid.

Proof:

1. Suppose that V is not h-radially unbounded. Then there exists No > 0
such that for any v > 0 there exist ¥ € W4 and 7 € R” such that {7, 7} > v
and V{71 Z) < N,.

Let Ry, 6, L and M be the constants defined in the proof of Theorem 4 and
a € K, a{y) — oo as v — oo be such that {20} holds.

Choose R; > R, so that

(32) «(Ry) > Ry +m (w)

')

Let to € B, and zo € R™ be such that A{te,20) > Rp and V(t;,zo) < Ny
and let z{t} = z{t; 19, 7).

As in the proof of Theorem 4 it is proved that there exists { > g such
that W{((,z(¢}) = Ry and W{t,2(t}) > R; for t € (t0,({} and

(33) V(¢,2(0)) S No — 8(C — to) + ML,

Moreover, W{(ts,zo) > a{h{te,z0)) > o{Rz). Then from (32) and C3 it
follows that .

(Ng—K+ML
mi e T

) < alRa) - By < WUt o) — WG O €

< < m{{ —1p).

¢
/; W(;)(t, z{t}) dt

Hence
{34) (Nog— K+ ML}/ < { -1

From (33) and (34) it follows that V{{, z(¢)) < K which contradicts B6.
Hence V is h-radially unbounded.
The proof of assertions 2, 3 and 4 is carried out as in the proof of Theorem
4, 1
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Theorem 7. lLet the following conditions be fulfilled:
a} Condition (A) holds.
b} There exist functions V,W € Vy which safisfy conditions BS, B§, B7,
C4 and C5.

¢} The function It is locally Lipschilz conlinuous with respect o x.
d) [l 5up, e H[A(t+5, 345 f(t,2)—h(t, 2)]| < p(th(h(t,2)) for (1,2) €
Ry x R", where p{t) end w(y) are the funciions of condition C1.

Then the assertions 1-4 of Theorem 4 are vald.
The preof of Theorem 7 is analogous to the proof of Theorem 4,

Theorem 8. Lel the conditions of Theorem 7 hold, condition d) béing re-
placed by eondition e):
€) There exisis m € K such that for t > s > O and for any piecewnse
conitnuous in [s,t] function u{r) with ponts of discontinuity of the first
kind tg where tg = Tr{u{ir)} at which it is continuous from the lefi,
the following inequakiy holds

{limsup é[h(r +s,u{r +8)) = R{r,u{7))]|}dri < m{t — s)

3 a0+

Then assertions 1-4 of Theorem § are valid.

The proof of Theorem 8 is analogous to the proof of Theorem 4.
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