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Abstract A synthetic scene of real-word objects is obtained 

through the multiplexing of several digital holograms. 

Moreover, by an opportune numerical hologram 

deformation, it is possible to synthesize 3D dynamic scenes 

that can be displayed by means of a spatial light modulator. 

In fact, the spatial adaptive deformation of digital 

holograms allows the control of the object position and size 

in a 3D volume with a high depth of focus. Through this 

novel technique a 3D dynamic scenes can be projected as 

an alternative to difficult and heavy computations needed 

to generate realistic-looking computer generated 

holograms. Finally we report the result of a pilot 

experiment to evaluate how viewers perceive depth in a 

conventional single-view display of these dynamic 3D 

scenes. 

 

 

1. Introduction
*
 

  

Three-dimensional (3D) imaging, display, and processing 

have been investigated frequently1-3. In fact, the synthesis 

of dynamic 3D scenes can be useful in many fields such as 

for training and simulation of real-world scenarios (surgery 

training, 3D object design and visualisation) and for 

entertainment application (for example, video-games, 

virtual reality, 3D video)4-5. Holography is one popular 

technique that can record and reconstruct 3D objects. 

Recently, digital holography has become viable with the 

development of megapixel CCD sensors that have 
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sufficient dynamic range in each pixel. The reconstruction 

can be either performed numerically for a 2D screen or for 

display in 3D by a SLM (spatial light modulator) 6-8. 

Holographic displays have the unique advantage of 

representing all possible visual depth cues, 

autostereoscopically, with both vertical and horizontal 

parallax, giving an appropriate medium for unlimited 

simultaneous viewers at arbitrary viewing positions, and 

without the potentially nausea-inducing accommodation-

vergence rivalry inherent in modern stereoscopic 3D 

cinema. Most of the impressive achievements in 

holographic 3D display that have been reported were 

obtained through the realization of computer generated 

holograms (CGHs) 9-13. 

With CGHs it is possible to synthesize holograms not 

only of single objects but of full scenes with multiple 

dynamic objects. However it is an extremely difficult task 

due to the huge computation time and often the results are 

usually of poor quality in terms of image resolution, even if 

recently some progresses have been done in optimizing 

algorithms for generating CGHs14-16. Most importantly, 

CGHs contain only computer-generated information, and, 

therefore, it is difficult to obtain a realistic representation of 

the real world. 

Here we propose an original method that consists in 

recording holograms of each real-world object individually 

under favorable conditions, and then building-up a dynamic 

synthetic 3D scene with a process that is analogous to stop-

motion video17. However, in our case the movie has all the 

advantageous attributes associated with holographic 

display, such as representing all possible visual depth cues 

without incompatibility. The proposed method is suitable 

for real-time optical reconstruction  of  3D scenes. 

 

 

2. Experimental Procedure  

 

To create a dynamic 3D scene using only one hologram, 

we consider a digital hologram of a single object recorded 

at distance d.  The in focus image of the object is obtained 

reconstructing numerically the hologram at a distance d  



 

32                                                                                                                                                                                   3DRes. (2010) 02: 31-35  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 (left) Scheme of the movement (back-and-forth along the z-axis) performed by a single object through subsequent deformations of the same 

hologram; (right) numerical reconstruction of the hologram after its stretching with a deformation parameter of 0.8, 1, 1.2, respectively, the distance of 

reconstruction is fixed at the recording distance 

 

from its plane using the diffraction Fresnel propagation 

integral. If an affine geometric transformation, consisting 

of a simple stretching, is applied to the original recorded 

hologram, we obtain a transformed hologram. By 

reconstructing the deformed hologram, the in-focus 

distance becomes 
2/αdD = where α is the elongation 

factor 18,19. The stretching method has been developed to 

extend the depth of focus in digital holography20. 

Therefore, through subsequent reconstruction of the same 

hologram, stretched with a variable elongation factor α, it 

is possible to create a dynamic 3D scene with the object 

moving along the z axis. Moreover, a movement of the 

object in x,y directions can also be added by a simple shift 

in the reconstruction plane. To synthesize a dynamic 3D 

scene with more than one object, we construct each frame 

of the movie combining various digital holograms 

according to the following procedure: 

1) Each hologram is reconstructed in a plane in which it is 

in focus. 

2) To filter out the off-axis conjugated order a spatial mask 

is applied to the complex field in the image plane. 

3) The position of each object in the x-y plane is changed 

by a simple shift in order to avoid superimposition of 

different objects in the combined image. 

4) The complex wavefield is propagated back to the 

hologram plane. 

5) Each hologram is stretched according to the desired 

change of the in-focus distance, that is the object position 

along the z-axis.   

6) The complex-valued holograms are added together to 

yield a multiplexed hologram.  

7) The multiplexed hologram is reconstructed at a fixed 

distance to obtain the multi-object scene. 

 

 

4.  Results & Discussion 

 

For the experimental validation of our method, we consider 

a digital hologram of a single object, a puppet: 

“Pulcinella,” recorded with an optical configuration that 

optimizes recording parameters such as object-to-CCD 

distance and illumination intensity for a high quality 

hologram reconstruction. The holograms are acquired by 

means of a Mach-Zehnder interferometer in off-axis 

configuration with a plane reference wave with a distance 

between the objects and the CCD of about 56 cm. 

If we stretch the hologram, the object is obtained in 

focus at a distance different to the original recording 

distance and with different lateral magnification. Therefore 

we can create a 3D scene in which a single object is moved 

back-and-forth as depicted in Fig. 1(left). 

With this aim, the same digital hologram is successively 

reconstructed with different elongation factors α. Fig. 

1(right) shows the numerical reconstruction of Pulcinella’s 

hologram stretched with elongation factors α of 0.8, 1 and 

1.2, respectively. The numerical reconstructions are 

performed at a single reconstruction distance for all 

deformed holograms. It is clear that hologram stretching is 

equivalent to a change in the reconstruction distance and in 

the image lateral magnification. The results of Fig. 1 

demonstrate that the apparent position in the holographic 

reconstruction of a real object can be changed 

independently from the original recorded distance. 

Fig. 2(a) shows four numerical holographic 

reconstructions of another puppet representing an astronaut 

from four different angles (The corresponding movie 

shows the full 360° sequence). The recording process is 

performed with an optimized optical configuration that 

admits a high quality hologram. In Fig. 2(b) are shown the 

corresponding optical reonstructions performed by a SLM-

LCOS. The real images are projected onto a scattering 

screen at a certain distance from the SLM and, then, 

acquired by a camera. 

Fig. 3(a) shows three numerical holographic 

reconstructions of “Pulcinella”  at three different angles. In 

this case, each recorded hologram is geometrical  
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Fig. 2 Holograms acquired during the object rotation: (a-Movie1) Numerical reconstructions of four different digital holograms recorded while the object 

rotates by 360° around its vertical axis from a fixed position . (b-Movie2) Four frames of the optical reconstruction projected on a screen using a SLM-

LCOS. 

 

transformed, by numerical stretching, to create a dynamic 

3D scene in which Pulcinella travels backwards and 

forwards in the 3D volume while performing a “pirouette.” 

The processed holograms are reconstructed optically by an 

SLM-LCOS. Fig. 3(b) shows three frames of the 3D scene 

optically projected on a fixed scattering screen. 

 

 

 
Fig. 3. Holograms acquired during the object rotation: (a)Numerical 

reconstructions of three different digital holograms. (b) Three frames of 

the optically reconstructed 3D scene, created by the projection of the 

geometrical deformed holograms 

In the optical reconstruction by an SLM, an observer 

sees Pulcinella traveling back and forth in the 3D volume, 

with a very large depth of focus (over 48 cm) enabled by 

this simple, but effective, adaptive transformation of digital 

holograms. Dynamic and more complex 3D scenes can be 

synthetically constructed using diverse holograms. As 

explained above, the procedure is based on recording 

several digital holograms of individual objects, each of 

which rotates about its vertical axis but in a fixed position, 

and combining them coherently. 

Fig. 4 shows the optical reconstruction of a synthetic 

hologram of Pulcinella and the astronaut obtained by the 

combination of two different holograms. They were 

recorded separately with the two puppets at the same 

distance and with the same optical configuration. The two 

original holograms are stretched separately, according to 

the desired position along the z-axis of the corresponding 

object, before combining them. The position of each object 

in the x-y plane is also changed by a simple numerical shift 

in order to avoid superimposition of the objects in the 

combined image. 

The advantage of this synthetic procedure is that 

complex 3D scene can be displayed using holograms that 

have been recorded in ideal conditions and hence with the 

same high quality.  

The geometric transformation can be flexibly adapted to 

manipulate the object’s position and size in 3D and within 

a very large depth of field dispensing with the recording of 

holograms at different distances from the camera. 

Moreover, the puppet can be recorded with different 

postures to get 3D scenes containing whatever animated 

action is desired (walking, speaking, moving arms, etc.). A 

basic archive of “postures” (a sort of data base of digital 

holograms) of one or more puppets, recorded in optimal  
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Fig. 4 3D scene with more than one object reconstructed optically using a SLM-LCOS: (a) Scheme of the movements performed by the two objects (back-

and-forth along the z-axis with rotation); (b-Movie3) optically reconstructed scene projected on a fixed screen. 

 

conditions, can allow one to construct 3D dynamic scenes 

with no limitations in arrangement or dynamic action. 

 

 

5. Visual perception experiment 

 

Finally, a pilot perception experiment was conducted to 

estimate the perceived depth in a video sequence displayed 

on a conventional computer monitor. The motion parallax 

can produce strong depth perception and different cues can 

be used to determine depth of an approaching object 

increases in size while the retinal image of a departing 

object decreases in size. Also, the relative lateral movement 

of objects provides effective depth cues. However, the 

perception of depth in images is often underestimated21. So, 

we expect that the full extent of depth will not be 

perceived. The non-stereo movie used in the perception 

experiment contains a sequence of Pulcinella and the 

astronaut dancing with axial movement along the viewing 

direction (see Movie3). The sequence was shown 

continuously looping back and forth as a single-view video 

clip displayed on a stereoscopic display. The task of the 

observer was to estimate the magnitude of Pulcinella’s 

movement in depth. The study revealed that all viewers 

could see depth in the video. On average, Pulcinella’s 

movement in depth was estimated to be between 2 cm and 

16 cm (mean = 5.87, standard deviation = 5.51) by 

different observers when the viewing distance from the 

display was 100 cm. The depth estimate produced by 

different observers was, thus, highly variable. The great 

variability in perceived depth probably reflects individual 

differences in perceiving motion parallax, and the lack of 

other depth cues, in particular the lack of stereoscopic 

presentation. 

 

 

6. Conclusion 

We have shown that it is possible to synthesize a complex 

3D scene by using digital holograms recorded at a fixed 

distance and position in respect to the CCD camera. The 

dynamic effect is created through a flexible adaptive 

geometrical transformation of the holograms.  

We are able to synthesize numerically 3D scenes of real-

world objects using the recorded holograms and to display 

them optically. In fact, the synthetic holograms can be 

given as input to any SLM array for optical reconstruction. 

The result is a 3D scene truly observable of 3D real-world 

objects projected in a volume in front of the SLM. 

Moreover, it has been demonstrated that monocular depth 

cues in the synthesized videos are sufficient to produce a 

realistic perception of depth. 
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