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Abstract: What is the primary function of consciousness in the nervous system? The answer to this question remains enigmatic, not so
much because of a lack of relevant data, but because of the lack of a conceptual framework with which to interpret the data. To this end,
we have developed Passive Frame Theory, an internally coherent framework that, from an action-based perspective, synthesizes
empirically supported hypotheses from diverse fields of investigation. The theory proposes that the primary function of consciousness
is well-circumscribed, serving the somatic nervous system. For this system, consciousness serves as a frame that constrains and directs
skeletal muscle output, thereby yielding adaptive behavior. The mechanism by which consciousness achieves this is more
counterintuitive, passive, and “low level” than the kinds of functions that theorists have previously attributed to consciousness. Passive
frame theory begins to illuminate (a) what consciousness contributes to nervous function, (b) how consciousness achieves this
function, and (c) the neuroanatomical substrates of conscious processes. Our untraditional, action-based perspective focuses on
olfaction instead of on vision and is descriptive (describing the products of nature as they evolved to be) rather than normative
(construing processes in terms of how they should function). Passive frame theory begins to isolate the neuroanatomical, cognitive-
mechanistic, and representational (e.g., conscious contents) processes associated with consciousness.
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What does consciousness contribute to the functioning of
the nervous system? What is the primary role of this
elusive phenomenon? The answers to these questions
remain enigmatic, not so much because of a lack of relevant
data, but because of the lack of a conceptual, internally
coherent framework with which to interpret the data

(Grossberg 1987). Hence, we developed Passive Frame
Theory, a framework that, from an action-based perspec-
tive, synthesizes empirically supported hypotheses from
diverse fields of investigation. The framework begins to il-
luminate (a) what consciousness contributes to nervous
function, (b) how consciousness achieves this function,
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and (c) the neuroanatomical substrates of conscious pro-
cesses. Passive frame theory proposes that the primary
function of consciousness is well circumscribed, serving
the somatic nervous system. For this system, it serves as a
frame that constrains and directs skeletal muscle output,
thereby yielding adaptive behavior. The mechanism by
which consciousness achieves this is more counterintuitive,

passive, and “low level” than the kinds of functions that the-
orists have attributed to consciousness.
Our unique perspective and conclusions provide a com-

prehensive approach to the enigma of the primary function
of consciousness. To solve this puzzle, an overarching co-
herent framework is a necessary first step to the develop-
ment of more concrete advances (e.g., hypotheses for the
derivation of experiment-specific predictions). Before dis-
cussing the hypotheses that serve as the tenets of passive
frame theory, it is necessary to define some terms and
describe the nature of our untraditional approach.

1. Purview, terms, and assumptions

1.1. The scientific approach should focus on the most

basic form of consciousness

We believe that, to advance the study of consciousness, one
should focus not on high forms of consciousness (e.g., “self-
consciousness”), but on the most basic forms of consciousness
(e.g., the experience of a smell, visual afterimages, tooth pain,
or urges to scratch an itch). This form of consciousness has
fallen under the rubrics of “sentience” (Pinker 1997),
“primary consciousness” (Edelman 1989), “phenomenal con-
sciousness” (Block 1995b), “qualia” (J. A. Gray 2004), “phe-
nomenal states” (Tye 1999), and “subjective experience.” In
our framework, we refer to a thing of which one is conscious
(e.g., an afterimage) as a conscious content (Merker 2007;
Seth 2007). All of the contents of which one is conscious at
one time can be construed as composing the conscious field
(Freeman 2004; Köhler 1947; Searle 2000). The contents of
the conscious field change over time.

1.2. The approach should be descriptive, non-normative

We believe that the approach to consciousness should be a
descriptive, naturalistically based one (which describes the
products of nature as they evolved to be) rather than a nor-
mative one (which construes processes in terms of how they
should function). Nervous mechanisms have been fashioned
by the happenstance and tinkering process of evolution,
whose products can be counterintuitive and suboptimal
(de Waal 2002; Gould 1977; Lorenz 1963; Marcus 2008;
Roe & Simpson 1958; Simpson 1949), far unlike the kinds
of things humans design into machines (Arkin 1998).
Hence, the ethologist Konrad Lorenz (1963) cautions, “To
the biologist who knows the ways in which selection works
and who is also aware of its limitations it is in no way surpris-
ing to find, in its constructions, some details which are
unnecessary or even detrimental to survival” (p. 260). Simi-
larly, when speaking about the reverse engineering of biolog-
ical products, the roboticist Ronald Arkin concludes,
“Biological systems bring a large amount of evolutionary
baggage unnecessary to support intelligent behavior in
their silicon based counterparts” (Arkin 1998, p. 32). The dif-
ference between the products of evolution and human arti-
facts is obvious when one considers the stark contrast
between human locomotion and artificial locomotion – legs
versus wheels (Morsella & Poehlman 2013).
When adopting a descriptive standpoint, even the most

cursory examination of the brain reveals a contrast
between conscious and unconscious processes (see
Bleuler 1924). Thus, in every field of inquiry, there is the
de facto distinction between the two kinds of processes,
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though often without mention of the taboo term “con-
sciousness.” For example, in perception research, there
exists the distinction between supra- versus subliminal. In
memory research, there is the distinction between “declar-
ative” (explicit) processes and “procedural” (implicit) pro-
cesses (Schacter 1996; Squire 1987). In motor and
language research, the conscious aspects of voluntary
action or of speech production are contrasted with the un-
conscious aspects of, say, motor programming (Levelt
1989; Rosenbaum 2002; J. A. Taylor & Ivry 2013).
Various fields also contrast “controlled” processing (which
tends to be conscious) and “automatic” processing (which
is often unconscious; Lieberman 2007). In summary,
from a descriptive approach, the contrast between con-
scious and unconscious processes in the brain is somewhat
inevitable (Morsella & Poehlman 2013).

1.3. The approach should be minimalistic, focusing on

simple cases

When attempting to unravel a phenomenon as perplexing
as consciousness, it is important to adopt a strategy in
which scientific inquiry begins with the examination of
the most basic, elemental instantiation of the phenomenon
of interest (Panksepp 2007). Such a strategy proved fruitful
in the development of physics (Einstein & Infeld 1938/
1967). Hence, in our approach, we focus on the actions
of a hypothetical, simplified, human-like mammal that,
though conscious (for a treatment of consciousness in
mammals, see J. A. Gray [2004]), is not equipped with
many of the complicated abilities/states associated with
adult humans (e.g., syntax and music appreciation).
Capable of having approach-avoidance conflicts (Lewin
1935; N. E. Miller 1959), this hypothetical organism is
occupied only with basic operations (e.g., breathing, loco-
moting, and avoiding tissue damage) rather than with
higher-level phenomena (e.g., mental rotation and sus-
tained, directed thinking). This organism is also incapable
of indirect cognitive control (Morsella et al. 2009b),
whereby one can, for instance, make oneself hungry or
scared by deliberately imagining the kinds of things that
would induce these states. Such higher-level phenomena
are more likely to be predicated upon (a) extensive learn-
ing, (b) cultural influences, (c) intricate interactions
among more elemental conscious processes, and (d) adap-
tations that are less phylogenetically primitive than those of
the basic operations of interest (Morsella 2005).

In our “simple case,” this hypothetical organism is resting
in a warm enclosure (e.g., a cave). It can consciously per-
ceive an opening from which it could exit. For hours, the
organism performs no notable locomotive act toward the
opening nor to anything else, but then it perceives a
noxious smell (e.g., smoke) from within the enclosure.
Because of this new conscious content, it now exits hesi-
tantly through the opening, even though it was inclined
to remain within the warm enclosure. To illuminate the
nature of consciousness, we will revisit this “creature in
the cave” scenario throughout our treatise. We refer to
the first events composing the scenario (e.g., the percept
of the opening and the warmth) as Stage 1, and the subse-
quent events (e.g., the smell and the inclination to stay in
the cave) as Stage 2.

In contrast to our strategy, descriptive accounts of con-
sciousness have tended to focus on high-level functions,

leading to conclusions such as that the function of conscious-
ness pertains to social interaction (Frith 2010; Prinz 2012),
language (Banks 1995; Carlson 1994; Macphail 1998),
“theory of mind” (Stuss & Anderson 2004), the formation
of the self (Greenwald & Pratkanis 1984), semantic process-
ing (Kouider & Dupoux 2004; Mudrik et al. 2014; Thagard
& Stewart 2014), the meaningful interpretation of situations
(Roser & Gazzaniga 2004), and simulations of behavior and
perception (Hesslow 2002). (It is worth noting that, for
good reasons, it has also been proposed that, contrary to
the present account, consciousness does not contribute to
ongoing action; see Hommel 2013; Jackson 1986; Kinsbourne
1996; 2000; Masicampo & Baumeister 2013; Pinker 1997.)

1.4. Overview of present, untraditional approach

Our approach is untraditional in several ways. First, instead
of focusing on the relationship between consciousness and
perception (which has been the dominant approach; Crick
& Koch 2003; Rosenbaum 2005), we focus on the relation-
ship between consciousness and overt action. Second,
unlike traditional stimulus→response approaches, we
“work backward” from overt action to the underlying pro-
cesses responsible for it (Sperry 1952). Thus, from our un-
traditional, action-based approach, we subscribe to an
uncommon theoretical position – that the nature of con-
sciousness is best understood by examining the require-
ments of adaptive (efferent) action control rather than
the needs of perceptual analysis. From this unconventional
approach to consciousness, one can appreciate that the re-
quirements of adaptive skeletomotor action reveal much
about the nature of both the conscious field and the gener-
ation of conscious contents. Third, building on Morsella
and Bargh (2007), instead of focusing on vision to under-
stand consciousness (which has been the prevalent ap-
proach; Crick & Koch 2003), we focus on the (possibly)
more tractable system of olfaction, as illustrated in our
“creature in the cave” example. The olfactory system pos-
sesses several features that render it a fruitful system in
which to study consciousness.1

To summarize, our approach is elemental, action-based,
simple, and evolutionary-based (or, for short, “EASE,”
meaning “to make something less difficult”). We believe
that an EASE perspective provides themost fruitful approach
to the perplexing problem of consciousness and the brain.
Whenever in our enterprise we encountered an obstacle for
theoretical progress (e.g., the neural regions associated with
consciousness), it was through our EASE perspective that
progress was made. In the next three sections, we discuss
from an EASE perspective the empirically supported hypoth-
eses that serve as the tenets of passive frame theory. Through
the process, we begin to isolate the neuroanatomical,
cognitive-mechanistic, and representational (e.g., conscious
contents; sect. 3) processes associated with consciousness.

2. The circumscribed role of consciousness in the

nervous system

2.1. Tenet: Consciousness is associated with only a

subset of nervous function

Based on developments of the past four decades, there is a
growing subset consensus – that consciousness is associated
with only a subset of all of the processes and regions of the
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nervous system2 (Aru et al. 2012; Crick & Koch 1995; 2003;
Dehaene & Naccache 2001; J. A. Gray 2004; Grossberg
1999; Koch 2004; Koch & Greenfield 2007; Logothetis &
Schall 1989; Merker 2007; 2013c; Penfield & Jasper
1954; Weiskrantz 1992; Zeki & Bartels 1999). This subset
seems to be qualitatively distinct – in terms of its function-
ing, physical makeup/organization, or mode of activity –
from that of its unconscious counterparts in the brain
(Bleuler 1924; Coenen 1998; Edelman & Tononi 2000;
Goodale & Milner 2004; J. A. Gray 2004; Llinás et al.
1998; Merker 2007; Ojemann 1986).
Consistent with the subset consensus, many aspects of

nervous function are unconscious.3 Complex processes of
an unconscious nature can be found at all stages of process-
ing (Velmans 1991), including low-level perceptual analysis
(e.g., motion detection, color detection, auditory analysis;
Zeki & Bartels 1999), semantic-conceptual processing
(Harley 1993; Lucas 2000), and motor programming (dis-
cussed in sect. 3.1). Evidence for the complexity of uncon-
scious processing is found in cases in which the entire
stimulus-response arc is mediated unconsciously, as in the
case of unconsciously mediated actions (e.g., automatisms).
There is a plethora of evidence that action plans can be ac-
tivated, selected, and even expressed unconsciously.4 In
summary, it seems that much in the nervous system is
achieved unconsciously. This insight from the subset con-
sensus leads one to the following question: What does con-
sciousness contribute to nervous function?

2.2. Tenet: The conscious field serves an integrative role

The integration consensus (Baars 1988; 1998; 2002; 2005;
Boly et al. 2011; Clark 2002; Damasio 1989; Dehaene &
Naccache 2001; Del Cul et al. 2007; Doesburg et al.
2009; Edelman & Tononi 2000; Freeman 1991; Koch
2012; Kriegel 2007; Llinás & Ribary 2001; Merker 2007;
Ortinski & Meador 2004; Sergent & Dehaene 2004; Srini-
vasan et al. 1999; Tallon-Baudry 2012; Tononi 2012;
Tononi & Edelman 1998; Uhlhaas et al. 2009; Varela
et al. 2001; Zeki & Bartels 1999) proposes that conscious-
ness integrates neural activities and information-processing
structures that would otherwise be independent. Most of
the hypotheses comprising this consensus speak of con-
scious information as being available “globally,” in some
kind of workspace, as in Baars’s (1988) influential global
workspace theory. For present purposes, we construe the
contents occupying such a workspace as composing the
conscious field (defined in sect. 1.1 above).
Consistent with the integration consensus, the conscious

processing of a percept involves a wider and more diverse
network of regions than does the subliminal (unconscious)
processing of the same percept (Singer 2011; Uhlhaas et al.
2009). The latter is subjected only to “local” processing.
This evidence stemmed initially from research on percep-
tion (Del Cul et al. 2007; Uhlhaas et al. 2009), anesthesia
(Alkire et al. 2008; Boveroux et al. 2010; Långsjö et al.
2012; Lee et al. 2009; Lewis et al. 2012; Schroter et al.
2012; Schrouff et al. 2011), and unresponsive states (e.g.,
coma or vegetative state; Laureys 2005). Regarding percep-
tion research, it has been proposed that, during binocular
rivalry,5 the neural processing of the conscious percept re-
quires special interactions between both perceptual regions
and other, traditionally non-perceptual regions (e.g., frontal
cortex; Doesburg et al. 2009). This supports the view that

some mode of interaction between widespread brain
areas is important for consciousness (Buzsáki 2006; Does-
burg et al. 2009; Fries 2005; Hummel & Gerloff 2005).
Evidence for the integration consensus is found also in

action-based research. Conscious actions involve more
widespread activations in the brain than do similar but un-
conscious actions (Kern et al. 2001; McKay et al. 2003;
Ortinski & Meador 2004). Moreover, when actions are
decoupled from consciousness (e.g., in neurological disor-
ders), the actions often appear impulsive or inappropriate,
as if they are not adequately influenced by the kinds of in-
formation by which they should be influenced (Morsella &
Bargh 2011).

2.3. Advances regarding the physiological processes

engendering consciousness depend on advances

regarding the neuroanatomy of consciousness

The nature of the neuroanatomical network engendering
the physiological processes (e.g., neural oscillations) pro-
posed to be associated with consciousness remains contro-
versial.6 Progress regarding the neurophysiology of
consciousness depends on advances regarding the identifi-
cation of the neuroanatomical substrates of this state (Aru
et al. 2012). Regarding neuroanatomy, when attempting
to isolate the anatomical underpinnings of consciousness,
investigators have followed Crick and Koch’s (2003) recom-
mendation and have focused on vision. (See reviews of
neural correlates of visual consciousness in Blake and Log-
othetis [2002], Dehaene [2014], Koch [2004], Lamme and
Spekreijse [2000], Metzinger [2000], and Tong [2003].) In
vision research, controversy remains regarding whether
consciousness depends on higher-order perceptual
regions (Crick & Koch 1995; 1998; Panagiotaropoulos
et al. 2012; 2013) or lower-order regions (Aru et al. 2012;
Damasio, 2010; Friedman-Hill et al. 1995; Lamme 2001;
Liu et al. 2012; Robertson 2003; Tallon-Baudry 2012;
Tong 2003). Moreover, as noted in Note 2, whether cor-
tical matter is necessary for consciousness remains
controversial.
Theorists focusing on vision have proposed that, al-

though the cortex may elaborate the contents of conscious-
ness, consciousness is primarily a function of subcortical
structures (Merker 2007; Penfield & Jasper 1954; Ward
2011). Penfield and Jasper (1954) based this hypothesis
on their studies involving both the direct stimulation of,
and ablation of, cortical regions. Based on these and
other findings (e.g., observations of patients with anen-
cephaly; Merker 2007), it has been proposed that con-
sciousness is associated with subcortical areas (e.g.,
Merker 2007; 2013c). This has led to the cortical-subcort-
ical controversy (Morsella et al. 2011). While data from
studies on patients with profound disorders of conscious-
ness (e.g., vegetative state) suggest that signals from the
frontal cortex may be critical for the instantiation of any
form of consciousness (Boly et al. 2011; Dehaene & Nacc-
ache 2001; Lau 2008; Panagiotaropoulos et al. 2012; Velly
et al. 2007), research on the psychophysiology of dream
consciousness, which involves prefrontal deactivations
(Muzur et al. 2002), suggests that, although the prefrontal
lobes are involved in cognitive control, they may not be es-
sential for the generation of basic consciousness (Aru et al.
2012; Merker 2007; Ward 2011). Regarding the necessity
of the integrity of the frontal lobes for consciousness, it is
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important to consider that the surgical procedure of frontal
lobotomy, once a common neurosurgical intervention for
the treatment of psychiatric disorders, was never reported
to render patients incapable of sustaining consciousness
(see also Aleman & Merker 2014).

The role of subcortical structures in the production of
consciousness, and the amount of cortex that may be nec-
essary for the production of consciousness, remains to be
elucidated (see further discussion in sect. 3.5). Clearly,
more investigation is needed regarding the neural corre-
lates of consciousness, because controversy continues to
surround not only the neurophysiological processes under-
lying consciousness, but even the identification of the gross,
neuroanatomical regions that are responsible for this pecu-
liar form of processing (see treatment in Merker 2007;
2013b).

Faced with this challenge, we propose that, because of
the intimate liaison between function and structure in the
nervous system (Cohen & Dennett 2011; Merker 2013c),
progress can be made regarding the neural underpinnings
of consciousness by having a more precise understanding
of the role of consciousness in nervous function (Lamme
& Spekreijse 2000). With this in mind, one can reason as
follows: If the consensus is that consciousness serves an in-
tegrative role, then, from an EASE perspective, what is the
most basic form of integration that requires consciousness?
Addressing this question allows one to better isolate con-
sciousness within the nervous system, which could, in
turn, resolve controversies regarding the neural correlates
of consciousness.

2.4. Tenet: The conscious field is for a specific kind of

integration, involving the skeletal muscle output

system

One limitation of the integration consensus is that it fails to
specify which kinds of integrations require consciousness
and which kinds do not. Consciousness seems unnecessary
for various kinds of integrations in the nervous system. For
example, integrations across different sensory modalities,
as in the case of afference binding (Morsella & Bargh
2011), can occur unconsciously. This form of integration
occurs in feature binding (e.g., the binding of shape to
color; Zeki & Bartels 1999) and in intersensory binding
(Vroomen & de Gelder 2003), as in the ventriloquism
and McGurk effects (McGurk & MacDonald 1976). The
latter, for instance, involves interactions between visual
and auditory processes: An observer views a speaker
mouthing “ga” while presented with the sound “ba.” Sur-
prisingly, the observer is unaware of any intersensory inter-
action, perceiving only “da.” (See list of many kinds of
unconscious afference binding in Morsella [2005], Appen-
dix A.) Integrations involving smooth muscle effectors (e.g.,
in peristalsis or in the pupillary reflex), too, can occur un-
consciously (Morsella et al. 2009a), as can another form
of integration known as efference binding (Haggard et al.
2002).

Efference binding links perceptual processing to action/
motor processing. This kind of stimulus-response binding is
mediated unconsciously in actions such as reflexive pain
withdrawal or reflexive inhalation. In learned behavior,
efference binding allows one to press a button when pre-
sented with an arbitrary cue. Such a form of binding can
be learned quickly (e.g., from a few trials of stimulus-

response mapping; Hommel & Elsner 2009) and with
little effort (Cohen-Kdoshay & Meiran 2009; Melcher
et al. 2008). Learned forms of efference binding can be ex-
pressed unconsciously (Fehrer & Biederman 1962; Fehrer
& Raab 1962; Hallett 2007; J. L. Taylor &McCloskey 1990;
1996). For example, subjects can select the correct motor
response (one of two button presses) when confronted
with subliminal stimuli, suggesting that “appropriate pro-
grams for two separate movements can be simultaneously
held ready for use, and that either one can be executed
when triggered by specific stimuli without subjective
awareness” (Taylor & McCloskey 1996, p. 62; see review
in Hallett 2007). We return to the topic of efference
binding when discussing how conscious contents influence
action (sect. 3.2).
In contrast to these unconscious forms of integration,

people tend to be very much aware of some integrations,
as when one holds one’s breath while underwater or expe-
riences an approach-avoidance conflict (Lewin 1935; N.
E. Miller 1959). In the former, one experiences the inclina-
tions to both inhale and to not inhale. Similarly, when car-
rying a hot dish of food, one experiences the inclinations to
drop the dish and to not drop the dish (Morsella 2005).
Unlike unconscious integrations, such conscious conflicts
(Morsella 2005) reflect a form of integration that is associ-
ated not with perceptual processing, but rather with action
selection.7 This form of integration has been distinguished
from unconscious integrations/conflicts, such as the
McGurk effect and smooth muscle conflicts (e.g., in the pu-
pillary reflex). In short, conflicts at the stage of processing
of action selection are experienced consciously, whereas
conflicts at perceptual stages of processing are unconscious.
It has been proposed that, unlike unconscious integrations,
these integrations involve competition for control of the
skeletal muscle (“skeletomotor,” for short) output system
(Morsella 2005). The skeletomotor output system contains
the unconscious motor plans that are necessary to enact
one skeletomotor act versus another (Bizzi & Mussa-
Ivaldi 2004; Rizzolatti et al. 2004; Rosenbaum 2002). It
stores, for example, the unconscious articulatory plans
that are necessary for speech production (Buchsbaum
2013) and the plans for blinking (Graziano 2008). When
these plans are stimulated sufficiently, overt actions arise.
Involving urges and other action-related inclinations,

conscious conflicts occur when two streams of efference
binding are trying to influence skeletomotor action simulta-
neously (Morsella & Bargh 2011). For example, conscious
conflicts occur when one holds one’s breath, suppresses ut-
tering something, suppresses a prepotent response in a re-
sponse interference paradigm, or voluntarily breathes
faster for some reward. (The last example illustrates that
not all cases of this kind of integration involve suppression.)
These conscious conflicts appear to be triggered into exis-
tence by the activation of incompatible skeletomotor
plans.8 In our “creature in the cave” scenario, this form
of integration occurs when the organism is inclined to
both exit the enclosure (because of the smoke) and
remain within it (because of the warmth).
Thus, Morsella (2005) proposes that the primary func-

tion of consciousness is to integrate information, but only
certain kinds of information – the kinds involving incompat-
ible skeletal muscle intentions for adaptive action (e.g.,
holding one’s breath while underwater).9 From this stand-
point, the conscious field is unnecessary to integrate
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perceptual-level processes (as in feature binding or inter-
sensory conflicts), smooth muscle processes (e.g., pupillary
reflex; Morsella et al. 2009a), or processes associated with
motor control (discussed in sect. 3.1 below). Instead, the
conscious field is necessary to integrate what appear to be
multiple inclinations toward the skeletomotor output
system, as captured by the principle of Parallel Responses
into Skeletal Muscle (PRISM; Morsella 2005). From this
perspective, and as fleshed out in the next section, it is
this third kind of binding that is the most basic form of in-
tegration that requires consciousness. PRISM explains why,
phenomenologically, a wink is different from a reflexive
blink and from the dilation of a pupil.

2.5. Tenet: The conscious field is for adaptive voluntary

action

In colloquial terms, one can conclude that consciousness is
for adaptive “voluntary” action. Scientifically, consciousness
can be construed as the medium that allows action process-
es to influence skeletomotor action collectively, leading to
integrated actions (Morsella & Bargh 2011), such as
holding one’s breath. Just as a prism combines different
colors to yield a single hue, the conscious field permits
for multiple response tendencies to yield a single, integrat-
ed action. Absent consciousness, skeletomotor behavior
can be influenced by only one of the efference streams,
leading to unintegrated actions (Morsella & Bargh 2011),
such as unconsciously inhaling while underwater or reflex-
ively removing one’s hand from a hot object. Reflecting a
lack of integration, unintegrated actions appear as if they
are not influenced by all of the kinds of information by
which they should be influenced. If a conscious content is
not in the field, then it cannot influence voluntary action.
For example, if the knowledge representations necessary
for, say, “reality monitoring,” are not in the field (e.g.,
due to fever), then nothing else can assume the functional
influence of these contents. (This is evident in action selec-
tion in dreams, which are often irrational, and in disorders
of awareness, such as sensory neglect and anosognosia.)
Therefore, in voluntary action, when the appropriate con-
tents are absent, there is no independent system or repos-
itory of knowledge that can step in to fill their role. Thus,
the conscious field wholly and exclusively determines
what in everyday life is called voluntary behavior. Con-
versely, for every voluntary action, the organism can
report a conscious content responsible for that action, re-
gardless of the veracity of the introspection (Poehlman
et al. 2012).
These conclusions also reveal that it is no accident that,

historically, skeletal muscle has been described as “volun-
tary” muscle. Since at least the nineteenth century, it has
been known that, though often functioning unconsciously
(as in the frequent actions of breathing and blinking), skel-
etal muscle is the only bodily effector that can be conscious-
ly controlled, but why this is so has never been addressed
theoretically. PRISM introduces a systematic reinterpreta-
tion of this age-old fact (Morsella 2005): Skeletomotor
actions are at times “consciously mediated” because they
are directed by multiple systems that require consciousness
to influence action collectively –what we refer to as collec-
tive influence.
Regarding the skeletomotor output system, one must

consider that all processes trying to influence skeletomotor

behavior must, in a sense, “go through it.” Each system
giving rise to inclinations has its peculiar operating princi-
ples and phylogenetic origins (Allman 2000): One system
“protests” an exploratory act while another system reinforc-
es that act (Morsella 2005). Because each skeletomotor ef-
fector can usually perform only one act at a time (e.g., one
can utter only one word at a time; Lashley 1951; Wundt
1900), there must be a way in which the inclinations from
the many heterogeneous systems can be “understood”
and processed collectively by the skeletomotor output
system. To yield adaptive action, this process must also in-
tegrate information about other things (e.g., the physical
environment). To a degree greater than that of any other
effector system (e.g., smooth muscle), distinct regions/
systems of the brain are trying to control the skeletomotor
output system in different and often opposing ways. All in-
clinations toward it, from primitive plans about basic needs
to complex plans associated with language, must engage
this system. Thus, the skeletomotor output system is the
“final common path” for processes capable of influencing
skeletomotor function (McFarland & Sibly 1975; Sherring-
ton 1906). Figuratively speaking, the skeletomotor output
system is akin to a single steering wheel that is controlled
by multiple drivers (Morsella 2005).

3. Conscious contents

If one accepts that consciousness is in the service of volun-
tary action, then, from an EASE perspective and by
working backward from overt action to central processing,
one can ask the following question: What kinds of informa-
tion and knowledge representation (Markman 1999)
render voluntary action adaptive? To answer this question,
one must examine the nature of conscious contents while
appreciating that the varied inputs to the skeletomotor
output system must (a) represent information that is essen-
tial for adaptive skeletomotor action and (b) be formatted
in a manner that is understandable by the unconscious,
action-related mechanisms composing the skeletomotor
output system (Morsella & Bargh 2010b).
The three tenets presented in sections 3.1 through 3.3

below suggest that our “creature in the cave” is conscious
of things such as external objects and the urge to eat or
to affiliate (or to do other things that reflect the inclinations
of the many “hot” affective/incentive systems; Metcalfe &
Mischel 1999), because these things should influence the
skeletomotor output system. For this creature, it is clear
that additions10 of conscious content are usually about
the world, the body, or action-related inclinations (Bren-
tano 1874; Chomsky 1988; Fodor 1980; 1998; J. A. Gray
1995; 2004; Hume 1739/1888; Koch 2004; Schopenhauer
1818/1819; Sergent & Dehaene 2004).

3.1. Tenet: Conscious contents must be “perceptual-like”

in nature

We propose that the cognitive and neural processes associ-
ated with the contents of our “creature in the cave” should
be perceptual-like in nature. When making this claim, we
acknowledge that conscious contents are neither purely
sensorial nor purely motor related; instead, they represent
well-crafted representations occurring at a stage of process-
ing between sensory analysis and motor programming
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(Jackendoff 1990; Lashley 1956; Merker 2013c; J. Prinz
2007; W. Prinz 2003b). In everyday life, when speaking
about this level of representation of external objects, we
use the term percept (J. A. Gray 1995); however, this
level of representation is more precisely construed as an
intermediate representational format (e.g., the color red
or the illusion of “da” in the McGurk effect) that links per-
ception to action (W. Prinz 2003b). (To not introduce more
jargon, we will continue to use the term percept to refer to
conscious contents about the external world or the body,
but we do so mindful that the term, because of its
sensory connotation, can be misleading.)

The proposal that contents are perceptual-like is based
on the synthesis of conclusions from diverse areas of
study. First, according to the age-old sensorium hypothesis
(Godwin et al. 2013; Goodale & Milner 2004; J. A. Gray
2004; Grossberg 1999; Harleß 1861; James 1890; Müller
1843; Woodworth 1915), the contents of consciousness
are influenced primarily by perceptual-based (and not
motor-based) events and processes, because motor pro-
cesses are largely unconscious. There is substantial phe-
nomenological evidence for this hypothesis. During
action, for example, one is unconscious of the efference
to the muscles that dictates which fibers should be activated
at which time (Rosenbaum 2002). Although one is uncon-
scious of these complex programs (Johnson & Haggard
2005), one is often aware of their proprioceptive and per-
ceptual consequences (e.g., perceiving the hand grasping;
Fecteau et al. 2001; Fourneret & Jeannerod 1998; Gottlieb
& Mazzoni 2004; J. A. Gray 2004; Heath et al. 2008; Liu
et al. 2008; Rossetti 2001). These images tend to be percep-
tual-like images of action outcomes (Hommel 2009; Jean-
nerod 2006; Pacherie 2008): “In perfectly simple
voluntary acts there is nothing else in the mind but the kin-
esthetic idea … of what the act is to be” (James 1890,
p. 771).11 It seems that we do not have direct, conscious
access to motor programs, to syntax, to aspects of executive
control (Crick 1995; Suhler & Churchland 2009; Tallon-
Baudry 2012; van Gaal et al. 2008), or to other kinds of
“efference generators” (Grossberg 1999; Morsella &
Bargh 2010b; Rosenbaum 2002), including those for emo-
tional systems (e.g., the amygdala; Anderson & Phelps
2002; LeDoux 1996; Öhman et al. 2007; Olsson & Phelps
2004). (Unconscious executive control from activated
action sets exemplifies what has been historically referred
to as “imageless,” determining tendencies; Ach 1905/1951.)

In line with the sensorium hypothesis, examination of the
liaison between action and consciousness reveals an iso-
morphism regarding what one is conscious of when one is
(a) observing one’s own action, (b) anticipating an action
effect, (c) dreaming, and (d) observing the behaviors of
others (Graziano 2010). In every case, it is the same, per-
ceptual-like dimension of the experience that constitutes
what is consciously available (Farrer et al. 2008; Melcher
et al. 2013; Morsella & Bargh 2010b; Rizzolatti et al.
2008; Sperry 1952). Speech processing provides a compel-
ling example. Consider the argument by Levelt (1989) that,
of all of the processes involved in language production, one
is conscious of only a subset of the processes, whether when
speaking aloud or subvocalizing. (Language reveals that
mechanisms in action production can be complex but un-
conscious, as in the case of syntax.) It is for this reason
that, when speaking, one often does not know exactly
which words one will utter next until the words are

uttered or subvocalized following lexical retrieval (Levelt
1989; Slevc & Ferreira 2006). For instance, in the phono-
logical loop, it is the phonological representation and not,
say, the motor-related, “articulatory code” (Ford et al.
2005) that one is conscious of during spoken or subvocal-
ized speech (Buchsbaum & D’Esposito 2008; Fodor
1998; Rizzolatti et al. 2008). It is for this reason that Buchs-
baum (2013) concluded that, in the phonological loop, the
“inner voice” (i.e., the articulatory code) cannot hear itself.
Although there has been substantial debate regarding the
nature of conscious representations (e.g., whether they
are “analogical” or “propositional”; Markman 1999), few
would argue about the isomorphism among the conscious
contents experienced while acting (e.g., saying “hello”),
dreaming (e.g., saying “hello” in a dream), or observing
the action of another (e.g., hearing “hello”).

3.1.1. Perceptual-like contents as the lingua franca of

action systems. Building on the sensorium hypothesis,
we encountered a second reason why conscious contents
must be perceptual-like. This reason pertains to the
nature of the representational format. Regarding collective
influence, the format of conscious contents must permit the
contents to influence action systems (Freeman 2004) if
there is to be perception-to-action translations (Merker
2012; W. Prinz 2003b). With this in mind, one would
expect that the nature of representations involved in con-
sciousness would be capable of being received and “under-
stood” (i.e., to be access general; Barrett 2005) by multiple
action systems in the brain. The perceptual-like representa-
tions discussed above in section 3.1 happen to meet this cri-
terion. It has been proposed a priori, and for reasons having
nothing to do with the current theorizing, that the repre-
sentations that are the most “broadcastable” (i.e., received
and understood by the most brain systems) happen to be
perceptual in nature (Fodor 1983; Morsella & Bargh
2010b; Morsella et al. 2009b).12 Moreover, one could
argue that, if contents are aimed at influencing the
complex and unconscious action mechanisms of the skele-
tomotor output system, it makes sense that the format of
these contents would be the format to which the skeleto-
motor output system evolved to respond (i.e., perceptual
stimuli). Accordingly, the phylogenetically old response
systems in the skeletomotor output system (e.g., allowing
for a spider stimulus to trigger a startle response; Rakison
& Derringer 2008) are likely to have evolved to deal with
this kind of representation (i.e., one reflecting external
objects; Bargh & Morsella 2008; LeDoux 1996). Thus,
perceptual-like representations can be construed as a
kind of (domain general) lingua franca that can lead to
content-driven activations in the skeletomotor output
system. In other words, the mechanisms in the skeletomo-
tor output system do not possess access specificity to con-
tents in the conscious field (because they have access to
all of the contents in the conscious field), but they do
possess processing specificity (as each action mechanism
can be activated by only some contents; Barrett 2005).

3.2. Tenet: Conscious contents can directly activate

action processes in the skeletal muscle output system

According to ideomotor theory (Greenwald 1970; Harleß
1861; Hommel 2009; Hommel et al. 2001; James 1890;
Lotze 1852), the perceptual representations identified by
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the sensorium hypothesis provide a mechanism for goal-
directed action control. In this theory, the mental image
of the (perceptual-like) action effects (in the body or in
the world) of an instrumental action leads to the execution
of that action, with the motor programming involved
being unconscious. (It is noteworthy that contemporary
ideomotor accounts are agnostic regarding the role of
consciousness in action control [e.g., Hommel 2013].)
In ideomotor accounts, action selection is thus driven by

the selection of the representation of the perceptual conse-
quences of a motoric act. Hence, the many conscious con-
tents about the world and the body can be construed as
“action options” for the skeletomotor output system.
From this standpoint, the urge to move the arm leftward
is isomorphic to the perceptual consequences of what
would be observed if the act were performed. This is also
the case for the “higher” abilities, such as language. For
example, before making an important toast (or making a
toast in an unmastered language), a person has conscious
imagery regarding the words to be uttered. Thus, action se-
lection is concerned with achieving a final end state (e.g.,
flicking a switch or saying “hello”), which can be realized
in multiple ways, as in the case of motor equivalence
(Lashley 1942), in which several different behaviors can
lead to the same end state. The unconscious motor pro-
grams realizing these end states are complex and context
sensitive, as in the case of co-articulation in speech
(Levelt 1989; see also Zhang & Rosenbaum 2008).
According to ideomotor theory, there is a direct link

between activation of action-related perceptual processes
and (unconscious) action systems. Such a link is consistent
with overwhelming evidence demonstrating that the pre-
sentation of action-related perceptual stimuli automatically
and systematically influences action processing (see reviews
of evidence in: Ellis 2009; Hommel & Elsner 2009). This is
evident in classic paradigms such as the flanker (Eriksen &
Eriksen 1974) and Stroop tasks (Stroop 1935). In the latter,
participants must name the color in which words are
written. When the color and word name do not match
(e.g., RED in blue font), response interference arises
because the automatic (and unintentional) word-reading
plan competes with the weaker (and intended) color-
naming plan (Cohen et al. 1990). Behavioral and psycho-
physiological evidence reveals that, during such response
interference, competition involves simultaneous activation
of the brain processes associated with both the target-
and distracter-related responses (Coles et al. 1985;
DeSoto et al. 2001; Eriksen & Schultz 1979; Mattler
2005; McClelland 1979; van Veen et al. 2001). Additional
evidence stems from neurological conditions (see review
in Morsella & Bargh 2011) and in the aforementioned re-
search on unconscious efference binding, in which sublim-
inal stimuli influence motor responses (Hallett 2007).

3.3. Tenet: Action selection as the result of inter-

representational dynamics

From an ideomotor standpoint, once an action goal (e.g.,
pressing a button) is selected, unconscious motor efference
enacts the action directly.13 From this standpoint, that
which prevents the activation of an action goal representa-
tion from directly influencing overt action is only the activa-
tion of an incompatible action goal (James 1890; W. Prinz
et al. 2009). In this framework, conscious representations

of one’s finger flexing, for instance, automatically lead to
the flexing of one’s finger, unless representations of incom-
patible action effects (e.g., the finger not flexing; James
1890) happen to be activated. It is important to note that
the incompatibility regarding these two action effects
resides, not in the conscious field, in which both action
effects could be represented simultaneously, but rather in
the simultaneous execution of the two action plans.
Consistent with this view of action conflicts, in one sce-

nario, a conflict may involve representations A and B (asso-
ciated with neural correlates ANC and BNC), and then, at a
later time and in a different context, a conflict may involve
representations C and D (associated with neural correlates
CNC andDNC; Curtis & D’Esposito 2009). Importantly, the
two conflicts involve separate cognitive and neural pro-
cesses, suggesting that “no single area of the brain is specia-
lized for inhibiting all unwanted actions” (Curtis &
D’Esposito 2009, p. 72). Instead, representations, includ-
ing those of action sets (Fuster 2003; Grafman &
Krueger 2009) and rules (E. K. Miller 2000) compete for
the control of action. Such competition between action-
related representations is evident in the aforementioned
Stroop Task (Stroop 1935).
In our approach, this arrangement in which the contents

of the conscious field lead to the activation of multiple (and
often competing) action plans causes one to appreciate
that, in the skeletomotor output system, there must be a
(unconscious) mechanism by which one action plan can in-
fluence behavior more than other activated action plans.
Such a mechanism would ensure that when holding one’s
breath while underwater, for example, the action plan to
refrain from inhaling would influence behavior more than
that of inhaling, although the conscious field would repre-
sent both inclinations. Appreciation of such potential “bot-
tlenecks” in action selection can serve as a valuable
constraint on theorizing regarding the neural structures un-
derlying consciousness.
Importantly, in the perception-to-action loop, conscious-

ness represents conflicts and not necessarily the represen-
tations associated with the resolution of such conflicts,
should such representations exist (Morsella 2005). This pe-
culiar property of consciousness arises because conscious-
ness is about a stage of processing reflecting action
options and not the mechanisms that, should they exist,
represent conflict resolution. This illuminates why
Chomsky (1988) observes that humans, unlike machines,
are not only compelled to act one way or another but also
can be inclined to act a certain way. Again, such inclinations
could be construed as action options. The resolution of con-
flict depends not on some general property of conscious-
ness, but on the peculiarities (e.g., relative strengths) of
the systems that happen to be in conflict (Skinner 1953).
Consciousness only permits that conflicts occur; it does
not aim to resolve them (Morsella 2005). Each conflict is
idiosyncratic and, if it is to be resolved, must require
post-conscious, content-specific algorithms (e.g., one in
which overt behavior is influenced most by prepotent
action plans; Gold & Shadlen 2007; Logan et al. 2015).
Hence, it is challenging to arrive at general principles for
predicting the outcomes of conflicts involving different
systems (Campbell & Misanin 1969; Krauzlis et al. 2014;
see model of countermanding in Logan et al. [2015]).
The Internet provides a good analogy for the role of con-
sciousness in conflict: The Internet permits two people
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from different cities to debate, but it cannot resolve con-
flicts between them. Another analogy would be an inter-
preter that translates for two parties which are in conflict
about some issue. The interpreter is necessary for the in-
stantiation of the conflict and for its potential resolution;
the interpreter, however, cannot resolve the conflict.

In summary, to advance the identification of the neural
substrates of consciousness, it is essential to keep in mind
that consciousness is a phenomenon associated with per-
ceptual-like processing and interfacing with the somatic
nervous system (Fig. 1).

3.4. Neural evidence supports the sensorium hypothesis

The sensorium hypothesis and ideomotor theory reveal
that, in terms of stages of processing, that which character-
izes conscious content is the notion of perceptual afference
(information arising from the world that affects sensory-
perceptual systems; Sherrington 1906) and corollary dis-
charges (e.g., when subvocalizing; cf. Chambon et al.
2013; Christensen et al. 2007; Jordan 2009; Obhi et al.
2009; Scott 2013), both of which are cases of perceptual-
like content. This hypothesizing is consistent with the
idea that, insofar as consciousness must always contain
some content (Brentano 1874; Fodor 1980; 1998; J. A.
Gray 1995; 2004; Hume 1739/1888; Koch 2004; Schopen-
hauer 1818/1819; Sergent & Dehaene 2004), then it is par-
simonious to propose that the neural regions responsible for
processing that content must be part of the neural correlate
of consciousness for that content. Thus, if content X is in
consciousness, then the circuits processing content X
must be part of a neural correlate of consciousness (e.g.,
at least of X). (Of course, within such an arrangement, it
may be that the region[s] processing the particular
content need not be the region[s] in which that content
becomes associated with the conscious field; content pro-
cessing could arise in one locus of the network, but the par-
ticipation of contents in the conscious field could arise at
another locus of the network.) With this notion in mind,

we turn to the neural evidence regarding conscious
contents.
Consistent with the sensorium hypothesis, there is evi-

dence implicating perceptual brain regions as the primary
regions responsible for consciousness. For example,
direct electrical stimulation of parietal areas gives rise to
the conscious urge to perform an action, and increased ac-
tivation makes subjects believe that they actually executed
the corresponding action, even though no action was per-
formed (Desmurget et al. 2009; Desmurget & Sirigu
2010; see also Farrer et al. 2008). However, activating
motor areas (e.g., premotor regions) leads to the expression
of the actual action, but subjects believe that they did not
perform any action whatsoever (see also Fried et al.
1991). Importantly, consistent with our foregoing conclu-
sions, the urge to perform a motor act is associated with ac-
tivation of perceptual regions.
In accord with the sensorium hypothesis, the majority of

studies involving brain stimulation and consciousness have
found that stimulation of perceptual (e.g., posterior) brain
areas leads to changes in consciousness (e.g., haptic halluci-
nations). This should not be surprising given that these
regions were identified as “perceptual” in the first place
by the use of self-report during brain stimulation (e.g., Pen-
field & Roberts 1959). Self-report usually involves con-
sciousness (see discussion in Bayne 2013). In the
literature, we found only one datum in which brain stimu-
lation of a frontal (non-olfactory) area led to a conscious
content. In this study (Fried et al. 1991, cited in Haggard
2008), weak electrical stimulation of the pre-supplemen-
tary motor area led to the experience of the urge to move
a body part, with stronger stimulation leading to movement
of the same body part. It has been proposed that such ac-
tivation led to corollary discharge that was then “perceived”
by perceptual areas (Chambon et al. 2013; Farrer et al.
2008; Iacoboni 2005; Iacoboni & Dapretto 2006; Lau
et al. 2007; Melcher et al. 2013; Scott 2013), which
would be consistent with the sensorium hypothesis. One
strong hypothesis from this line of theorizing is that

Figure 1. The divisions of the nervous system and place of consciousness within the system (based on Poehlman et al. 2012), including
the major divisions of the Somatic and Autonomic systems. Afference binding within systems can be unconscious. Although response
systems can influence action directly, as in the case of unintegrated actions, only in virtue of consciousness can multiple response
systems influence action collectively, as when one holds one’s breath while underwater.
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activations in regions that are non-perceptual or motor
should never (independent of corollary discharge) influ-
ence the conscious field.
Consistent with the sensorium hypothesis and ideomotor

theory, research reveals that a key component of the
control of intentional action is feedback about ongoing
action plans to perceptual areas of the brain, such as
post-central cortex (Berti & Pia 2006; Chambon et al.
2013; Desmurget et al. 2009; Farrer et al. 2008; Iacoboni
2005; Miall 2003). With this information in mind, it has
been proposed that consciousness is associated not with
frontal or higher-order perceptual areas, but with lower-
order perceptual areas (J. R. Gray et al. 2013; Liu et al.
2012; Tallon-Baudry 2012). However, it is important to
qualify that though the sensorium hypothesis specifies
that consciousness involves neural circuits that, traditional-
ly, have been associated with perception, such circuits are
widespread throughout the brain and exist within both cor-
tical and subcortical regions (Merker 2012). Hence, the
sensorium hypothesis is consistent with several neuroana-
tomical accounts of consciousness, including cortical, sub-
cortical (e.g., thalamic), and thalamocortical accounts of
consciousness. Thus, on the basis of the sensorium hypoth-
esis alone, it is premature to dismiss subcortical accounts of
consciousness (e.g., Merker 2007; Penfield & Jasper 1954;
Ward 2011).
In conclusion, at the present stage of understanding, the

literature provides no clear answer regarding the neural
substrates of any kind of conscious content (see treatment
in Merker 2013b; 2013c). Based on the foregoing conclu-
sions about conscious contents, we believe that, to illumi-
nate this issue further, progress can be made by adopting
an EASE perspective and focusing on a (relatively) tracta-
ble perceptual region – namely, that of the understudied ol-
factory system.

3.5. Tenet: The olfactory system provides clues regarding

the neural correlates of conscious perceptual content

in the sensorium

Our EASE perspective led us to the sensorium hypothesis.
Now, with the same perspective, we focus on one kind of
content in the sensorium. As noted in section 1.4, when at-
tempting to isolate the substrates of a conscious content,
researchers have followed Crick and Koch’s (2003) recom-
mendation and focused on vision. It is clear that isolating
the neuroanatomical substrate of a visual conscious
content remains controversial. From an EASE perspective,
and based on previous research (Merrick et al. 2014; Mor-
sella & Bargh 2007), we focus our attention instead on ol-
faction (see also Keller 2011), a phylogenetically old
system whose circuitry appears to be more tractable and
less widespread in the brain than that of vision or higher-
level processing such as music perception. As Shepherd
(2007) concludes, “the basic architecture of the neural
basis of consciousness in mammals, including primates,
should be sought in the olfactory system, with adaptations
for the other sensory pathways reflecting their relative im-
portance in the different species” (p. 93).
Several features of this system render it a fruitful arena in

which to isolate the substrates of consciousness. First, olfac-
tion involves a primary processing area that consists of pale-
ocortex (which contains only half of the number of layers of
neocortex) and primarily only one brain region (the frontal

cortex; Shepherd 2007). In contrast, vision and audition
often involve large-scale interactions between frontal
cortex and parietal cortices. These observations reveal the
relative simplicity of the anatomy of the olfactory system
compared to that of other systems. Second, regarding the
cortical-subcortical controversy, olfaction can reveal much
about the contribution of thalamic nuclei in the generation
of consciousness: Unlike most sensory modalities, afferents
from the olfactory sensory system bypass the first-order,
relay thalamus and directly target the cortex ipsilaterally
(Shepherd & Greer 1998; Tham et al. 2009). This minimizes
spread of circuitry, permitting one to draw conclusions about
the necessity of first-order thalamic relays in (at least) this
form of consciousness.
By studying olfaction, one can also draw some conclu-

sions about second-order thalamic relays (e.g., the medio-
dorsal thalamic nucleus [MDNT]). After cortical
processing, the MDNT receives inputs from olfactory cor-
tical regions (Haberly 1998). Although it is likely that the
MDNT plays a significant role in olfactory discrimination
(Eichenbaum et al. 1980; Slotnick & Risser 1990; Tham
et al. 2011), olfactory identification, and olfactory hedonics
(Sela et al. 2009), as well as in more general cognitive pro-
cesses including memory (Markowitsch 1982), learning
(Mitchell et al. 2007), and attentional processes (Tham
et al. 2009; 2011), we have found no evidence that a lack
of olfactory consciousness results from lesions of any kind
to the MDNT (see theorizing about this possibility in
Plailly et al. [2008]). Regarding second-order thalamic
relays such as the MDNT, one must keep in mind that,
in terms of circuitry, these nuclei are similar in nature to
first-order relays (Sherman & Guillery 2006), which are
quite simple compared to, say, a cortical column.
Consistent with “cortical” theories of consciousness,

Cicerone and Tanenbaum (1997) observed complete
anosmia (the loss of the sense of smell) in a patient with
a lesion to the left orbital gyrus of the frontal lobe. In addi-
tion, a patient with a right orbitofrontal cortex (OFC) lesion
experienced complete anosmia (Li et al. 2010), suggesting
that the OFC is necessary for olfactory consciousness. (It is
worth mentioning that we are speaking of the OFC with
respect to, not the high-level executive processes with
which it has been associated, but, consistent with the sen-
sorium hypothesis, its perceptual processing [i.e., olfactory
perception].) Moreover, conscious aspects of odor discrim-
ination have been attributed to the activities of the frontal
and orbitofrontal cortices (Buck 2000). Keller (2011) con-
cludes, “There are reasons to assume that the phenomenal
neural correlate of olfactory consciousness is found in the
neocortical orbitofrontal cortex” (p. 6; see also Mizobuchi
et al. 1999). (According to Barr and Kiernan [1993], olfac-
tory consciousness depends on the piriform cortex.)
However, not all lesions of the OFC have resulted in
anosmia: Zatorre and Jones-Gotman (1991) reported a
study in which OFC lesions yielded severe deficits, yet all
patients demonstrated normal olfactory detection.
Another output pathway from the piriform cortex pro-

jects to the insular cortex (Haberly 1998; Schoenbaum &
Eichenbaum 1995), a structure that has anatomical connec-
tions to the ventral posteromedial (VPM) nucleus of the
thalamus (Price et al. 1991). In light of (a) this information,
(b) the conclusions presented above about the MDNT, and
(c) theories in which thalamic structures play an important
role in consciousness (e.g., Joliot et al. 1994; Llinás &
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Ribary 2001; Llinás et al. 1998; Ward 2011), one could
propose that olfactory consciousness depends on the integ-
rity of the insula and thalamus. However, regarding the thal-
amus, it has been observed that, though thalamic lesions can
impair olfactory discrimination and complex olfactory learn-
ing (Eichenbaum et al. 1980; Martin 2013), such lesions, in-
cluding those of the VPM, never result in anosmia (Martin
2013; Price 1985; Price et al. 1991; Sela et al. 2009). The
lesion literature also reveals an additional important fact
about olfactory consciousness. Olfactory consciousness
does not require the involvement of any transthalamic
pathway. In addition, for corticocortical connections, the ol-
factory system requires no “higher-order” (Sherman &Guil-
lery 2006) thalamic relays (e.g., the MDNT or VPM;
Gottfried 2006; Price 1985; Price et al. 1991). Considering
these characteristics, Gottfried (2006) concludes, “The
most parsimonious explanation for this anatomical variation
is an evolutionary one: As primitive paleocortex, the olfac-
tory circuitry simply developed long before the emergence
of a thalamic module” (p. 53). These peculiar neuroanatom-
ical characteristics are unique to olfactory consciousness.

Regarding the role of the insula in olfactory conscious-
ness, after reviewing the literature, we concur with Mak
et al. (2005) that there is no evidence that anosmia
results from damage of any kind (e.g., unilateral or bilateral
lesions) to the insular cortex: “There are no reports of olfac-
tory deficits resulting from damage to the insula” (p. 1693;
see also Damasio et al. 2012; Philippi et al. 2012; Tranel &
Welsh-Bohmer 2012).

Taken together, the neuroanatomical evidence presented
above leads one to conclude that, in order to advance the
current understanding of the neural underpinnings of con-
sciousness, the next hypothesis to falsify is that olfactory con-
sciousness requires cortical processes. This hypothesis is far
from obvious, and it is falsifiable, because there are strong
empirically based frameworks (e.g., Damasio 1999; Merker
2007; Panksepp 1998) proposing that consciousness is a
function of subcortical processes. When these frameworks
are integrated with our present treatment of the liaison
between consciousness and olfactory circuits, our hypothesis
could be proven to be inaccurate. For example, it might be
that olfactory percepts are elaborated at a cortical level but
become conscious only at some subcortical level (e.g., in
the brainstem). Such a falsification of our hypothesis would
advance our understanding of consciousness and the brain.
Figuratively speaking, falsifying this particular “cortical” hy-
pothesis provides the “lowest hanging fruit” for identifying
the neural substrates of consciousness. In this way, the olfac-
tory system can be used as a test-bed for hypotheses stem-
ming from the cortical-subcortical controversy.

Third, from an EASE perspective, there are phenome-
nological and cognitive/mechanistic properties that render
this system a fruitful network in which to investigate
consciousness. Regarding phenomenological properties,
unlike what occurs with other modalities, olfaction regular-
ly yields no subjective experience of any kind when the
system is under-stimulated, as when odorants are in low
concentration, or during sensory habituation. This “experi-
ential nothingness” (Morsella et al. 2010) is more akin to
the phenomenology of the blind spot than to what one ex-
periences when visual stimulation is absent (darkness). In
the latter case, there still exists a conscious, visual experi-
ence (e.g., that of a black field). The experiential nothing-
ness associated with olfaction yields no conscious

contents of any kind to such an extent that, absent
memory, one in such a circumstance would not know that
one possessed an olfactory system. Hence, for our pur-
poses, the creation of a conscious olfactory content is a
true “addition” to the conscious field in that, not only
does it involve the introduction of information about a par-
ticular stimulus, but also it involves the addition, from one
moment to the next, of an entire modality. (See additional
advantages of studying olfactory consciousness in Note 1.)
For these reasons, olfaction provides the best portal for

understanding the neural correlates of additions to the con-
scious field. In our “creature in the cave” example, the
smell of smoke is an addition to the conscious field that in-
fluences skeletomotor responses toward other conscious
contents (e.g., the visual percept of the opening). Examin-
ing the neural correlates of such an addition might provide
more evidence for the integration consensus. For example,
it has been hypothesized that one becomes conscious of an
olfactory percept only when the representation is part of a
wider network involving other systems (Cooney & Gazza-
niga 2003), such as motor (Mainland & Sobel 2006) or
semantic-linguistic (Herz 2003) systems. (See review of
the relationship between neural oscillations and olfactory
consciousness in Merrick et al. [2014].)
In conclusion, regarding neuroanatomy, our primary hy-

pothesis is that consciousness is associated with what has
traditionally been regarded as “perceptual” regions of the
brain, a hypothesis that challenges some accounts of con-
sciousness in which consciousness is associated with execu-
tive processes in frontal cortex (e.g., Boly et al. 2011;
Dehaene & Naccache 2001; Lau 2008; Panagiotaropoulos
et al. 2012; Safavi et al. 2014; Velly et al. 2007). Our second-
ary hypothesis is that olfactory consciousness can be consti-
tuted entirely by cortical circuits.

4. The generation of conscious contents and field
dynamics

4.1. Tenet: Content generation is encapsulated

In our “creature in the cave” example, the addition of an ol-
factory content to the conscious field just “happens,”
without any noteworthy effort on the part of the organism
(Mainland & Sobel 2006). The content arises from a partic-
ular configuration of afference (e.g., the unconscious visual
and auditory afference in the McGurk effect) to what can
be construed as a content generator (associated with a per-
ceptual region). Traditionally, these content generators
(e.g., for color) have been construed as “modules” (Fodor
1983). Such a configuration of afference may include not
only bottom-up afference, but also afference from uncon-
scious top-down processes from knowledge systems and
from frontal control regions (Suhler & Churchland 2009;
Tallon-Baudry 2012). Importantly, these generative pro-
cesses that create conscious content are themselves
context sensitive and unconscious (e.g., as in the McGurk
effect; Lamme & Spekreijse 2000). Regarding context sen-
sitivity, consider that the image of a snake on a television
screen triggers little if any fear, but such is not the case
in a natural context.
Usually, contents enter consciousness in a manner that is

more automatic, and less driven by intentions of the expe-
riencing “agent,” than appears to be the case in the every-
day life of us pensive humans (Tallon-Baudry 2012;
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Vierkant 2013). Often, contents tend to “just happen”
(Vierkant 2013). In line with these views, Helmholtz
(1856/1961) proposed that unconscious processes can gen-
erate conscious content in a manner that resembles reflexes
and other unintentional actions. When speaking about such
“unconscious inferences,”Helmholtz was referring not only
to the generation of the conscious contents associated with
low-level perceptual processes such as depth perception,
but also to higher-level, non-perceptual processes such as
automatic word reading – an unnatural, intellectual process
that requires years of training. Helmholtz noted that when
one is confronted with an orthographic stimulus (e.g.,
HOUSE), the stimulus automatically triggers a conscious
representation of the phonological form of the word (i.e.,
/haus/). Seldom in everyday life is it appreciated that, in
this situation, the visual stimulus triggers a conscious
content that is very different in nature from that of the en-
vironmental stimulation that brought the content into exis-
tence: The conscious representation of the phonological
form of the word is associated not with the visual modality,
but with audition (Levelt 1989).
Conscious content can be generated by unconscious in-

ferences also in the case of action-related urges (e.g., from
unconsciously generated corollary discharge). These urges
are often triggered in a predictable and insuppressible
manner. For example, when one holds one’s breath while
underwater or runs barefoot across the hot desert sand in
order to reach water, one cannot help but consciously expe-
rience the inclinations to inhale or to avoid touching the hot
sand, respectively (Morsella 2005). Regardless of the adap-
tiveness of the expressed actions, the conscious strife trig-
gered by the external stimuli cannot be turned off
voluntarily (Morsella 2005; Öhman & Mineka 2001). In
these cases, the externally activated action-related urges
are, in a sense, insulated, or “encapsulated” (Fodor 1983),
from voluntary control. Thus, although inclinations trig-
gered by external stimuli can be behaviorally suppressed,
they often cannot be mentally suppressed (Bargh & Mor-
sella 2008). One can think of many cases in which externally
triggered conscious contents are more difficult to control
than overt behavior (Allen et al. 2013).
It has been argued that it is adaptive for content gener-

ation to be encapsulated in this way and for conscious con-
tents to be incapable of directly influencing each other in
the conscious field (Firestone & Scholl 2014; Merrick
et al. 2014; Rolls et al. 1977). From this standpoint, the con-
scious, perceptual representations for instrumental action
should be unaffected by the organism’s beliefs or motiva-
tional states (Bindra 1974; 1978). As Rolls and Treves
(1998) conclude, “It would not be adaptive, for example,
to become blind to the sight of food after we have eaten
it to satiety” (p. 144). Similarly, it would not be adaptive
for contents pertaining to incentive/motivational states to
be influenced directly by other contents, such as desires
and beliefs (Baumeister et al. 2007). For example, if
one’s beliefs could lead one to voluntarily “turn off” pain,
guilt, or hunger, then these negative states would lose
their adaptive value. Although motivation and beliefs may
contaminate higher-order processes such as memory,
they should have little influence over perceptual contents
(Cooper et al. 2012; Firestone & Scholl 2014; Pylyshyn
1984; 1999). Such “cross-contamination” across contents
would compromise the critical influence of such incen-
tive/motivational states on behavior.

Thus, each content is independent of other contents in
the conscious field, whether the contents arise from envi-
ronmental stimulation or from memory. Specifically, a con-
scious content (e.g., “da” in the McGurk effect) cannot
directly influence the nature of other contents already in
the conscious field (e.g., the smell of a rose, a toothache;
Morsella 2005). (Of course, this is not to mean that the con-
figuration of afference engendering one content cannot in-
fluence the generation of other contents – a form of context
sensitivity in afference processing that occurs unconscious-
ly [Lamme & Spekreijse 2000; Merker 2012].) Because of
encapsulation, illusions persist despite one’s knowledge re-
garding the actual nature of the stimuli (Firestone & Scholl
2014; Pylyshyn 1984).
It could be said that a given content does not “know”

about its relevance to other contents (including high-
level, knowledge-based contents) or to current action.
When representing a food object, for example, the
content does not know whether the food item will be
eaten or, instead, be thrown as a weapon. This view
stands in contrast to several influential theoretical frame-
works in which both the activation of, and nature of, con-
scious contents are influenced by what can be regarded
as overarching goals or current task demands (e.g., Bane-
rjee et al. 2012; Bhalla & Proffitt 1999; Bruner 1973;
Bruner & Postman 1949; Dehaene 2014; Meier et al.
2007; Stefanucci & Geuss 2009). Because of the principle
of encapsulation, conscious contents cannot influence
each other either at the same time nor across time, which
counters the everyday notion that one conscious thought
can lead to another conscious thought.
In the present framework, not only do contents not influ-

ence each other in the conscious field, but also as Merker
(personal communication, June 30, 2012) concludes,
content generators cannot communicate the content they
generate to another content generator. For example, the
generator charged with generating the color orange
cannot communicate “orange” to any other content gener-
ator, because only this generator (a perceptual module)
can, in a sense, understand and instantiate “orange.”
Hence, if the module charged with a particular content is
compromised, then that content is gone from the conscious
field, and no other module can “step in” to supplant that
content (Kosslyn et al. 2001). As Merker notes, in con-
structing the conscious field, modules can send, not mes-
sages with content, but only “activation” to each other
(see also Lamme & Spekreijse 2000). This activation, in
turn, influences whether the receiver module will generate,
not the kind of content generated by the module from
which it received activation, but rather its own kind of
content (e.g., a sound). Because messages of content
cannot be transmitted to other content generators, the
neural correlates of the content for X must include activa-
tion of the module that generates X, because a given
content cannot be segregated from the process by which
it was engendered, as stated previously.

4.2. Tenet: Field contents must meet multiple-constraint

satisfaction, be unambiguous, and appear as if

apprehended from a first-person perspective

From an EASE perspective, one can ask: What does a con-
scious content require if it is to lead to adaptive action? To
answer this question, one must first consider that, in the
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case of object perception (such as the opening in our “crea-
ture in the cave” example), representations must be verid-
ical to some extent in order to render action adaptive
(Firestone & Scholl 2014). For example, during action se-
lection, it would not be adaptive for a circular object to
be represented with, say, straight lines and corners. Similar-
ly, it would not be adaptive for an object on the left to be
represented as if it were on the right. Therefore, for the
conscious field to afford adaptive action, it must represent
with some veracity the spatial relation of those objects to
the organism (Gibson 1979). Under normal circumstances,
the contents of the conscious field at each moment are
complete and unambiguous. Accordingly, Merker (2012)
concludes that, because of the very nature of the constitu-
tion of the systems giving rise to conscious sensory repre-
sentations, these systems are incapable of representing
stimulus ambiguity (e.g., as in the Necker cube), at least
at one moment in time. (However, such ambiguity could
exist in unconscious perceptual processing [Merker
2012].) Thus, a given content emerges from polysensory
configurations of afference, as in the McGurk effect,
leading to the “global best estimate” of what that content
should be (Helmholtz 1856/1961; Merker 2012).

Such well-constructed contents could stem from (a) the
proposed, unconscious mechanisms of “multiple drafts”
(Dennett 1991); (b) the interpretative processes of “apper-
ception” (Wundt 1902/1904); or (c) “reentrant processing,”
in which a module, in order to give rise to a conscious
representation, must receive feedback activation from
other modules about that representation (Lamme 2001;
Pascual-Leone & Walsh 2001; Tong 2003). For example,
if visual modules X and Y construct a representation
which leads to the activation of other modules, then that
representation becomes conscious only after feedback acti-
vation from the other modules returns to X and Y (Di Lollo
et al. 2000; Fahrenfort et al. 2007; Goodhew et al. 2012;
Grossberg 1999; Hamker 2003; Kriegel 2007; Lamme
2001; Lee et al. 2009; Llinás et al. 1998; Pascual-Leone
& Walsh 2001; Tong 2003). Re-entrant processing may
instantiate a kind of “checks-and-balances” system for
constructing accurate conscious contents that satisfy the
criteria of multiple modules, a form of multiple-constraint
satisfaction (Dennett 1991; Merker 2012). In addition,
feedback of this sort may underlie the phenomenon of
“contextual modulation” (e.g., in figure-ground effects;
Lamme & Spekreijse 2000). More simply, this feedback
may be necessary because conscious contents may
require (a) high levels of activation (Kinsbourne 1996) or
(b) sustained activation for a prolonged period (Lau
2009), both of which can be furnished by sustained rever-
beration (Hebb 1949). In summary, for a content generator
to contribute to the conscious field and for its contents to
be well-crafted, it may require the concurrent activation
from both feed-forward and feedback mechanisms
(Lamme & Spekreijse 2000).

The conscious field of our “creature in the cave” includes
representations of urges and external objects, which incor-
porate the relation between such things and the organism
itself (Lehar 2003; Merker 2012; Yates 1985). More gener-
ally, contents are usually sensed to be different from, and
separate from, the observing agent (Brentano 1874;
Merker 2012; Schopenhauer 1818/1819). Insofar as the
action selection process of the skeletomotor output
system must take into account spatial distance from the

organism as one of the many factors in adaptive selection,
then all contents about the external world (including
the body) must have a common, egocentric reference
(Merker 2013c). It would be disadvantageous for this rule
to be violated and for, again, an object on the left to be rep-
resented as if on the right. Hence, most conscious contents
appear as if from a first-person perspective (Gibson 1979;
Merker 2013c; J. Prinz 2007). The conscious field is
imbued with this first-person perspective during waking,
in dreaming, and for illusions in which, through clever ex-
perimental manipulations and the presentation of certain
stimuli, the perspective is momentarily perceived as if
from outside of the body (Ehrsson 2007).14 From this
standpoint, the demands of adaptive action selection
require the creation of a first-person perspective, which is
a primitive form of “self.”

4.3. Tenet: The conscious field serves as a frame that

represents encapsulated contents for collective

influence over, not itself, but the skeletal muscle output

system

It seems that the conscious field is like a mosaic of discrete,
heterogeneous contents, rendering the field to be combina-
torial. Each content is well-crafted and unambiguous (Die-
trich & Markman 2003; Freeman 2004; Köhler 1947;
Merker 2012; Scholl 2001). The contents cannot directly
influence each other,15 and the content generators cannot
duplicate the generative abilities of each other. Thus, the
resultant contents from these modules are encapsulated
from each other. These mosaic-like Gestalts (i.e., the con-
scious field) arise in consciousness in a discontinuous
manner, with each conscious moment, lasting for fractions
of a second, having an updated version of all of the contents
in the conscious field. For action to be adaptive, the refresh
rate of the entire field must be faster than the quickest rate
at which voluntary actions can be produced. Hence, the
refresh must occur more rapidly than the rate at which
the fastest actions (e.g., saccades) can be emitted
(Merker 2013c). (For theorizing regarding the temporal
properties of such an updating process, see Libet [2004]
and Merker [2012, p. 56; 2013c, p. 12].)
Importantly, the collective influence of the combination

of contents in the conscious field is not toward the con-
scious field itself; instead, according to PRISM, the con-
scious field is apprehended by the (unconscious)
mechanisms composing the skeletomotor output system.
Thus, the conscious contents of blue, red, a smell, or the
urge to blink are the tokens of a mysterious language un-
derstood, not by consciousness itself (nor by the physical
world), but by the unconscious action mechanisms of the
skeletomotor output system. Why do things appear the
way they do in the field? Because, in order to benefit
action selection, they must differentiate themselves from
all other tokens in the field – across various modalities/
systems but within the same decision space.
Although possessing elements of a “Cartesian Theater”

(Dennett 1991), this arrangement does not introduce the
“homunculus fallacy,” because, in the skeletomotor output
system, there are many motor-homunculi, each incapable
of duplicating the functions of the system as a whole
(Dennett 1991). Unlike the “workspace” models associated
with the integration consensus (e.g., Baars 1988; Dehaene
2014), which propose that conscious representations are
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“broadcast” to modules engaged in both stimulus interpre-
tation and content generation, in our framework (as in
Merker 2007), the contents of the conscious field are direct-
ed only at response modules in the skeletomotor output
system. In short, conscious contents are “sampled” only by
unconscious action systems that are charged with (specifi-
cally) skeletal muscle control.

5. Passive frame theory: An action-based
synthesis

No activity of mind is ever conscious.
— Lashley (1956, p. 4)

It is the result of thinking, not the process of thinking,
that appears spontaneously in consciousness.

— George A. Miller (1962, p. 56)

To reiterate, progress on the study of consciousness and the
brain has suffered not so much from a lack of data, but
from a lack of a suitable, internally coherent framework
with which to interpret extant data (Grossberg 1987). To
provide such a framework,wenowsynthesize all of our tenets.
Consciousness is a phenomenon serving the somatic

nervous system (subset consensus); it is in the service of
adaptive skeletomotor function (PRISM; see Figure 1).
At each moment, the conscious field is generated anew,
with a new medley of contents. PRISM predicts the kinds
of information that must become conscious contents.
These kinds of information are about things (e.g., external
objects and urges) that should influence the skeletomotor
output system (the “steering wheel” associated with con-
sciousness). To the organism, these unambiguous, well-
crafted, and highly context-sensitive contents usually arise
in an automatic, non-self-generated manner. The contents,
which arise from configurations of afference (including top-
down processes and unconscious intersensory interactions),
are encapsulated from each other: One content does not
“know” whether it is relevant to other contents or to
ongoing action (encapsulation). Consciousness can thus
be construed as a “continuous feed” system that is always
“on,” even in the absence of conflict or of other forms of
cross-system checking (Morsella 2005). In other words,
the primary function of the conscious field is collective in-
fluence of otherwise encapsulated contents on the skeleto-
motor output system. Such an influence is essential
especially under conditions of conflict; however, as a con-
tinuous feed system, this mechanism of collective influence
persists even under conditions in which conflict is absent.
The contents (e.g., objects and urges) are “perceptual-like,”

which is the “common format” apprehended by the action-
related mechanisms composing the skeletomotor output
system (sensorium hypothesis). Conscious contents are
sampled only by unconscious action systems (PRISM).
These contents can be construed as “action options.” Absent
conflict, these action options activate unconscious efferences
to the skeletomotor output system (ideomotor theory). Un-
conscious mechanisms such as unconscious inferences and
corollary discharges from activated action plans (e.g., in the
phonological loop; Scott 2013) can trigger conscious contents.
We refer to the interdependence between unconscious and
conscious mechanisms as the conscious-unconscious cycle.
The conscious field permits collective influence of all of

the heterogeneous contents upon the skeletomotor output

system (PRISM). All influences on skeletomotor behavior,
from the highest-level processes (e.g., language) to the
lowest-level processes (e.g., pain withdrawal), must
engage the skeletomotor output system.
For the selection of any skeletomotor plan to be adap-

tive, selection must transpire in the frame of the other con-
scious contents composing the conscious field at that
instant. We refer to this as a “frame check.” It is required
for adaptive skeletomotor function, and is essential for inte-
grated actions in the context of conflict. Under certain cir-
cumstances (e.g., fast motor acts such as rapid eye gazes),
frame checks must occur quickly, as last-minute changes
to courses of action often arise in the face of new informa-
tion (Merker 2013c). Hence, frame checks must occur
more rapidly than the rate at which the fastest actions
(e.g., saccades) can be emitted (Merker 2013c). During
adaptive action selection, anticipated action effects, actual
action effects, and information about the immediate envi-
ronment must exist as comparable tokens in a common de-
cision-space. Although consciousness has historically been
associated with the highest levels of processing, here it is
revealed that consciousness must occur at the level of pro-
cessing that is shared with that of representations of the im-
mediate external environment. Consciousness is associated
only with frame checks and not with the more active
aspects of the conscious-unconscious cycle (e.g., content
generation, conflict resolution, motor programming).
With these conclusions in mind, we now return to our

“creature in the cave” scenario. Because of encapsulation,
the percept of the opening of the cave is consciously avail-
able even when the opening is not relevant to ongoing
action (i.e., before detection of the smoke). Regarding
neural events, the content addition of the olfactory stimulus
involves a wide network of regions (integration consensus).
To the organism, the olfactory content “just happens.”
Before the content, there was no olfactory consciousness;
hence, the smell of smoke is a “true addition.”Because mes-
sages of content cannot be transmitted, the olfactory content
must involve perceptual areas of processing (sensorium
hypothesis). The neuroanatomical correlates of such an
olfactory content remain controversial (e.g., the cortical-
subcortical controversy).We believe that progress regarding
such controversies will stem from further examination of the
cortical aspects of olfactory consciousness.
For our “creature in the cave,” the conscious content

about the smell triggers a conscious content representing
an avoidance tendency toward the smell. Specifically, this
content about potential action is about the perceptual
aspects of the to-be-produced action (sensorium hypothe-
sis). Such a conscious content about an action can arise
from activations in perceptual areas triggered by corollary
discharges from unconscious, motor processes (Buchs-
baum 2013; Chambon et al. 2013; Iacoboni 2005; Iacoboni
& Dapretto 2006; Lau et al. 2007). Again, as with the case
of (a) anticipated action effects, (b) actual action effects,
and (c) information about the immediate environment,
adaptive action selection requires that the conscious con-
tents associated with both Stage 1 (e.g., the percept of
the opening and the warmth) and Stage 2 (e.g., the smell
and the inclination to stay in the cave) be, in terms of
their functional consequences for action selection, the
same kind of thing – comparable tokens existing in the
same decision space. Thus, the conscious field permits for
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the contents about the smell and about the opening to in-
fluence action collectively.

During the frame check, the content about the potential
action to exit conflicts with the content about the inclina-
tion to remain within the warm enclosure. In this case,
the conflict between remaining in the enclosure and
exiting is consciously experienced by the organism;
however, this is only one component of all that is transpir-
ing within the mental apparatus as a whole. Representa-
tions reflecting the outcome of the conflict (should they
exist) reside outside of consciousness (which itself is pri-
marily about action options). Such a resolution will reflect
not any property of consciousness, but the peculiarities of
the conflicting systems involved.

In terms of action selection, the conscious field could be
construed as the evolutionary strategy for dealing with what
the ethologists and behaviorists referred to as a complex of
multiple discriminative stimuli (also known as a compound
discriminative stimulus), in which the “stimulus control”
from one discriminative stimulus depends systematically
on the nature of the other discriminative stimuli composing
the scene (Spear & Campbell 1979). In collective influence,
the response to one conscious content – and the “meaning”
of that content for ongoing action selection – depends ex-
clusively on the nature of itself and the other conscious con-
tents at that moment in time. Thus, the conscious field
permits for the response to one content to be made in
light of the other contents (Tsushima et al. 2006),
thereby yielding integrated behavior. In this process, the
conscious field wholly and exclusively determines what in
everyday life is called voluntary behavior.

We now apply these insights to a case involving a higher-
level system (language). At Thanksgiving dinner, our simple
organism (now equipped with language) perceives a stimu-
lus that triggers (unintentionally and automatically) in con-
sciousness the action option of uttering a famous saying.
This perceptual-like subvocalized phonological content,
which “just happens” in consciousness, could stem from
complex processes, involving, perhaps, corollary discharge
from unconscious motor centers (Mathalon & Ford 2008;
Scott 2013). After a frame check, the organism does not
utter the phrase, because, a moment after experiencing
the subvocalization, the organism experienced another
content (the smell of hot chocolate) that led to an action
plan (drinking) that was incompatible with speaking. The
foregoing example reveals how the reiterative cycle of con-
scious field construction, and the frame check that each
construction affords, yields the collective influence that
adaptive skeletomotor action demands.

6. Implications and concluding remarks

Passive frame theory reveals that the province of conscious-
ness in nervous function is more low-level, circumscribed,
counterintuitive, and passive than what theorists have pro-
posed previously. Because conscious contents do not know
their relevance to other contents nor to ongoing action, con-
sciousness is less purposeful at one moment in time than
what intuition suggests. It is not only less purposeful and
“all-knowing” than expected, but also contributes only one
function (albeit an essential function) to a wide range of pro-
cesses, much as how the Internet plays the same critical role
for a varied group of events (e.g., the sale of books or

dissemination of news), and the human eye, though involved
in various processes (e.g., hunting vs. locomoting), always
performs the same function. Because consciousness contrib-
utes to a wide range of heterogeneous processes, it appears
as being capable of doing more than it actually does.
Passive frame theory also reveals that the contribution of

consciousness to nervous function is best understood from
a passive, structural-based (instead of a processing-based)
approach. Such a perspective is in contrast to contemporary
approaches but is in accord with historical ways to describe
how biological systems achieve their ends (Grafman &
Krueger 2009). Figuratively speaking, at one moment in
time, there are few “moving parts” in the conscious field.
(The field itself has no memory and performs no symbol
manipulation; for these high-level mechanisms, it only pre-
sents, to action systems, the outputs of dedicated memory
systems and of executive processes, respectively.)
Compared to the many functions attributed to conscious-

ness, that which is proposed here is by far the most basic,
low-level function. Because consciousness integrates pro-
cesses from various systems, this role is more apparent
when studying consciousness across modalities than when
studying it within only one modality. Hence, the province
of consciousness is best appreciated from a “systems-level”
approach to the brain. The conscious-unconscious cycle of
our approach also reveals the interdependence between
(passive) conscious and (active) unconscious processes.
(Few approaches examine the interactions between the
two kinds of processes.) Last, our approach reveals that
the demands of adaptive action (e.g., heterogeneous action
systems must use the same effector) and the limitations of
the cognitive apparatus (e.g., action selection often must
occur quickly), illuminate many of the properties of con-
sciousness, including that of a basic form of the sense of self.
With our framework as a foundation, future investiga-

tions could lead to a consensus regarding, for example,
the neural circuitry underlying consciousness. Because
the identification of the dynamic, neural processes associat-
ed with consciousness depend in part on identification of
the neuroanatomical correlates of consciousness, a consen-
sus should first be reached regarding the latter, more trac-
table problem. The most feasible way to reach such an
identification is for investigators to cooperate across fields
and attempt to isolate the correlates of consciousness at
multiple levels of analysis, with increased research activity
devoted to regions (a) predicted a priori, by theory, to be
associated with consciousness and (b) identified as being
the most experimentally tractable, as in the case of olfactory
circuits. Because consciousness serves as a special interface
between sensory and motor processing, theory-based pre-
dictions regarding the relationship between conscious con-
tents and the skeletomotor output system (e.g., the link
between olfactory percepts and integrated skeletomotor
behavior) may advance attempts to identify the substrates
of consciousness. We hope that our framework serves as
a useful foundation for such collective endeavors.
Together with our EASE perspective, passive frame

theory provides a fecund and internally coherent frame-
work for the study of consciousness. Based on hypotheses
from diverse areas of investigation, our synthesis reveals
how consciousness serves an essential, integrative role for
the somatic nervous system, a role that is intimately
related to adaptive functioning of skeletal muscle (one of
many effector systems in the body). When not subscribing
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to an EASE perspective, one could imagine ways in which
the proposed contribution of consciousness to the somatic
system could be realized without anything like “subjectiv-
ity.” However, these musings would reflect our human
powers of imagination more than what was selected in evo-
lution for nervous function to yield adaptive behavior.
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NOTES
1. First, unlike in vision, there are few executive functions

(e.g., mental rotation, symbol manipulation) coupled with olfaction.
Hence, in olfaction, one is less likely to conflate the substrates of
consciousness with those of high-level executive functions (see
Aru et al. 2012; Panagiotaropoulos et al. 2013). Similarly, in
vision and audition, imagery can be used to preserve information
in working memory through active rehearsal (Baddeley 2007),
but olfactory images are difficult to couple with such operations
(Betts 1909/1972; Brower 1947; Lawless 1997; Stevenson 2009).
Second, olfactory experiences are less likely to occur in a self-gen-
erated, stochastic manner: Unlike with vision and audition, in which
visually rich daydreaming or “earworms” occur spontaneously
during an experiment and can contaminate psychophysical mea-
sures (respectively), little if any self-generated olfactory experiences
could contaminate measures. Last, olfaction is more segregated
from the semantic system than is the most studied sensory system –

vision. In the latter, there are deep, inextricable relationships
among perception, conceptualization, and semantics (Barsalou
1999; Kosslyn et al. 2006). Thus, when isolating the neural sub-
strates of olfactory consciousness, one is less likely to include
higher-level processes (e.g., semantic processes) associated with
more than just olfactory consciousness. (See additional advantages
of studying olfactory consciousness in section 3.5.)

2. Consistent with this consensus, evidence reveals that con-
sciousness of some kind persists with the nonparticipation (e.g.,
because of lesions) of several brain regions (Morsella et al.
2010): cerebellum (Schmahmann 1998), amygdala (Anderson &
Phelps 2002; LeDoux 1996), basal ganglia (Bellebaum et al.
2008; Ho et al. 1993), mammillary bodies (Duprez et al. 2005;
Tanaka et al. 1997), insula (Damasio 2011, as cited in Voss
2011; see also Damasio 2010), and hippocampus (Crick & Koch
1990; Milner 1966; Postle 2009). In addition, investigations of
“split-brain” patients (O’Shea & Corballis 2005; Wolford et al.
2004) suggest that consciousness survives following the nonpartic-
ipation of the non-dominant (usually right) cerebral cortex or of
the commissures linking the two cortices. Controversy surrounds
the hypothesis that cortical matter is necessary for consciousness
(discussed in sect. 2.3 and sect. 3.5).

3. For present purposes, unconscious events are those process-
es that, though capable of systematically influencing behavior,
cognition, motivation, and emotion, do not influence the organ-
ism’s subjective experience in such a way that the organism can
directly detect, understand, or self-report the occurrence or
nature of these events (Morsella & Bargh 2010a).

4. See review in Morsella and Bargh (2011). In brief, uncon-
sciously mediated actions can be observed during unconscious
states, including forms of coma/persistent vegetative states
(Kern et al. 2001; Klein 1984; Laureys 2005; Pilon & Sullivan
1996) and epileptic seizures, in which automatisms arise while
the actor appears to be unconscious. These unconscious automa-
tisms include motor acts (Kokkinos et al. 2012; Kutlu et al. 2005),
written and spoken (nonsense) utterances (Blanken et al. 1990;
Kececi et al. 2013), singing (Doherty et al. 2002; Enatsu et al.
2011), and rolling, pedaling, and jumping (Kaido et al. 2006). Sim-
ilarly, in neurological conditions in which a general consciousness
is spared but actions are decoupled from consciousness, as in alien
hand syndrome (Bryon & Jedynak 1972; Chan & Ross 1997), an-
archic hand syndrome (Marchetti & Della Sala 1998), and utiliza-
tion behavior syndrome (Lhermitte 1983), hands and arms carry
out complex actions autonomously. These actions include
complex goal-directed behaviors such as object manipulations
(Yamadori 1997). Often, the behaviors are unintentional (Marche-
tti & Della Sala 1998; Suzuki et al. 2012). (See other forms of un-
conscious action in Bindra [1974], Milner and Goodale [1995],
Weiskrantz [1992, 1997], and Westwood [2009].) In addition,
actions can arise from stimuli of which the actor is unaware, as
in the case of subliminal stimuli that, though imperceptible, can
influence action (sect. 2.4; Ansorge et al. 2007; Hallett 2007).
5. In binocular rivalry (Logothetis& Schall 1989), an observer is

presentedwith different visual stimuli to each eye (e.g., an image of
a house in one eye and of a face in the other). Surprisingly, however,
an observer experiences seeing only one object at time (a house and
then a face), even though both images are always present.
6. Regarding neural oscillations, for example, controversy

remains about the role that they play in the generation of con-
sciousness. It has been proposed that cortical electroencephalog-
raphy does not reflect conscious processing (Merker 2013b). In
addition, there is controversy concerning the regions that are re-
sponsible for these oscillations. Consciousness-related oscillations
have been proposed to reflect primarily (a) thalamic activity (Ward
2011), (b) thalamocortical activity (Joliot et al. 1994; Llinás &
Ribary 2001; Llinás et al. 1998), and (c) corticocortical activity
(Panagiotaropoulos et al. 2012; Schubert et al. 2006). (Regarding
the role of oscillations in consciousness, see Aru & Bachmann
2009; Crick & Koch 1990; Doesburg et al. 2005; 2009; Engel &
Singer 2001; Fries 2005; Hameroff 2010; Jung-Beeman et al.
2004; Meador et al. 2002; Panagiotaropoulos et al. 2012; Singer
2011; Uhlhass et al. 2009; Wessel et al. 2012.)
7. Action selection, as when one presses one button versus

another button or moves leftward versus rightward, is distinct
from motor control/motor programming (Proctor & Vu 2010),
processes which are largely unconscious (discussed in sect. 3.1).
8. Experiments have revealed that incompatible skeletomotor

intentions (e.g., to point right and left, to inhale and not inhale)
produce systematic intrusions into consciousness (J. R. Gray
et al. 2013; Molapour et al. 2011; Morsella et al. 2009c), but no
such changes accompany conflicts involving smooth muscle (Mor-
sella et al. 2009a) or occur at perceptual stages of processing (e.g.,
intersensory processing; see quantitative review of evidence from
multiple paradigms in Morsella et al. [2011]). Additional evidence
stems from the observation that consciousness is required to coun-
teract the interference effects of conflict (Desender et al. 2014).
9. Bleuler (1924) proposed that that which transforms uncon-

scious processes to conscious processes ismore than just integration –
the integrationmust involve the “ego complex.”Wepropose that this
complex is related to volition and the skeletomotor output system.
10. It is important to specify the notion of an addition of

content to the conscious field. It has been proposed that con-
sciousness cannot be “content free” but must always possess
some content (Brentano 1874; Fodor 1980; 1998; J. A. Gray
1995; 2004; Hume 1739/1888; Koch 2004; Schopenhauer 1818/
1819; Sergent & Dehaene 2004), such as that of a perceptual
object or an action-related urge. We adopt this assumption.
However, it has also been stated that contents enter
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consciousness, as if consciousness were a bucket into which con-
tents enter. Thus, there is a contradiction: According to one inter-
pretation, there can be no bucket without contents, but, according
to the other interpretation, consciousness (i.e., the bucket) could
exist independent of contents. Perhaps it is more accurate and
parsimonious to state that new contents do not enter conscious-
ness but become conscious, thereby joining other conscious con-
tents. Hence, when something becomes conscious (e.g., the
smell of smoke), we regard it as an “addition” to the conscious
field. If consciousness is capacity-limited, then at times an addition
may also be construed as a replacement, because the new content
removes other content (see evidence in Goodhew et al. 2012). It is
controversial whether contents in the conscious field actually con-
stitute the field or modulate it. (For a treatment concerning
whether the field is componential or unitary, see Searle [2000].)
Importantly, in the present model, whether the field is componen-
tial or unitary leads to the same functional consequences, because
of the encapsulation of conscious contents (sect. 4.1).

11. According to a minority of theorists (see list in James 1890,
p. 772), one is conscious of the efference to the muscles (what
Wundt called the feeling of innervation; see James 1890,
p. 771). In contrast, James (1890) staunchly proclaimed, “There
is no introspective evidence of the feeling of innervation” (p.
775). This efference was believed to be responsible for action
control (see review in Sheerer 1984). (Wundt later abandoned
the feeling-of-innervation hypothesis; see Klein 1970.)

12. This proposal is based in part on the requirements of “iso-
tropic information,” which are beyond the scope of the present
discussion (see Fodor 1983). As noted by Fodor (2001), in order
to solve the “input” (or “routing”) problem, in which the appropri-
ate representations must be made available to the appropriate in-
formation-processing modules, the representations must be
perceptual in nature (Barrett 2005; Barsalou 1999).

13. Perhaps, in addition to action selection, a “go signal” is re-
quired for action initiation (Bullock & Grossberg 1988). The need
for such amechanism is beyond the scope of the present framework.

14. From an EASE perspective, it is parsimonious to treat the
sense of agency, too, as a conscious content that is experimentally
manipulable. It is experienced when there is the perception of a
lawful correspondence between action intentions and action out-
comes (Wegner 2002) and depends in part on conceptual process-
ing (Berti & Pia 2006; David et al. 2008; Haggard 2005; 2008;
Jeannerod 2009; Synofzik et al. 2008).

15. In forms of metacognition (e.g., indirect cognitive control;
Morsella et al. 2009b), there are cases in which, through top-down
control, conscious contents can lead to the strategic activation of
other contents; however, this mechanism is beyond the abilities
of our simple organism and, for the present purposes, unnecessary
for appreciating the primary role of consciousness.
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Abstract: Morsella et al. claim that consciousness functions to integrate
incompatible skeletal muscle intentions. Their primary cases of

conscious skeletomotor integration involve action suppression, such as
holding one’s breath underwater, which requires suppressing the urge to
inhale. This indicates that the authors seem to think action inhibition
counts as the relevant kind of integration. I suggest that there is reason
to think this kind of inhibition can occur unconsciously via unconscious
inhibitory mechanisms. Unconscious inhibition therefore potentially
undermines the authors’ thesis. If cases of unconscious inhibition are
not instances of integration, then the authors should clarify exactly what
counts as integration.

In the target article, authors Morsella et al. claim that conscious-
ness functions to integrate “incompatible skeletal muscle inten-
tions for adaptive action” (sect. 2.4, para. 5). The authors’ claim
is one of necessity: “[T]he conscious field is necessary to integrate
what appear to be multiple inclinations toward the skeletomotor
output system” (sect. 2.4, para. 5; emphasis mine). In this com-
mentary, I identify a worry – namely, that the authors have not ad-
equately defended the strong necessity claim. Necessity claims are
inherently vulnerable: a single counter-example renders the claim
false. I suggest that there is both prima facie reason to think that
skeletomotor integration can occur unconsciously, and some pos-
itive empirical evidence that it can.

The authors note that many theories of consciousness specify
the purpose of consciousness to be quite high level – for
example, the maintenance of the self, semantic processing, or
theory mind. In contrast, the authors think consciousness serves
a “counterintuitive, passive, and ‘low level’” function (target
article, introductory para. 1). A risk of identifying the function
of consciousness to be low-level is that it will turn out that the
low-level task can be subserved by non-conscious processes. The
more basic the role granted to consciousness is, the more likely
that scientific investigation will reveal that the function can be
achieved in the absence of consciousness.

To support the claim that consciousness is necessary for skele-
tomotor integration, the authors must convincingly argue that
there are no cases of unconscious skeletomotor integration. Con-
trasting cases of obviously conscious integration like holding one’s
breath underwater with cases of unconscious (non-skeletomotor)
integration like the McGurk effect is too weak a method to
support the necessity claim. How do we know that there are not
cases of unconscious skeletomotor integration of which we are
not aware, given that such integration would be unconscious?

The authors do not give a precise definition of “integration,” but
they do give useful examples. Holding one’s breath underwater
requires integration. In this case, a reflexive action (inhaling) is in-
hibited by one’s goals (wanting to survive). Action inhibition
appears therefore to count as integration. If there are cases of un-
conscious action inhibition, then this would presumably mean
there are cases of unconscious integration.

There is prima facie reason to think the relevant integration/con-
flict can occur unconsciously. The authors claim that conscious con-
flict occurs whenever there are multiple incompatible inclinations
on skeletomuscles. On a weak reading of “inclinations,” in which
an inclination is simply an activated motor plan, the phenomenon
of “incompatible skeletal muscle intentions” (sect. 2.4, para. 5) is
not particularly rare. Motor plans are automatically activated to a
wide range of stimuli, a point the authors acknowledge: “[There
is] overwhelming evidence demonstrating that the presentation of
action-related perceptual stimuli automatically and systematically
influences action processing” (sect. 3.2, para. 3). Simply viewing
or categorizing an object primes motor responses associated with
the object, like grasping actions (Tucker & Ellis 2004). These
motor responses are clearly often incompatible with current
goals: grasping reflexively at a stranger’s personal effects would
be quite deleterious, for instance. If motor plans are indeed activat-
ed as ubiquitously as the research suggests, then it is likely that in-
compatible actions – or even, “unconscious urges” – are activated
and suppressed beneath conscious awareness all of the time.
Perhaps the authors would counter that these incompatible inclina-
tions are all conscious. However, it does not seem as if we are con-
stantly bombarded with conscious urges to grasp the objects we
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encounter. The authors might also contend that action inhibition is
not integration. But the primary examples of conscious integration
that the authors offer, such as holding one’s breath underwater, are
cases in which a reflexive action is inhibited.

Consistent with the claim that the brain is constantly engaged in
the suppression of unwanted incompatible motor plans, consider
the effects of releasing these inhibitions. Under the influence of
alcohol or other inhibition-releasing drugs, people behave quite
differently – they are more aggressive, for example, and find
themselves making inappropriate or irreverent comments. Al-
though it often seems like the alcohol “created” or “implanted”
these inclinations, it is plausible that they are present even while
sober; however, because unconscious inhibitory mechanisms are
in place to suppress them, they are not consciously experienced.
Consider that we often find ourselves acting appropriately and
in-context without any effort at all, such as when we are able to
remain quiet at a movie or show. At first, one might accidentally
talk at inappropriate times, but eventually, remaining quiet
becomes less effortful or entirely un-effortful. This does not dem-
onstrate that it is definitely the result of unconscious inhibition.
But how do we know that it is not? The authors claim that there
are no cases of this unconscious integration. If there is reason to
think there might be unconscious integration, then the authors
must explain why this is mistaken.

In addition to the concerns I have raised, there is positive empir-
ical evidence that actions can be suppressed unconsciously. One
widely discussed finding that is taken by many to evince uncon-
scious inhibition is the negative compatibility effect. The negative
compatibility effect refers to the ability of subliminal action-sug-
gesting primes (such as a leftward arrow priming a left response)
to render performance worse when a congruent or compatible re-
sponse must be made to a target, under certain conditions. For in-
stance, if a prime such as “>>” is subliminally presented prior to a
target (“>>”) and there is a significant delay between prime and
target, responses to congruent targets is slower than incongruent
targets (Eimer & Schlaghecken 2003; Schlaghecken et al. 2006).
(The effect reverses with a shorter prime–target delay.) A standard
explanation for the effect is that it involves an unconscious inhibito-
ry mechanism that suppresses the activated motor response from
the prime, in order to preempt interference from the prime on
the response to the target (Jaskowski & Przekoracka-Krawczyk
2005; Schlaghecken & Eimer 2006; Sumner et al. 2007). This
occurs entirely beneath subjects’ awareness because the subjects
are never aware of the prime. The negative compatibility effect
therefore provides some positive evidence that consciousness is
not required for skeletomotor integration.

Content encapsulation in consciousness is
likely to be incomplete
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Abstract: Although the passive frame theory (PST) seems to be very
plausible, the encapsulation of content generation deserves further
elaboration. Many concepts and data considering the capacity theory,
perception, and higher cognitive processes seem to contradict this
principle. In general, PST can be suitable in many cases, but it needs to
be completed by other mechanisms.

Despite the general structure of the passive frame theory (PST),
which is well substantiated, the concept of encapsulation of

content generation (sect. 4.1 tenet in target article) seems to be
inconsistent with concepts and data from other domains in cogni-
tive psychology. My commentary will challenge it from three di-
rections: the capacity theory and physics, perception of illusions,
and higher cognitive processes such as language and planning.
Taking up the same metaphor as Morsella et al. in the target

article, consciousness may be represented as an interpreter
(sect. 3.3, para. 4). In the real world, an interpreter can influence
both people and the debate, albeit not voluntarily, by choosing
one word instead of another or by using metalinguistic signs
(i.e., tones, melodies, etc.) appropriate for the output language
but different from the input one (cf. the concept of semantic in-
commensurability: Feyerabend 1975). From a perspective taken
from physics, the interpreter introduces noise into the system as
she is playing a role, as stated in Heisenberg’s uncertainty princi-
ple. In cognition, every process requires and consumes cognitive
resources, and a certain amount of error is associated with each
transformation. Because any item in the cognitive system is sus-
ceptible of being modified by near items, why should the mecha-
nism of consciousness not be prone to this principle? By assuming
that errors increase under certain circumstances (i.e., high cogni-
tive demands, high anxiety, low activation in drowsiness, etc.),
contents may be affected (and modified) while they are in the con-
scious field, during and after the process of generation.
If we assume that inhibition of conscious contents is different

from modification of contents, we can get a satisfactory
outcome. Inhibition cannot be voluntarily applied to conscious
contents (as discussed by Morsella et al.), but we cannot exclude
that other contents or processes may modify the contents in the
conscious field. Bottom-up influences could be excluded
because the model clearly substantiates that they can generate
content, but what about top-down influences?
The influence of past experience on perception (Duncker 1939)

may be helpful. If a person looks at the picture in my Figure 1, she
will perceive five segments. After turning her head 90° to the left,
the two letters E and F appear. From that moment on, it is not
possible to perceive the segments anymore. The organized stimu-
lus (i.e., the best guess made by the whole system, including both
perception and past knowledge) hinders the initial perception in a
permanent way. Along this view, Liu et al. (2012) have demon-
strated that one’s own “will” can influence the conscious percep-
tion of the direction of the spinning silhouette. Therefore, if
separate items in the conscious field can interact in order to
change the content, the principle of encapsulation can be
applied to a very large subset of items, but not to every one. Phe-
nomena like those observed due to the mirror neuron mechanism
(Gallese et al. 1996) may support this assertion. If encapsulation
were complete, it would be really difficult to explain the relevance
of certain goal-directed actions, with respect to the same motor
action without a goal. While representing a food object, it does
not know whether it will be eaten or thrown away. However,
our cognitive system does not represent a single item alone, if
other information in the environment is tightly connected to the
item itself (Iacoboni et al. 2005). If a grasping action is directed
towards an apple, the system conveys the message that that
action is going to be performed onto the apple, even though the
apple is not present in the perceptual field but hidden behind a
panel. Thus, task demands are not only activated by perceptual

Figure 1 (Basso). Does this figure depict 5 segments or 2
letters?
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scenery, but also they can influence low-level processes like per-
ception and attention.

Although it is widely accepted that desires and beliefs cannot
modify these contents, Morsella et al. state that the same is true
also for high-level processes. However, their example related to
Thanksgiving dinner (sect. 5, para. 10) does not foster this asser-
tion. What they termed as “language” is just another kind of
(ready-made) action plan. The stimulus may trigger a movement
that could be incompatible with drinking, but this is not language
unless it involves syntax, semantics, and the generation of a
planned utterance. Moreover, one person could have decided to
move towards the cup of chocolate and to start talking at the
same time. She stops talking only while drinking, but this is just
execution of a well-known pattern of action embedded in the ex-
ecution of an online speech, which needs a certain level of top-
down control.

The experience of insight is perfectly in accordance with the
predictions made by PST as it pops up in the conscious field
without any (clear) awareness of its preparation. Many tasks,
instead, call for an ordered series of actions in order to obtain
the desired final state (i.e., planning). In the Travelling Salesper-
son problem, people need to plan the shortest path between a
series of subgoals (MacGregor & Ormerod 1996). Coherently
with PST, it has been demonstrated (Basso et al. 2001; 2006)
that people are aware of their intentions to change their plan
during execution (due to conflicts between the initial plan and
the ongoing situation). Because the number of intermediate sub-
goals does not affect the initial planning time, it was argued that
the time before execution is used to determine the general strat-
egy and the first movements. Thus, the actual strategy must be
continuously determined during execution, and the constant plan-
ning index (Cazzato et al. 2010) justifies this assumption. Partici-
pants report to be aware of this ongoing process and that some
tasks require additional effort. According to encapsulation, these
participants were not able to refine their behavior during its exe-
cution, because they were aware of process outcomes only. The
action-perception cycle is not involved, because planning could
be made upon representations alone. Although planning may re-
semble mental rotation tasks, it plays a role in the approach-avoid-
ance behavior (i.e., by determining the best path to escape), and it
must be part of the behavioral repertoire of a “creature in the
cave.”

What if consciousness has no function?
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Abstract: An implicitly dualist or Cartesian materialist theory of
consciousness is proposed without citing the many well-known problems
with such theories. A function for consciousness is proposed with no
reference to the possibility that “consciousness itself” has no function of
its own. The theory builds on proposed “subset consensus” and
“integration consensus” when in the literature there is no such
consensus on these issues.

From the first sentence, the article by Morsella et al. assumes that
consciousness has a function. The authors never consider the pos-
sibility that it may not and make many further assumptions that
have frequently been challenged in the literature.

The question of function relates closely to what is probably the
greatest gulf between theorists –whether consciousness is or is
not something extra, or additional to, neural and biological

processes. If it is, the hard problem (how subjective experiences
arise from objective brain events; Chalmers 1995) is real, and con-
sciousness must have evolved for a reason. If it is not, as in the case
of the many variants of reductive or eliminative materialism, iden-
tity theory, and physicalism, then there is no hard problem, and
consciousness evolved because perception, memory, learning,
and other useful abilities evolved. Responding to the many well-
known thought experiments, only those who think consciousness
is something extra believe that philosophical zombies are possible
and that Mary the colour scientist learns something new when she
emerges from her black-and-white room (Jackson 1982).

The authors are clearly in the first camp, not only with their
concept of the “conscious field” and its contents, but also in
their use of such phrases as “consciousness itself” (sect. 4.3,
para. 2), the “regions responsible for consciousness” (sect. 3.4,
para. 2), and brain regions or processes “associated with con-
sciousness” (e.g., sect. 1.4, para. 2, and elsewhere in the target
article). They reject Cartesian dualism (explicitly claiming to
avoid the homunculus fallacy) but admit to retaining aspects of
the Cartesian theatre. So their theory is a version of Cartesian ma-
terialism (Dennett 1991), as revealed in such phrases as “contents
enter consciousness” (sect. 4.1, para. 2) and percepts and repre-
sentations “become conscious” (sect. 3.5, para. 7).

These phrases imply that some processes, percepts, or repre-
sentations are conscious while others are not, and the authors
claim, as though it were uncontroversial, that there is a subset con-
sensus on this issue. Citing Bleuler’s (1924) textbook, they say,
“When adopting a descriptive standpoint, even the most cursory
examination of the brain reveals a contrast between conscious
and unconscious processes” (sect. 1.2, para. 2). No, it does not.
Examination with the naked eye reveals white and grey matter;
with a microscope, glial cells, neurons, axons, and synapses; and
with modern scanning techniques, further detail. Nowhere can
we see what I have called the “magic difference” between con-
scious and unconscious regions or processes (Blackmore 2011).
They claim that “the contrast between conscious and unconscious
processes in the brain is somewhat inevitable” (sect. 1.2, para. 2).
No. Not only is it not “inevitable,” but also it is deeply problem-
atic. What could it mean? That some brain processes have subjec-
tive experiences attached to them; that some give rise to
consciousness; that the hard problem applies to only a subset?
Indeed, saying that a brain process is “conscious” entails the mer-
eological fallacy – that is, ascribing to part of an animal “an attri-
bute which it makes sense to ascribe only to the animal as a
whole” (Bennett & Hacker 2003, p. 240). Morsella et al. are not
alone in taking this view, and the hunt for the neural correlates
of consciousness is based on the premise that such a distinction
will be found, but so far there is no agreement about whether it
has been or will be found.

The same can be said of the integration consensus. Claiming
that the function of consciousness is integration, Morsella et al.
contend that “consciousness serves an essential, integrative role
for the somatic nervous system” (sect. 6, para. 5) and “conscious-
ness integrates neural activities and information-processing struc-
tures that would otherwise be independent” (sect. 2.2, para. 1).
I want to ask not only how subjective experience can be said to in-
tegrate objective activities and structures (implying a version of the
hard problem or possibly some kind of unexplained downward
causation), but also, more fundamentally, why these activities
and structures need something extra to integrate them. Are they
not integrated by structural connections or by the various process-
es proposed to account for binding (Cleeremans 2003)? Contrary
to the authors’ claim, there is no consensus over integration either.

The confusion is clearest in their discussion of global workspace
theory (GWT). Morsella et al. cite more than 20 papers and books
as evidence for this consensus but include in this list authors who
hold totally opposed interpretations of GWT. These too can be
divided into two main camps. On the one hand, there is a
loosely Cartesian materialist or implicitly dualist account like the
one proposed here. According to this, and the original formulation

Commentary/Morsella et al.: Homing in on consciousness in the nervous system

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 19
https://doi.org/10.1017/S0140525X15000643 Published online by Cambridge University Press

mailto:susan.blackmore@plymouth.ac.uk
http://www.susanblackmore.uk
https://doi.org/10.1017/S0140525X15000643


by Baars (1988), items of information (or processes, percepts,
thoughts, etc.) compete for access to the global workspace
where they “become conscious” and are broadcast to the rest of
the unconscious audience. This interpretation retains the hard
problem and all of the difficulties of Cartesian materialism.

A completely different interpretation is more common (though
not universal) in neuronal global workspace theory (Dehaene &
Naccache 2001) and means that no process or information has
to “become conscious” or “enter consciousness.” As Dehaene
(2009) explains, brain-scale broadcasting creates the possibility
of verbal and other types of report, and this is experienced as a
conscious state. There is no additional consciousness or subjectiv-
ity. This is what Dennett (2005), more colourfully, calls “fame in
the brain” or “cerebral celebrity.” Fame is not something addition-
al to being widely known, nor is consciousness something addi-
tional to being widely broadcast. In this interpretation of GWT,
there is no dualism or hard problem. These views are deeply
opposed, and there is no consensus as to which is right.

In summary, the article by Morsella et al. proposes an implicitly
dualist or Cartesian materialist theory of consciousness without
citing the many well-known problems with such theories and
claiming consensus where none exists. Their discussion of olfac-
tion is a helpful and interesting addition to our understanding,
but their theory of the function of consciousness does not stand
up to scrutiny.

Consciousness around the time of saccadic
eye movements
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Abstract: During saccadic eye movements, the job of the nervous system
is not to perceive a change in stimulation from the receptors, but to
prevent a change from reaching consciousness. These movements
occupy an intermediate range between actions that are almost always
conscious, such as finger movements, and those that are never conscious,
such as the smooth-muscle actions of the digestive system.
Consciousness in this context requires attention to the consequences of
an action.

In their motor-oriented approach to consciousness, Morsella et al.
distinguish between conscious and unconscious processes: “Al-
though one is unconscious of these complex programs (Johnson
& Haggard 2005), one is often aware of their proprioceptive
and perceptual consequences” (target article, sect. 3.1, para. 2,
emphasis in the original).

I will discuss a case in which perceptual consequences remain
hidden despite large changes in sensory stimulation. The situation
is the most frequent of all human behaviors, the saccadic
(jumping) eye movement that moves visual fixation from one loca-
tion to another. Saccadic eye movements occupy an intermediate
range between actions that are almost always conscious, such as
movements of the fingers, and those that are never conscious,
such as the smooth-muscle actions of the digestive system. Like
breathing, the generation of eye movements can be conscious
but normally is not. As a striated muscle system, the movements
should be conscious in the context of Morsella et al.’s elemental,
action-based, simple, and evolutionary-based (EASE) perspective.
Consciousness requires attention to the consequences of an
action.

Here the job of the nervous system is not to perceive a large
change in stimulation from the receptors, but to prevent such a
change from reaching consciousness. All visual information

arrives from retinas that encounter a large change in stimulation,
a shift of the entire visual world, with every saccade. Normally
the change is not perceived, but under some circumstances, it
can be perceived (Deubel et al. 1998). If a saccade causes gaze
to reach its target, the result is usually space constancy – nega-
tively defined, this means that a jump of the retinal world is
not perceived despite the large change in the stimulus. The
motor-oriented approach of Morsella et al. links the sensory
and motor aspects of a saccade, allowing a reorientation in
terms of reafference.
Retinal signals reach the primary visual cortex and beyond in a

code that is not space-constant – cortical stimulation shifts with
eye movements even though perception does not (Bridgeman
1973). Hence, we already know that the content of the primary
visual cortex is not conscious. The paradoxical situation arises
that the proprioceptive and perceptual consequences of saccades
reflect the world, that does not move, and not the retinal image
that does move. In fact, there is no visual brain area that shows
no change across a saccadic eye movement, because space con-
stancy is in this sense a systematic failure of conscious perception
rather than a detection of an external event. Consciousness is di-
rected to the stable world, not to the moving receptors.

An “ecological” action-based synthesis
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Abstract: We expand upon Morsella et al.’s synthesis in the direction of
what Gibson (1979) called an ecological approach to perception.
Morsella et al. describe consciousness as a director of voluntary action,
but they understate the role of the environment in its evolution as well
as in directing behavior. We elaborate these roles in the context of the
concept of affordances.

Why do we experience such a rich visual world all of the time our
eyes are open, but seem to be aware of smells only when they first
occur? There do seem to be more than incidental and irrelevant
differences between the olfactory system and the other four
major sensory systems. Morsella et al. suggest that we study the
olfactory system for clues as to the neural correlates of conscious
perceptual content. However, the olfactory system is admittedly a
very primitive, albeit highly conserved, sensory system. The olfac-
tory cortex is paleocortex, only three layers deep. Moreover, as
Morsella et al. emphasize, olfactory information does not pass
through a thalamic “relay” nucleus on its way to the olfactory
cortex, but rather goes directly there from the olfactory bulb,
only informing the mediodorsal nucleus of the thalamus after
paleocortical processing. Even that pathway is minor, as olfactory
input is mainly directed to the orbitofrontal cortex, from where it
also projects to the mediodorsal thalamus. Although some insights
about consciousness can surely be gained by taking the olfactory
system as a model, we believe that it is sufficiently different
from the other sensory/perceptual systems that those insights
will not be sufficient to explain much about the more sophisticat-
ed, and recently evolved, systems that subserve mammalian con-
sciousness. Indeed, there might even be two separate types of
consciousness: paleoconsciousness (paleoC), arising from a phylo-
genetically old system like the olfactory system, and neoconscious-
ness (neoC), arising from a more recent adaptation involving
thalamic relay nuclei and extensive neocortical processing.
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In the service of describing the newer type of consciousness, we
offer the following observation: neoC has many properties that
paleoC does not have. Most compelling to us is the fact that as
long as we are awake and have our eyes open, we experience a
rich visual scene. Conflict-resolving contents don’t spring into
and out of our consciousness, as described for Morsella et al.’s
cave-dweller, although they do spring into and out of attention
focus. Rather, we experience a wide range of action affordances;
that is, following Gibson (e.g., 1979), Norman (e.g., 2013),
Turvey (e.g., 2015), and others, we experience action possibilities.
The environment affords many such possibilities, the vast majority
of which will not be relevant to current goals and plans, although
they potentially could be. So why do we have perceptual and cog-
nitive systems that afford such a huge set of possible actions, most
of which will never be taken, conflict or no? Why did a simple
system (paleoC), as described by Morsella et al., not suffice, in
which relevant, conflict-resolving, perceptual content pops into
consciousness when needed?

We contend that the more elaborate system (neoC) evolved,
along with neocortex, to extend the range of affordances of
animals in the service of niche construction (Withagen & van
Wermeskerken 2010). We suggest this is true at least for
animals that appeared in the past several hundred million years,
especially mammals and birds, which share most features of tha-
lamocortical circuitry (Butler 2008). Niche construction theory
views affordances as coevolving along with the various species’
physical characteristics to allow adaptive behavior in new niches
that themselves are partially constructed from the new affordan-
ces available.

An especially important feature of the neoC system, which we
contend does indeed involve essential thalamocortical circuitry, is
that the affordances it provides allow for some very sophisticated
behaviors. Many of these involve moving the entire body in com-
plicated ways (e.g., a gymnast engaged in a floor routine). Another
set enables us to extend our behaviors into nonlocal environments
(cognitive maps; Tolman 1948) that allow for planning whole body
movements to places beyond the range of direct perception
(though see Stepp & Turvey [2015] and Turvey [2015] for
alternatives).

It should be noted that the behavior of Morsella et al.’s “crea-
ture in the cave” could arguably be construed as either conscious
or non-conscious. For instance, the experience of “acting involun-
tarily” (e.g., suddenly reaching out to catch a falling object, the
motions one’s body takes to recover/brace during a fall, etc.)
may only lack the illusion of voluntary action because the action
is required to occur before its stimulus can reach consciousness
(cf. Glover 2004). Whether this issue can be resolved (re neoC/
paleoC) may require further research, though determining
“refresh rates” in other animals may prove fruitful.

Finally, we wish to point out that the paleoC and neoC systems,
in advanced animals that have both, must work together to direct
action. The olfactory system does project to neocortical areas, and
those project their more advanced outputs to the mediodorsal
thalamus, presumably integrating there with the information
coming in directly from the piriform cortex. In addition, olfactory
information entering the orbitofrontal cortex is integrated with in-
formation from every other sensory/perceptual system, and the in-
tegrated information is projected back to the sending areas,
including the thalamus. It is therefore not surprising that under-
standing olfactory consciousness is difficult; the paleoC system
does not normally function in isolation in advanced animals.
When parts of the newer system to which it is connected are
knocked out, however, as in damage to the mediodorsal thalamus
or orbitofrontal cortex, anomalies of olfactory consciousness are
experienced. One such anomaly is so-called blindsmell, in which
a person denies olfactory experience but can make some olfactory
discriminations. Notably, Sobel et al. (1999) observed increased
activation levels of the orbitofrontal cortex and thalamus during
high (compared with low, “non-perceptible”) concentrations of
odorants. This phenomenon, and its brain correlates, closely

resembles “blindsight,” “blindhearing,” and “blindtouch,” in all
of which apparently unconscious information processing helps
to guide action (Zucco et al. 2014).

It is possible that our two suggested systems, paleoC and neoC,
could share some fundamental mechanism that gives rise to expe-
rience. It is also possible that there is more than one such mech-
anism, with the more complicated one absorbing the less
complicated, except when the more complicated one itself is inca-
pacitated. Further exploration of the similarities and differences
between olfactory consciousness and that illustrated by vision,
hearing (especially speech), touch, and taste should continue to
yield insight into this mystery.

Calling for a developmental perspective on
action-based consciousness
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Abstract: Human newborns can resolve some response conflicts in order
to adapt their behaviour, suggesting that the newborn has consciousness
according to Morsella et al.’s framework. However, we pose a range of
developmental questions regarding Morsella et al.’s account, especially
concerning the role of consciousness in the development of action.

Morsella et al. argue that consciousness comprises not higher-
order cognitive processes, but basic sensory components neces-
sary for purposeful action. Whereas the development of
higher-order cognitive processes remains a matter of debate (e.g.,
Blakemore & Choudhury 2006; Zelazo 2004), it is more accepted
that the sensory constituents of action change substantially in early
life as a result of the interplay between sensorimotor experience
and brain development (Gibson & Pick 2000; Mareschal et al.
2007;Thelen&Smith1996).Although it isunclearwhetherMorsella
et al. view consciousness as a static or developmental phenomenon,
all accounts of psychological functioning including those concerning
consciousness arenecessarily constrainedbywhatweknowof thede-
veloping organism. Hence, we believe that a consideration of devel-
opment provides an important point of reference and validation for
Morsella et al.’s proposal.

Morsella et al. propose that the function of consciousness is to
allow the integration of intentional drives towards certain skeletal
muscle outputs which are incompatible in a given situation. One
example which they offer is that of holding one’s breath underwa-
ter – they view consciousness as a field in which the conflicting
goals of being underwater and the natural tendency to breathe
are resolved. In their explanation of this position, Morsella et al.
introduce “a hypothetical, simplified, human-like mammal that,
though conscious […], is not equipped with many of the compli-
cated abilities/states associated with adult humans” (sect. 1.3,
para. 1, italics added). A non-hypothetical organism already fits
Morsella et al.’s description: the human newborn.

We want Morsella et al. to replace their hypothetical “creature
in the cave” with a human newborn for two reasons. First, this
will allow us to examine whether their framework can describe
real examples. Consciousness is likely to have a specific biological
substrate working under different constraints to those of the
“creature in the cave”. Second, a consideration of developmental
differences between newborn and (let’s say) adult, and also the
processes of development, will help test and extend their proposal.
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For instance, we can ask whether a human newborn automatically
reacts to sensations one at a time or whether it is able to resolve
response conflict for purposeful action. If it merely reacts to con-
secutive sensations, then one might argue that, according to Mor-
sella et al.’s perspective, the newborn has no need for a conscious
field, and thus consciousness may emerge gradually over develop-
ment. However, as we shall see, newborns can resolve some re-
sponse conflicts in order to adapt their behaviour.

Although the newborn infant’s ability to generate voluntary
action is relatively limited, neonatal reflexes (Prechtl 1993), tradi-
tionally viewed as automatic (outside-of-consciousness) stimulus
reactions, have been argued by some to represent intentional
actions (e.g., Rochat 2001; von Hofsten 2007). Therefore, we
can ask whether behavioural reflexes in newborns can be modulat-
ed by competing intentions. The sucking reflex is activated when-
ever the nipple touches the back of the palate. This results in the
jaw movements needed to induce milk flow (Prechtl 1993). In
fact, this behaviour is not completely reflexive; newborns can
alter their sucking behaviour in response to the taste of the
liquid (e.g., Crook 1978). Salt solutions lead to shorter bursts of
sucking in newborns, relative to distilled water. Morsella et al.’s
conscious field permits contents about touch and taste to integrate
and influence action, resulting in infants modifying their sucking
behaviour. Morsella et al.’s framework thus seems to indicate
that human newborns are conscious.

Although newborns can modulate their sucking action in re-
sponse to the salinity of the liquid, there have nonetheless been
cases of accidental poisoning through excessive sodium intake fol-
lowing mistakes in food preparation (e.g., Finberg et al. 1963). It
seems that, in newborns, taste can only modify (not fully suppress)
the sucking response, leading to continued ingestion of food even
when distasteful. Nonetheless, infants are unlikely to be presented
with dangerous liquid, so their sucking response is adaptively
stronger than their reaction to the salinity of liquid. However,
adults have better control over food intake: they are able to spit
out distasteful food. Although both infant and adult behaviours
are adaptive, we wonder whether the differences are due to devel-
opmental changes in consciousness. If they are, then an account of
what changes in consciousness, and how it changes, is needed.

Morsella et al. propose that consciousness functions to provide a
structure in which conflicting purposeful movements can be re-
solved. As such, one can ask how the realisation of this function
might change over development. Certainly, the relevant movement
conflicts change, and it takes time for infants to develop a well-struc-
tured behavioural repertoire that could form the mature “content”
of Morsella et al.’s “conscious field.” To take an example, months
before infants are able to reach purposefully for an object, they
spontaneously flap their arms when presented with it (Bhat & Gal-
loway 2006). Over development, these spontaneous flapping move-
ments come to more frequently contact objects, eventually leading
to proficient goal-directed reaching. Considerable time is involved
in these developments: Although in one waking hour the average
toddler takes 2,368 steps, which is the equivalent length of 7.7
American football fields (Adolph et al. 2012), it is still several
years before the movements they select in walking become adult-
like (Adolph & Robinson 2015). What kind of role does Morsella
et al.’s conscious field play in the development of competent pur-
poseful action selection? In the example given above, do young
infants’ experiences of the conflict between emerging representa-
tions of “spontaneous flapping” and “approaching an object” drive
the development of proficient reaching?

To sum up our line of questioning, we wonder to what extent
the conscious field is required for development or is a result of de-
velopment itself. Indeed, we had many questions concerning why
Morsella et al. felt that consciousness was necessary to resolve the
kinds of conflicts which the “creature in the cave” and the human
newborn face. It might be that a developmental perspective could
provide an answer to such queries, by highlighting the need for an
ontogenetic mechanism by which we first come to resolve
conflicts.

Getting back from the basics: What is the role
for attention and fronto-parietal circuits in
consciousness?
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Abstract: Morsella et al. present a novel theory of consciousness which is
more “low-level, circumscribed, counterintuitive, and passive” than previous
accounts. There is much to like about this approach. However, what are the
explanatory costs associated with these characteristics? In particular, how
does this low-level and passive theory accommodate evidence for top-down
attention being necessary (but not sufficient) for visual consciousness?

Much of science is reductionist, whereby methodology and theory
are expressed in ever-smaller and fine-grained entities in order to
investigate and characterize a phenomenon or process of interest
(Koch 2012). In the target article Morsella et al. apply this method
and introduce a provocative conceptual framework to advance our
understanding of consciousness. Specifically, they argue that in
order to study this most elusive of neural processes, one should
look at it in its most basic form. Indeed, they focus on a hypothet-
ical, simplified human-like mammal that, although conscious, does
not possess high-level abilities associated with human informa-
tion-processing – for example, indirect cognitive control. In addi-
tion, they study the olfactory system, as opposed to the more
complex visual system which has been the focus of previous con-
sciousness research (Crick & Koch 2003). I commend the authors
for taking on such a daunting problem, their thorough analysis of
the relevant literature, and their novel approach; however, the
basic framework Morsella et al. present may be limited it terms
of its explanatory power. Indeed, it appears unable to account
for a wide array of literature which shows that, in the visual
domain (humans’ dominant sense), higher-level cognitive process-
es, such as top-down attention and re-entrant processing in the
brain –whereby frontal-parietal regions project back to sensory
areas – play a vital role in consciousness.
A recent trend in the empirical literature has been to argue that

conscious and top-down attention are distinct and do not share a
causal relationship. Put differently, attention can be devoted to
unconscious stimuli, and consciousness can be achieved without
a stimulus being the subject of attention (Koch & Tsuchiya
2007). However, as elegantly argued by Cohen et al. (2012),
there is little evidence for this. Specifically, attention has to be
able to be deployed to unconscious stimuli, otherwise how
would these items reach consciousness? Having said this, atten-
tion is not all or none, and consequently, just because an item is
attended does not guarantee that it will enter awareness (thus, at-
tention is necessary but not sufficient). In addition, Cohen et al.
provide a thorough review of the literature and demonstrate
that previous findings reporting properties of the environment
(e.g., gist of a scene; Mack & Rock 1998) entering awareness
without attention are flawed and do not hold up to dual-task atten-
tional manipulations (Cohen et al. 2011). In short, there is strong
evidence that top-down attention and consciousness are inherent-
ly linked. Given that top-down attention is capacity limited/effort-
ful, this suggests that consciousness is not entirely passive and that
it relies on higher-level goal-related information processing (not
possessed by the creature in the cave).
Evidence from neuroscience also suggests that visual conscious-

ness draws on high-level resources and that the neural basis for con-
sciousness goes beyond subcortical regions. Arguably the most
heavily used phenomenon for studying visual consciousness is the at-
tentional blink (AB): This refers to subjects’ typically impaired per-
formance in reporting the second of two targets in a rapid serial
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visual presentation stream if it appears within 200–500 msec of the
first target relative to when it appears outside this window
(Raymond et al. 1992). The AB is thought to reflect a failure of per-
ceptual awareness, where the missed second target does not enter
consciousness. Considerable functional imaging work has investigat-
ed the neural substrates of this phenomenon and localized it to
frontal-parietal regions. For example, Marois et al. (2004) found,
using a dual-target Rapid Serial Visual Presentation (RSVP) task
with scene stimuli for target 2, that when this item was missed,
and it failed to enter awareness, it still activated the parahippocam-
pal place, whereas the lateral prefrontal cortex did not respond to
missed second targets. Similarly, research on object substitution
masking (OSM; Enns & Di Lollo 1997), where a sparse (e.g.,
four-dot), temporally trailing mask obscures the visibility of a
briefly presented target, also implicates top-down processing.
Indeed, Hirose et al. (2007) observed that disruption of visual
area MT (middle temporal/V5) via repetitive transcranial magnetic
stimulation (rTMS) influenced the magnitude of OSM. This is con-
sistent with the re-entrant processing account of OSM offered by Di
Lollo et al. (2000) who argue that the phenomenon represents iter-
ative hypothesis testing with anterior (e.g., frontal) regions sampling
high-resolution sensory information from posterior visual areas via
feedback. Finally, recent work by Zhang et al. (2011) has shown
that even the inter-ocular fluctuations in consciousness that are ob-
served during binocular rivalry (BR), which were previously thought
to be automatic and spontaneous, are dependent on top-down atten-
tion. These authors employed electroencephalogram (EEG) fre-
quency tagging via steady-state visual evoked potentials to show
that stimulus representations stopped rivaling when attention was
diverted away from the rivalry display. Collectively, these results
using the prominent visual consciousness phenomena of the AB,
OSM, and BR, all show that top-down attention processing plays a
vital role in consciousness. In addition, when considering that top-
down attention has been shown to tap frontal-parietal cortical cir-
cuits (see Corbetta et al. 2008), this suggests that consciousness is,
at least partially, both high level and active rather than passive.

So where does this leave us with the passive frame theory
offered byMorsella et al.? It is clear that theirs is an internally con-
sistent framework that offers a unique perspective and impressive
account of the most basic form of consciousness. However, the
challenge of characterizing higher levels of consciousness (al-
though AB, OSM, and BR are thought to be perceptual phenom-
ena) in a species that leads a richer and more challenging life and
that has more sophisticated and complex cognitive hardware,
remains to be addressed. It may be the case that passive frame
theory could be extended to accommodate a broader range of
findings and phenomena in humans; however, this would
require significant revision. It must also be noted that such a revi-
sion is necessary if this theory is to provide a comprehensive
framework that facilitates the interpretation of consciousness
data. Having said this, Morsella et al. are not alone here, and
indeed the difficulty of marrying reductionism and generalizability
is one that all of us working in this field face.

How does consciousness for action relate to
attention for action?
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Abstract: The interesting target article by Morsella et al. addresses critical
issues that impact our understanding of consciousness. It is surprising,
however, to see no treatment of the relationship between attention and
consciousness, particularly given available models. Whether olfaction is

most suitable as a model system to study consciousness for action also
seems questionable. These issues are elaborated in the present commentary.

The article byMorsella et al. is an interesting and thought-provoking
review. Two primary issues kept coming to mind during my reading,
both of which seem critical to address. The first is that the review
avoids mentioning anything about the relationship between atten-
tion and consciousness. The second concerns whether the olfactory
system in all of its simplicity is suitable as a model system to study
consciousness for action (particularly in humans).

Cited in the target article but not elaborated, Keller (2011) em-
phasizes the relation between attention and consciousness when
considering olfactory consciousness. In a similar vein, work in
my lab has considered the link between consciousness and atten-
tion; however, the focus is not on olfaction, but on conflict situa-
tions between the limbs (bimanual actions) in an allocation of
attention to action (AAA) framework (Franz 2012). As in the
target article by Morsella et al., the AAA framework was inspired
by the earlier writings of Sperry (1952) and James (1890/1918),
and a major tenet is ideomotor theory (Hommel 2010). Thus,
the similarities across approaches are quite remarkable.

Higher levels of the 3-level AAA framework incorporate exam-
ples of bimanual conflict in actions such as drawing a circle and a
line, or circle and square (Franz 1997; 2003; 2012; Franz & Ram-
achandran 1998; Franz et al. 1991; 1996), or reaching with one
hand to a far target and one hand to a near target (Franz &McCor-
mick 2010; Kelso et al. 1979). The “empirical proof” of integration
(of lower and higher levels of processing) comes from additional ex-
amples in which the two hands produce a unified action rather than
conflicting actions as a result of the presence of visual perceptual
features or specific verbal instructional commands (Franz & Mc-
Cormick 2010; Franz et al. 2000; 2001); this propensity to unify in-
formation at the highest level possible is proposed as a fundamental
property of the “economical brain” (Franz 2010; 2012; Franz &Mc-
Cormick 2010). Higher levels are further discussed in terms of au-
tomatic or conscious processes of activation and inhibition (level 2:
AAA), and action selection (level 3: AAA), with all levels implicating
a mix of conscious and unconscious processing.

Consider a specific point of overlap found in the target article,
which states that “there must be a (unconscious) mechanism by
which one action plan can influence behavior more than other ac-
tivated action plans” (sect. 3.3, para. 3). AAA argues the same,
building on an action selection model (Mink 1996) in which acti-
vation of an action plan occurs from among other prepotent action
plans that must be inhibited (akin to action options). This process
implicates basal-ganglia (striatal) and thalamic-cortical (primarily
frontal) circuits as being key (Franz 2006; 2012; Mink 1996) and
can occur automatically through activation functions.

The target article focuses primarily on what most resembles the
lowest level of AAA. In level 1 of AAA (see Figure 1 in Franz
2012), primarily exogenous inputs capture awareness of an organ-
ism transiently (and automatically), leading eventually to trial-and-
error learning which results in formation of a perceptual-action
code akin to ideomotor theory (Hommel 2010); recent experi-
mental support comes from studies using evoked response poten-
tials (Bednark et al. 2013; Bednark & Franz 2014).

Three differences are clear across frameworks: (1) the focus on
attention and its relation to consciousness (Franz 2012; Keller
2011) not present in Morsella et al.; (2) the focus on “in the
service of action” (Franz 2012; Morsella et al.) not present in
Keller (2011); and (3) the focus on olfaction (Keller 2011; Mor-
sella et al.) not present in Franz (2012).

Furthermore, the work of Grossberg, although briefly cited,
seems far more relevant than suggested in the target article. Gross-
berg (1999) addresses the question of “how an intelligent being can
autonomously adapt to a changing world” (p. 4, emphasis in origi-
nal). Grossberg (1999) suggests that top-down expectation selective-
ly amplifies some features of bottom-up input while suppressing
others, and bottom-up signals reactivate those same top-down ex-
pectations (p. 10). This reactivation leads to a resonant state which
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is necessary for the brain to achieve consciousness (a conscious
percept). Without it, there is no conscious percept. Furthermore,
Grossberg (1999) suggests that a form of automatic attention can
operate at very low levels of processing (p. 32). Perhaps this also sug-
gests that the distinction between “passive” and “active” becomes
rather blurry within the context of a process model?

According to AAA, increasingly embedded levels of processing
are built upon a basic sensorimotor system as a result of evolved ad-
aptations. This enables representation (possibly similar to conscious
content), and re-representation in a hierarchical neural system,
which has evolved through embodied actions, consistent with the
very early views of John Hughlings Jackson (1884; cf. Franz &
Gillett 2011; Gillett & Franz 2013). A statement in section 5 of
the target article seems to capture the essence of this idea: “All in-
fluences on skeletomotor behavior, from the highest-level processes
(e.g., language) to the lowest-level processes (e.g., pain withdrawal),
must engage the skeletomotor output system” (para. 4).

If olfaction is being proposed as a model system for studying con-
sciousness, and consciousness is for action, then what about the
implied olfaction for action link? The skeletal action system is
highly adaptive with growth of the organism (the limbs increase in
size with age), and is controlled by numerous cognitive and percep-
tual processes together with influences of a dynamically changing
environment (Franz 2012; Grossberg 1999). Limb systems
respond with fast simple reaction times to visual and auditory
stimuli (often between 200 and 300 milliseconds; Greenwald
1972; Hughes & Franz 2007; Shen & Franz 2005; Tassinari & Ber-
lucchi 1993). Visual stimuli are experienced as uninterrupted,
whereas olfactory experience is discontinuous due to sniffs occurring
with gaps between them (1.6 seconds is cited as the gap; Laing 1983;
Mainland & Sobel 2006; cited in Keller 2011). Thus, olfactory expe-
rience is temporally unstructured, and olfaction is essentially a
slower sense (Keller 2011). Gottfried and Dolan (2003) report a
mean olfactory reaction time of 1.539 seconds, and further elaborate
that “the nose smells what the eye sees” (p. 375), that is, odor per-
ception is largely affected by interactions with vision. Is an olfaction
to action link all that consistent with available evidence?

In sum, while I have no reason to disagree with the suggestion
that olfaction is an ideal system to study consciousness, I am less
convinced that olfaction is a suitable model system for an approach
aimed at informing our understanding of “consciousness for action.”

Consciousness of emotions and action
selection
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Abstract: Thedomain of emotions corresponds to the consciousnessmodel
proposed byMorsella et al. The action schemata unconsciously activated by
spontaneous emotions are indeed automatically selected from a small
number of innate operative patterns, whereas behavioral responses
selected at the cognitive level of emotional processing consist of strategic
plans, leading to a conscious integration of goal-directed actions.

In their target article “Homing in on Consciousness in the Nervous
System: An Action-Based Synthesis,” Morsella et al. propose the
passive frame theory, an internally coherent framework that, from
an action-based perspective, assumes that the primary function of
consciousness consists in serving as a frame that reflects a form of
integration associated with action selection, which directs skeletal
muscle output, thereby yielding adaptive behavior. A behavioral
domain which strongly corresponds to this model is the domain

of emotions. Emotions are, indeed, considered as adaptive behav-
iors, capable of interrupting with an urgency procedure the
ongoing action, to rapidly select a new operative scheme (Oatley
& Johnson-Laird 1987). The action schemata, unconsciously activat-
ed by the process of spontaneous emotional computation, can be
viewed as action dispositions, automatically selected from a small
number of innate operative patterns, corresponding to the basic
emotions and preparatory for (or supporting) specific behavioral re-
sponses (Frijda 1986). These behavioral patterns help solve impor-
tant adaptive problems of the human species, and include
expressive-communicative components, postural changes, locomo-
tion, bodily movements, and a sizeable recruitment of the autonom-
ic nervous system. On the other hand, behavioral responses selected
by the cognitive component of the emotional system consist of con-
trolled strategic plans, which do not include a communicative-ex-
pressive component and a concomitant strong activation of the
autonomic nervous system, but an integration of actions aiming to
find the most appropriate solution to the adaptive problem.
This difference between spontaneous and cognitive levels of emo-

tions is due to the fact that, according tomost authors, emotions have
a complex hierarchical structure, in which some sensorimotor
aspects are unconscious, but other aspects, such as the subjective
feelings and the selection of the skeletal muscle output, are
conscious. In particular, Leventhal (1987) proposes that human
emotions may be based on three functional levels: (a) the sensori-
motor, (b) the schematic, and (c) the conceptual level. The
sensori-motor level consists of a set of innate, universal expressive-
motor programs, which are triggered automatically by a certain
number of stimuli and include components of motor and vegetative
activation, as well as the corresponding subjective emotional feelings.
During individual development, these basic programs are linked, by
mechanisms of conditioned learning, to situations of the individual
experience, building the “emotional schemata,” which correspond
to partly unconscious spontaneous emotions, are automatically elic-
ited, and are accompanied by subjective feelings which constitute
the hallmarks of a true emotion. The last stage of this model is the
conceptual level, which is based on mechanisms of conscious declar-
ative memory and does not store instances of concrete emotional ex-
periences, but abstract notions about emotions and the social rules
that allow their expression, leading to the conscious and controlled
selection of the most appropriate action schemata.
A further difference between the above-mentioned levels of

emotional processing is that (according to the clinical and experi-
mental data reviewed in Gainotti [2012]) unconscious aspects of
emotions are mainly subsumed by subcortical structures, whereas
the more conscious aspects are supported by cortical structures.
Furthermore, a right hemisphere network mainly subsumes spon-
taneous emotions, whereas a left hemisphere neural system, related
to language and to the control of intentional movements, supports
the cognitive aspects of emotions. Therefore, contrary to what
happens in spontaneous, automatic forms of emotional behavior
(in which vegetative, expressive, and postural components of the re-
sponse are unconsciously produced), in controlled and intentional
forms of emotional expression conscious experience is accompanied
by a selective and deliberate action selection, which directs skeletal
muscle output towards goal-directed patterns of response.

Insights on consciousness from taste memory
research
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Abstract: Taste research in rodents supports the relevance of memory in
order to determine the content of consciousness by modifying both taste
perception and later action. Associated with this issue is the fact that
taste and visual modalities share anatomical circuits traditionally related
to conscious memory. This challenges the view of taste memory as a
type of non-declarative unconscious memory.

I consider most relevant the challenge that Morsella et al.’s pro-
posal poses to the traditional account of consciousness in terms
of higher cognitive/executive processes, which is based mainly
on visual research data. Among the various issues their target
article raises, the focus on the olfactory system merits attention,
given the general misconception about the low cognitive level of
chemosensory modalities such as olfaction and taste. Because a
similar picture is found with respect to taste, I consider it relevant
to draw the authors’ attention to the gustatory modality as a valu-
able case for the theory, because taste perception is closely linked
to action. Except in laboratory settings where taste solutions can
be applied to unconscious subjects, tasting under normal circum-
stances requires voluntary ingestion. Thus, taste research in
rodents can shed light on the following issues.

First, the role of memory in modifying the percept which leads
to action seems to be dismissed in the theory. When speaking
about motivation, Morsella et al. mention the role of memory as
part of general higher-order cognitive processes with little influ-
ence over perceptual processes. In fact, they state that “the [con-
scious] field itself has no memory … it only presents, for action
systems, the outputs of dedicated memory systems” (sect. 6,
para. 2). However, even in the “creature in the cave” metaphor
the conflict arises from memory, because the smell of smoke
has necessarily been previously associated with danger in order
to induce the urge to exit. It can be said that memory is in the
field of consciousness even if it is not conscious. Thus, memory
has presumably modified the smell of smoke at the lower level
of sensory processing. Likewise, the gustatory system is modified
by learning and memory even at the lower sensory relay levels in
the brainstem (Yamamoto & Yasoshima 2007). Thereafter, it can
be proposed that the conscious content of a food item necessarily
includes its hedonic value that in turn depends on memory. A
taste is novel, safe, or aversive but never neutral, because
tasting implies ingesting and this is followed by unavoidable con-
sequences. The outcome can be either positive, such as to relieve
thirst and/or hunger, or negative, such as to experience visceral
malaise (see Gallo & Rolls [2012] for a special issue on the
topic). According to the authors’ proposal, for the conscious
field to be complete and unambiguous during action selection,
it would not be adaptive for a taste to be represented without
its hedonic features, just as it would not be adaptive for an
object to be represented in the wrong spatial location.

Second, animal research on taste memory is consistent with the
authors’ proposal, which locates consciousness at a lower level of
the nervous function than previously proposed. For example, in
the anatomically based dichotomy between declarative and non-
declarative long-term memory (Squire 2004), consciousness has
been traditionally associated with declarative memory (also
termed explicit and cognitive memory). This conscious memory
is thought to be mediated by a medial temporal lobe system in-
volving the hippocampus and the adjacent perirhinal, entorhinal,
and parahippocampal cortex, as well as connections with other
cortical areas. Visual and taste recognition memory tasks in rats
have been conventionally viewed as paradigms of declarative
and non-declarative memory, respectively. The primitive phyloge-
netic and ontogenetic origin of the gustatory system might have
contributed to this state of affairs. Taste recognition memory rep-
resents a basic adaptive mechanism. The term refers to the ability
to assess the familiarity of a taste that was not followed by negative
consequences in previous encounters. Concomitantly with the
taste being classified as safe, consumption increases, thus
showing attenuation of neophobia. Research evidence using rec-
ognition memory tasks suggests that taste and visual memories
share an anatomical basis. In fact, consolidation of safe taste

memories has been associated with the hippocampus and the peri-
rhinal cortex (De la Cruz et al. 2008). Also, we have assessed Fos-
like immunoreactivity to demonstrate amygdala-dependent
changes in the activity pattern of the perirhinal cortex during
the formation of taste memory (Gómez-Chacón et al. 2012;
2015). This indicates that taste recognition memory involves
some of the areas previously related to visual recognition
memory. Therefore, it seems that the strict anatomically based
dichotomy of declarative versus non-declarative memory applied
to visual and taste recognition memory may need to be updated
when exploring memory maintenance mechanisms because inde-
pendent circuits do not function in isolation from each other and
may share common components.

Furthermore, in visual recognition memory, there are data sup-
porting the relevance of neural circuits that involve lower brain
areas, such as the thalamus. In fact, recollection and familiarity,
proposed as different components of recognition memory, seem
to depend on dissociable brain circuits. Recollection involves re-
membering specific contextual details about a prior episode,
whereas familiarity involves simply knowing that an item was pre-
sented, without having available any additional information about
the learning episode (Squire et al. 2007). In addition to the func-
tional dissociation of the temporal lobe circuits that attributes to
the hippocampus and the perirhinal cortex selective roles in rec-
ollection and familiarity, respectively (Aggleton & Brown 2006),
the neural circuits proposed include, among other subcortical
areas, the anterior and the mediodorsal thalamic nuclei, respec-
tively (Carlesimo et al. 2015).

In all, it can be proposed that the authors’ theory would benefit
from reconsidering the role of memory, whether available to con-
sciousness or not, because it modifies the encapsulated perceptual
contents themselves. Taste memory is a good model to be taken
into account.
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Abstract: Low-level consciousness is fundamental to our understanding of
the world. Within the conscious field, the constantly changing external
visual information is transformed into stable, object-based percepts.
Remarkably, holistic objects are perceived while we are cognizant of all
of the spatial details comprising the objects and of the relationship
between individual elements. This parallel conscious association is
unique to the brain. Conscious contributions to motor activity come
after our understanding of the world has been established.

Although appreciating the interesting and original thesis present-
ed by Morsella et al., I argue that their depiction of consciousness
as merely binding “incompatible skeletal muscle intentions” (sect.
2.4, para. 5) is extremely narrow. Consciousness is first and fore-
most a state in which information about the world is made avail-
able to us. Information originates from many disparate sources,
and it is only within the conscious field that the many inputs
create a cohesive, integrative percept. In what follows I present
examples showing how consciousness informs us about the
world and how complex motor activity is possible while conscious-
ness is engaged elsewhere, and I conclude by using the visual
system to discuss the unique nature of consciousness.
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Morsella et al.’s description of the “creature in the cave” reac-
tion to the noxious odor takes for granted a highly developed ca-
pacity of understanding the world that must precede any
meaningful motor reaction. The organism has to understand
that its body is an object in a three-dimensional world containing
many objects; that its body is an independent object separated
from the cave; that there is a world outside the cave; and that
the cave has certain spatial properties. It must also be able to es-
timate distances and sizes that change as it moves. All those con-
sciously gained pieces of information are not necessarily
precursors to action and do not represent “competition for
control of the skeletal muscles.” Calling such consciously gained
scene-understanding “encapsulated” is avoiding the issue; the
major, fundamental role of consciousness is dismissed to empha-
size a minor one.

Driving a car provides a useful example of a complex motor ac-
tivity that is unrelated to the concomitant conscious field. Occa-
sionally, we may drive while our conscious attention is
completely engaged elsewhere; all motor-related decisions, in-
cluding those involving conflict resolutions (whether to switch
lanes now, whether to increase speed), are performed outside
our active conscious state. We can find ourselves coming out of
a lengthy day-dreaming, realizing that we have been driving 10 ki-
lometers without any memory of what happened on the road but
with a clear memory of the content of our conscious ruminations.
The nature of conscious perception.When consciously viewing

the world, we perceive its many spatial elements together with
their associated properties (e.g., location, size, brightness). All
those elaborate spatial details are perceived, simultaneously and
in parallel. As I show elsewhere (Gur 2015), it is the neural activity
in the primary visual cortex (V1) with its veridical depiction of the
spatial elements comprising the visual image (a V1 “map”) that is
the basis of object representation, perception, and recognition. A
second process evident in our conscious perception is the integra-
tion of the neural activity occurring in disparate V1 loci into holis-
tic objects. The ability of the brain to generate perceived objects is
quite remarkable; a small number of dots that individually carry no
information of orientation, size, or length can be easily recognized
as meaningful shapes (Gur 2015). Even when flashed for a mere
50 microseconds or less (Greene & Ogden 2012; Greene &
Visani 2015), during which time visual cells fire just one or two
spikes (Gur & Snodderly 1997), it is possible to successfully
detect the shapes represented by the dots. Our conscious percep-
tion of raw, acute, holistic objects can be modified by processes
implemented in many visual and non-visual areas that provide aux-
iliary information regarding, size, tilt, distance, and so forth. This
spread-out activity interacts with the V1 activity patterns to allow
the comparison of the acute, ever-varied consciously observed
object with a memory – a stored prototype, leading to object rec-
ognition (Gur 2015).

We can thus see that there are two conscious processes that are
essential for our visual perception: detail preservation and details-
onto-objects integration, which, together with non-conscious in-
formation extraction, enable space perception and object recogni-
tion. Needless to say, those conscious processes have nothing to
do with motor activity but, among other functions, provide an un-
derstanding of our world without which no meaningful motor ac-
tivity is possible.

It is in the conscious state, particularly the low-level one, that
the unique ability of the brain to combine simultaneously occur-
ring discrete local activity patterns into a unified entity is ex-
pressed. This instant transformation from the particular to the
whole is performed without sending the information elsewhere
to a comparator or integrator. Let us consider two points of
light that generate two activity loci in V1. These two loci are per-
ceived as two points of light, but, in addition, we can compare
their properties: point A is oval, small, and bright, whereas point
B is circular, large, and dim. Such comparisons are done instantly
and in parallel. This ability to retain the identity and spatial prop-
erties of individual elements and at the same time compare or

correlate, in parallel, many individual inputs, is easily performed
during conscious perception, but it is something that no physical
devise, computers included, can achieve.
Finally, to demonstrate how essential consciousness is to our

functioning, let us look at the “creature in the cave” example in
some detail: For the organism to react to the noxious odor and
move towards the cave’s opening, it must understand that there
is an opening out there. But the light information falling on its
retina is a collection of light intensities of various contrasts and
sizes; some stem from the edge of the opening, and some do
not. To decide which of the disparate light sources should be com-
bined, and then perceived as a holistic entity that differs from the
rest of the cave, is not a trivial achievement. As discussed above, all
spatial elements are perceived, some are integrated into the “cave
opening object,” and some are not. To understand that it is an
opening to the outside world requires repeated conscious expo-
sures, interactions, and learning to secure the knowledge that
the series of contrast gradients signifies an opening tying the
cave to the outside world. All of this and more must happen in
the conscious field before the organism can plan any motor
activity.

Heavy objects and small children:
Developmental data extend the passive frame
theory
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Abstract: Passive frame theory is compatible with modern complexity
theory and the idea that conflict drives the emergence of a novel
structural organization. After describing new developmental data, we
suggest that this conflict needs to be expanded to include not only
conflict between action options, but also between action and perception.

Morsella et al. argue that we should understand conscious percep-
tion via the interplay between (1) conscious content created
through a conflict of action options, and (2) the chosen action
after the conflict is resolved. The proposed passive frame theory
(PFT) situates consciousness in the context of action-related deci-
sion-making, rather than in the context of purposeful symbol ma-
nipulation. It is passive in the sense that it is a low-level mediator
between different action opportunities. Such action-based con-
sciousness departs from traditional views of consciousness,
which typically attribute it to high-level planning and executive
function, and moves it down to the level of actions.
There are many strengths in this approach, including its com-

patibility with embodied cognition and the idea that action-
based processes drive the experience of conscious content
(Juarrero 1999; Thompson & Varela 2001). It is also in line with
advances in non-linear dynamics, including the idea that con-
sciousness gives rise to a multi-stable system characterized by
self-organized criticality (Bak 1996; Werner 2007). Most impor-
tantly, the proposed PFT is compatible with modern complexity
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theory, specifically the idea that conflict drives the emergence of a
novel structural organization (Swenson 1997). Here we focus on
this latter idea and suggest that conflict needs to be expanded to
include not only conflict between action options, but also
between action and perception.

There is a large body of research that provides evidence for a
discrepancy between actual action capabilities and beliefs about
such actions capabilities (e.g., Kozhevnikov & Hegarty 2001;
Krist et al. 1993). The traditional explanation is that such discrep-
ancy is due to two encapsulated systems: an action system, which
guides the movements, and a judgment system, which predicts
actions. Such dichotomy of structures not only runs counter to
PFT, but also is overly simplistic, as illustrated in a preliminary
study we carried out to investigate the ability of children to
predict how far they can throw balls after feedback.

Participants were 12 children from a Midwestern daycare
serving middle-income families. The children ranged in age
from 4 to 10 years, half of them being younger than 72 months
(M = 5.04 years), and half of them being older than 72 months
(M = 7.94 years). A hallway at the daycare, approximately 16
feet long, was taped off to create an area in which to throw med-
icine balls. Three medicine balls that differed in heaviness were
used. The heaviest medicine ball weighed 6 pounds, the middle
ball weighed 4 pounds, and the lightest ball weighed 2 pounds.
A yellow square at the end of the hallway acted as a place for
the children to stand while throwing the different balls. The re-
searcher prompted each child to “guess how far you can throw
the ball.” The child was then instructed to stop the researcher,
who was walking backwards towards the end of the hallway, in
order to indicate how far they thought they would be able to
throw the medicine ball. After the child stopped the researcher,
the distance between the researcher and the yellow square was
measured and recorded. Finally, the researcher left the hallway,
and the child was told to “throw the ball.” As needed, the re-
searcher reminded the child to throw underhand if the child
tried to gain momentum by throwing the ball from the side.
The spot where the medicine ball landed was marked, measured,
and recorded. This procedure was repeated twice for a total of
three trials for each of the balls.

The absolute difference between the predicted distance thrown
and the actual distance thrown was determined for each throw and
then averaged across trials and children. Figure 1 shows the
results obtained. Although the older children were better able
than preschoolers to perceive the distance they could throw a
ball, there was an interaction between accuracy and ball weight.
Specifically, the improvement with age was only for the lightest
balls, not the medium and heaviest balls. Their ability to accurate-
ly adjust their predictions for how far they could throw the
medium and heaviest balls was not statistically different from
younger children. Thus, for the heavier balls, older children
were no better than younger children at self-correction.

Our results add to the list of findings showing a discrepancy
between perceived action capabilities and actual capabilities,
even after feedback. Although perception and action can align
after experience (e.g., Zhu & Bingham 2010), and although
there can be a positive relationship between preschoolers’ self-
perceptions of the physical ability and fundamental motor skills
(Robinson 2010), this is not always the case (cf. Kloos &
Amazeen 2002). Our results show that such a discrepancy does
not fit a theory of independent action and judgment systems.
This is because the heaviness of the ball actually matters. To ac-
commodate such context effects, a dichotomous model of action
and perception would have to be expanded ad hoc to take into
account object weight. Instead, we propose that prediction, as
well as action, results from intricate interaction of idiosyncratic
constraints, which differ not only as a function of the task
(“predict” vs. “throw”), but also as a function of perceptual fea-
tures (ball heaviness).

The PFT would suggest that older children are better at pre-
dicting their “throwability,” given that they have had more experi-
ence in using conscious information to inform behavioral outputs
than preschoolers. Finding that there are circumstances in which
predictability does not improve with experience requires expand-
ing PFT. It needs to incorporate not only conflict among potential
actions, but also conflict between perception/judgment and
action. We conclude that, while compatible with PFT, develop-
mental studies open up the approach to new ways of investigating
its tenets.

At what timescale does consciousness
operate?
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Abstract: While applauding Morsella et al. for linking consciousness to
action control, we ask what their theory implies regarding the exact
functionality of consciousness and the timescale at which it operates.
Does consciousness operate on, and resolve the conflict it emerges from
(despite its slowness), or does it operate on future conflicts that it might
resolve by externalizing/socializing cognitive control?

We applaud Morsella and colleagues for their original, innovative
approach and welcome the uncommon, but from an evolutionary
perspective very convincing, move (given that evolution operates
on actions, not on thoughts) to link consciousness to action
control. Many aspects of the theory invite empirical testing,
which is likely to stimulate the field. However, we feel that to
fully exploit its hypothesis-generating potential, the theory
needs to be more specific with respect to the exact functionality
that consciousness is assumed to have and to the timescale at
which consciousness is thought to operate. We see two possible
scenarios, which raise different questions.

The first scenario considers consciousness to operate online,
that is, on the same short timescale in which the decision-
making process operates. This would mean that consciousness
not only emerges from/through action-selection conflict, but
also operates on that same conflict. How could that work? Conflict
solution requires the integration of information (including the
conflicting parties and the goal the agent aims at). This fits with
the integration consensus but raises the question: In which
exact sense do Morsella et al. go beyond the global workspace

Figure 1 (Hardcastle et al.). Average absolute difference
between children’s predicted distance thrown and the actual
distance thrown, separated by age group and ball weight. Error
bars represent standard errors. Measures are in centimeters.
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theory of Baars (1988)? It also raises the question of how con-
sciousness could influence the decision-making process involving
conflict; is it not too slow to resolve conflict within the 450 msec
window that typical responses in conflict tasks take, given that con-
sciousness has been estimated to take hundreds of milliseconds to
emerge (Dehaene et al. 2006)? It is this feature, together with the
lack of any empirical evidence for an online role of consciousness,
that led Hommel (2013) to doubt any online functionality of con-
sciousness. Morsella et al. admit that there are “good reasons” to
doubt that consciousness is involved in online action control, but
they do not further address this as a problem for their own ap-
proach. Moreover, even if consciousness could emerge and
operate on time, and even if it would allow for the access to dis-
tributed information that speeds up conflict solution, it is not
clear why this integration function requires having a conscious ex-
perience. Why could a philosophical zombie without any con-
scious experience not possess such an integrative function? One
case where online conscious experience appears to have a strong
effect is addiction: conscious craving can overwhelm long-term
considerations and lead to actions not consciously intended and
later regretted (Kavanagh et al. 2005; Wiers et al. 2014).
However, this effect is at a longer timescale than experiments
on online action control (seconds to minutes), and its effect is neg-
ative in view of the long-term goals of the individual. Hence, a
positive example of conscious action control is still wanting.

The second scenario considers consciousness as an off-line
function that does not operate during the ongoing perception-
action event but prepares the agent for later events of the
same sort. Rather than resolving the current conflict, consciously
representing, reflecting, and communicating about the conflict
and/or the solution could contribute to prevent the agent from
encountering the conflict again, or at least to prepare her to
deal with such conflicts more efficiently in the future. It may
be no coincidence that the ability to communicate about an
event (i.e., conscious report) is the most widely used technique
to assess conscious representations in humans. Rather than
merely a methodological convenience, the ability to communi-
cate about conscious states may actually be the essence of what
consciousness has evolved to achieve (Baumeister & Bargh 2014;
Baumeister & Masicampo 2010; Hommel, in press). We may
thus represent action conflicts consciously because that allows
us to reflect on and communicate the existence of the conflict,
our ways to deal with them, and the success of doing so. This
allows for social learning and strategy transmission, but also for
socializing the conflict.

Several theorists have argued that this indirect social role of
consciousness has permitted humans to expand the number of in-
dividuals they interact with exponentially (Baumeister & Masi-
campo 2010; Levitin 2014). Returning to our addiction example,
by telling others about your goal to quit smoking you can mobilize
them to help you when dealing with your urge to smoke the next
time, this interaction serving as a reminder about your actual
goals – you in essence externalize and socialize your goals and ex-
ecutive control functions. In treatment, you may further learn to
“surf the urge” (Bowen & Marlatt 2009) and experience that the
conscious urge will also descend when not acted upon. In addi-
tion, alternative strategies for weak moments are premeditated:
if you often experience strong urges when stressed, it is important
to prepare actions other than smoking (e.g., running, meditation,
etc.) for upcoming stressful occasions, again externalizing future
action control in a desirable way. Given the larger timescale of
this operation mode, neither the slowness of conscious represen-
tation nor the absence of evidence for online functions of con-
sciousness would be counter-arguments, and it would be
obvious why conscious representations need to be conscious. To
paraphrase Shariff et al. (2008), although we may subjectively
feel that our conscious will operates like a motorboat and we
are steering where we want to go, the true operation of conscious-
ness may be more indirect, like a sailing boat, in which we can
learn to influence the boat’s course in indirect ways, adjusting

for the wind and the currents, which will eventually get us to
our intended destination.
We would like to invite Morsella and colleagues to become

more specific with regard to the timescale of conscious operations
and their concrete functionality. This would not only strengthen
the approach’s potential to stimulate empirical research, but
also strongly increase its well-deserved visibility and impact.

Conflicts everywhere! Perceptions, actions,
and cognition all entail memory and reflect
conflict
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Abstract: Morsella et al. assert that the function of consciousness is to
determine which of many competing action options is expressed through
the skeletomuscular system at any given moment. The present
commentary addresses this issue from the first-person perspective and
agrees with Morsella and colleagues, yet further proposes that the
option-selection function of consciousness plays out in cognition as well.

As I sat to write this comment on Morsella et al.’s action-based
synthesis of the science of consciousness, I found myself forced
to examine the events that eventually led to my current situation.
According to Morsella et al.’s passive frame theory (PFT), the
contents that entered into my deliberations would be perceptual
representations of external events (e.g., the computer screen in
front of me, or the letters that appear on the screen as I type),
as well as perceptual representations activated by unconscious
corollary discharges, such as my urge to turn my head, look
away from the screen, and close my eyes as I try to figure out
what to write next. As I turn away, I find myself focusing on
PFT’s assertion that the contents of perceptual representations
are encapsulated. Just then, Proffitt’s (2006) economy of action
(EoC) theory and Gibson’s (1979) theory of direct perception
enter my conscious field at roughly the same time. Suddenly, I see
myself at a pub, engaged in arguments with dear friends about
whether or not perception requires representations. I laugh out
loud. Then I realize I have been sitting for some time, my left
elbow propped on the desk, my head in my hand, my eyes
closed. Eyes open, I realize that I have a co-author on this paper
and have yet to include any of his material. I look for the email
he sent me, copy a particularly clever section, and paste it into
this comment.
My coauthor writes: “While I agree that consciousness influenc-

es skeletomotor activity, memories influence reflexive responses
within the skeletomotor system as well. This challenges Morsella
et al.’s commitment toward conceptualizing cognition using a
modular approach. There are many studies, both neural and per-
ceptual, that show how action-based memories are integrated into
efference streams affecting planned skeletomotor action. Specifi-
cally, motor-cortical regions associated with action planning are
more active when viewing dancers whose expertise is similar to
one’s own (Calvo-Merino et al. 2005), suggesting that the observa-
tion of another’s actions activates past action plans associated with
moving oneself. If so, one’s perceptions should be influenced by
the observation of another’s actions when they elicit motor-corti-
cal activation associated with acting. Perceived distance estimates
increase when observing another carry a weighted backpack only
if the observer previously carried the weighted backpack and is
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now not carrying the backpack. That is, only after the observer has
developed backpack-carrying memories, are distance estimates af-
fected by the observation of another’s actions (Vinson et al. 2015).
Findings such as these suggest that memories are driven into the
very makeup of efference streams within one’s skeletomotor
system (possibly stored in cerebellar cortical networks; see
Jordan 2013). Thus, cognition cannot be modular when past
actions are nested within the very nature of the contents that con-
stitute perception.”

Seeing my name, particularly when paired with “2013,” reminds
me to mention that the “memories” my co-author is referring to
are due to the fact that neurons in the motor cortex project collat-
erals to very specific locations in the cerebellum, all of which re-
cursively innervate the cortical neurons from which they receive
input. These very same cerebellar neurons receive input from
the afferent systems influenced by the movements resulting
from motor neuron stimulation. As a result, neurons in the cere-
bellum allow one to embody “command-feedback” regularities,
or, if you like, successful movement-effect memories. As a
result, the neural activity in the cerebellum is neither wholly
“motor” nor “sensory.” It is simultaneously both, and neither. Rec-
ognizing the neither “sensory” nor “motor” nature of the “memo-
ries” entailed in cortico-cerebellar circuits is important because
these cerebellar neurons recursively influence motor cortex. As
a result, the content of the neural activity in the motor cortex is
rendered neither “motor” nor “sensory.” It, too, is simultaneously
both. This dissolving of the sensory-motor divide strongly chal-
lenges the “motor-sensory,” “perception-action,” “input-output”
distinctions that lie at the heart of PFT.

I read over the preceding paragraph, just to make sure I’ve not
generated a plateful of Escher spaghetti. No – it works, and it only
potentially sounds bizarre because of our historical, theoretical
commitment to conceptualizing perception as input and action
as output. Then I remember to mention the fairly recent discovery
that almost every area of the cortex shares recursive coupling with
the cerebellum, just as is the case with the motor cortex (Koziol
et al. 2011; Schmahmann 2001). This means activity in most, if
not all, cortical areas is continuously, recursively influenced by
the cerebellum. In short, activity in the cortex is continuously
primed by the recursive “memories” stored in cortico-cerebellar
circuitry.

I scratch my back, trying to remember why I started writing
about the cerebellum. I look at the screen and remember. If
the contents of the conscious field are there to help determine
which pattern of skeletomuscular behavior is expressed at any
given moment, then the bizarre, seemingly distorted pattern of
thoughts described above should not have been conscious. But
they were. As I read back over them, I realize that almost every
moment of change in content could very well have reflected a
moment of planning conflict – not about what my body would
do at that moment, but what my “thoughts” would “do” at that
moment. Thinking about encapsulation led to my thinking about
Proffitt (2006) and Gibson (1979). Thinking about Proffitt and
Gibson led to my thinking about representations and friends in
a pub. In each case, the content of the thoughts seemed to
reflect conflicts emerging from previous thoughts. Apparently,
Morsella and colleagues are correct: Consciousness is about con-
flicts – but not just skeletomotor conflicts. Rather, as a result of the
fact that cortical activity is continuously primed by the memory
content entailed in cortico-cerebellar circuitry, the cortical activity
associated with perception, and action, and cognition is always po-
tentially in conflict. That is, attempting to maintain a given
thought, perception, or action will result in conflicts as both exog-
enous contextual factors, and endogenous memories will prime
actions, perceptions, and cognitions that are inconsistent with
what I am attempting to do. In short, as I work to make any
one thing happen in perception, action, or cognition, it will inev-
itably be in conflict with the myriad other things I could have pos-
sible done, and “consciousness” will entail this ebb and flow of
conflicts.

As I rest my head on the desk and close my eyes, I feel a sense
of satisfaction. I suddenly remember my co-author and the need
to send him the final draft. Will the conflicts never cease?

Is conscious content available only to the
skeletal muscle system?
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Abstract: I applaudMorsella et al.’s approach to investigate consciousness
in terms of behavioral control. After all, the function of the brain is to
control behavior, and consciousness contributes to the function of the
brain. However, I question whether conscious content is available only
to the skeletal muscle system, as the principle of parallel responses into
skeletal muscle (PRISM) (Morsella 2005) proposes.

Morsella et al. write that conscious content is “sampled” only by
the action systems in charge of controlling skeletal muscles
(sect. 4.3, para. 3). They state that this has been known since at
least the nineteenth century, but they do not discuss the evidence
on which this knowledge is based. Here, I will discuss examples of
conscious content being available to bodily effectors outside of the
skeletal muscle system and suggest that the function of conscious
content is not to serve a specific effector system, but rather to
control adaptive behaviors in general.

One example of an output system other than the skeletal muscle
system that has access to conscious content is: the glands respon-
sible for salivary secretion. These glands are controlled exclusively
by the autonomic nervous system (Proctor & Carpenter 2007). Al-
though not controlled by skeletal muscles, salivary flow is respon-
sive to conscious content. Simply forming a mental image of one’s
favorite dessert induces salivation. This widely shared experience,
which also has been confirmed experimentally, shows that salivary
glands have access to the content of consciousness (for a review,
see Spence 2011).

Just like fantasies about food can make the mouth water, erotic
fantasies can result in sexual responses that are independent of the
skeletal muscle system, for example, penile erections in men. Both
in the case of imagery-induced salivation (White 1978) and in the
case of penile erection (Smith & Over 1987), subjects with more
vivid imagery showed more pronounced effects, indicating that
there is a close correlation between the strength of the conscious
content and the strength of the bodily response outside of the skel-
etal muscle system. This correlation does not prove causation. The
mental images of food and the increased salivation could both be
caused by the same non-conscious neuronal processes and therefore
be independent consequences of the same cause. However, this ar-
gument for the potential causal inertness of conscious content
applies equally to cases in which the skeletal muscle system is the ef-
fector as to those in which there are other effectors.

According to Morsella and colleagues, when a food object is
represented, the conscious content does not “know” whether
the food will be eaten or used as a weapon. This is true, but it
does not go far enough. The conscious content also does not
“know” whether the representation of the food item will induce
any muscle movement, or whether it will induce salivation, or
both. When the brain integrates information, it does not differen-
tiate between information that will ultimately be used to control
skeletal muscles and information that will be used for other pur-
poses. The conscious content is made available to any system to
which it is of adaptive advantage to have it.

To illustrate the analogy between situations in which action se-
lection conflicts concern skeletal muscles and situations in which
action selection conflicts concern salivary glands, one can

Commentary/Morsella et al.: Homing in on consciousness in the nervous system

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 29
https://doi.org/10.1017/S0140525X15000643 Published online by Cambridge University Press

mailto:andreasbkeller@gmail.com
https://doi.org/10.1017/S0140525X15000643


modify the authors’ “creature in the cave” scenario so that it
applies to both situations. In the “creature in the cave” scenario,
an organism has to decide whether or not to leave a cave that is
comfortably warm but slowly fills with (uncomfortable) smoke.
A similar conflict can occur with salivation. Food stimuli or think-
ing about food increases salivation, whereas the thought of
anxiety-inducing situations reduces salivary flow (Power &
Thompson 1970). A creature can therefore be in a situation in
which these two tendencies are in conflict. Imagine a scavenger
observing a predator feeding on its prey. The scavenger has to
make a decision whether to approach the predator and its prey
and expose itself to danger while feeding, or whether to stay
hungry but safe. This is an action selection conflict in which the
actions are mediated by the skeletal muscle system. However,
the same action selection conflict is faced in this situation by the
salivary glands, which can either increase or reduce salivary
flow. The conflict is experienced consciously, and the conscious
content is made available to both the skeletal muscles and the sali-
vary glands.

In summary, the evolutionary function of conscious brain pro-
cesses, like the evolutionary function of all brain processes, is to
contribute to the selection of adaptive behaviors. However, the
evidence that consciousness is a special adaptation to the process-
ing of information that is exclusively used by the skeletomotor
system is not conclusive. An alternative proposal is that conscious-
ness is important to guide behaviors in situations in which the or-
ganism has to choose between many possible responses,
regardless of the effector system concerned (Keller 2014). The
conceptual framework that Morsella et al. have developed will
be a helpful tool for identifying the role of consciousness in the
control of adaptive behavior.

The chemosensory brain requires a distributed
cellular mechanism to harness information
and resolve conflicts – is consciousness the
forum?
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Abstract: The central nervous system (CNS) evolved from a
chemosensory epithelium, but a simple epithelium has limited means to
resolve conflicts between early drives (e.g., approach vs. avoid).
Understanding the role of “consciousness” as a resolution device, with
specific focus on chemosensation and the olfactory system, is of appeal.
I argue that consciousness is not the adjudicator, but is instead the
forum that brings conflicting (conscious) inputs into a form that allows
them to be (unconsciously) compared/contrasted, guiding rational action.

It was previously argued (Merrick et al. 2014; Shepherd 2007) that
olfaction is central to understanding consciousness. In the target
article, Morsella et al. extend this framework and argue that con-
sciousness “is for adaptive ‘voluntary’ action” (sect. 2.4, para. 1),
including “action selection” and the integration of conflicting
inputs. In addition, they assert that “olfaction provides the best
portal for understanding the neural correlates of additions to
the conscious field” (sect. 3.5, para. 9). Their account is very
welcome; I suggest possible additions to their narrative that
might strengthen their case.

That chemosensation, notably olfaction, is central to under-
standing brain function recognizes that the vertebrate brain has
its evolutionary origins in a simple chemosensory epithelium
(Nieuwenhuys et al. 1997). To this, one must add that a

divergence occurred early in vertebrate evolution, with the olfac-
tory/taste/vomeronasal systems becoming responsible for sensing
external chemical stimuli (exteroception), whereas the limbic
system (a derivative of the olfactory system) senses the internal
milieu (Lathe 2001; Riss et al. 1969). This view (limbic enterocep-
tion) is supported by evidence that acquired responses can be
guided by internal body states, which are abolished by hippocam-
pal lesions, and by molecular evidence that the hippocampus is se-
lectively adorned with receptors for hormones and metabolites
(Lathe 2001). Therefore, if olfaction plays a central role in con-
sciousness, so too must the limbic system (e.g., Behrendt 2013).
Regarding consciousness, we are undoubtedly “aware” of both

external stimuli (tastes, smells) and internal stimuli (e.g., blood
glucose and oxygen levels; see subsequent discussion). It should
be noted that goal-oriented cravings of the hunger type are not re-
stricted to calories (low blood glucose), and specific hungers can
be driven by deficiencies in vitamins and specific minerals
(Denton 1982). Other hippocampal inputs monitor other body
states relevant to immunity and reproduction. However, exactly
as for odors, perception of the millions of molecules to which
we are constantly exposed both internally (and externally)
remains subliminal; we only become conscious of internal states
(e.g., sickness, stress, hunger, etc.) when these (or their lack)
surpass a threshold. In addition, we are surely aware of other
factors, such as the time of day,1 possibly also via the hippocampus
(Lathe 2001).
Hence, to the central model of Morsella et al.: A hypothetical

organism resides in a warm cave, and perceives an opening
from which it could exit. The authors expand: “but then it per-
ceives a noxious smell (e.g., smoke) from within the enclosure.
Because of this new conscious content, it now exits hesitantly
through the opening, even though it was inclined to remain
within the warm enclosure” (sect. 1.3, para. 2). Later in their
text, this scenario is revisited, and Morsella et al. observe that
“the conscious content about the smell triggers a conscious
content representing an avoidance tendency toward the smell”
(sect. 5, para. 7).
The reader will perceive the following problem: Smoke is not

necessarily aversive (smoked salmon is a delicacy, and many
deem the odor of aromatic pipe tobacco to be attractive). The
key word is “noxious.” Why does this creature avoid the smoke?
How does the creature “know” that smoke is toxic? Two different
scenarios present themselves.
1. The chemoreceptors for smoke components in this creature

have been selected, over millions of years of evolution, to be wired
up as innately aversive – in the same way that we respond reflex-
ively with disgust and aversion to highly toxic H2S.
Or,
2. The creature, remaining in the cave (i) perceives both the

smoke (exteroception) and the adverse effects of exposure to mol-
ecules accompanying the smoke, notably CO and CO2, but also
volatile organic compounds. (ii) The creature then becomes con-
scious of feeling sick and dizzy as a result of anoxia and toxemia
(enteroception). Then, (iii) the creature makes an (unconscious)
inference that the new smell is associated with the new sickness.
Finally, (iv) it takes the decision to leave the cave.
If we were asked which of these processes best equates to the

function of consciousness, we would probably say “decision-
making based on comparing memory against sensation.” Or, in
the terms of Morsella et al., action selection from multiple
inclinations.
However, consciousness is distinct from both decision-making

and memory. There is evidence that decisions are taken many
seconds before they become available to consciousness (e.g.,
Soon et al. 2008). Furthermore, consciousness is not memory
either; we are only aware of a tiny subset of memory traces at a
time. In other words, the consciousness circuits must be different
from the sensory and memory circuits.
In addition, an important component of consciousness is “what

one is thinking about.” This is clearly guided by internal and
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external sensory inputs. For example, if I am hungry, I think about
food –where it might be found, how to procure it (even while I am
engaged in another activity such as walking to work). But if I trip
and fall, in subsequent actions pain takes precedence over hunger.
Guided selection of what we are thinking about is central to
consciousness.

I venture that consciousness might best be thought of as the
forum in which relevant current and former experiences and asso-
ciations are borne in mind and cogitated upon, but it does not
itself take the decision.

I would liken the overall process of decision-making to a trial,
where the relevant evidence is assembled and deliberated upon
in a single “place” (the forum or court – consciousness), including
access to the different accounts and previous relevant decisions
from the legal archive (memory), such that the judge and jury, in-
teracting in camera (unconscious), can hand down a ruling to the
forum (conscious mind) – that dictates action at the same time as it
becomes conscious. This would require several different circuit-
ries operating in parallel.

In short, I feel that the joint focus on consciousness, chemosen-
sation, and conflict resolution that Morsella et al. propose is an ex-
cellent step in the right direction. However, I add the caveat that
the circuitries/mechanisms may be subdivided into several subsets
that fulfill different functions – conscious assembly (Forum),
memory (Archive), and unconscious decision-making (Judge and
Jury) – and that consciousness alone does not resolve conflicts.

NOTE
1. We are also conscious of time of day, and that this can

dictate when an action is appropriate or inappropriate. One is re-
minded of Gallistel’s bees, which, encountering a garden breakfast
table one morning, return exactly 24 hours later in the expectation
that marmalade will again be on the table (Gallistel 1993).

Consciousness for perception and for action:
A perspective from unconscious binding
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Abstract: I argue that the scope and strength of unconscious perception
have been overestimated in extant theories. I describe an unconscious
binding perspective, and how in conjunction with rigorous methodology
it can guide the delineation of unconscious processing. Under this
perspective, the function of consciousness is to increase the saliency of
conscious contents by facilitating the deployment of focal attention.

Theories on the function of consciousness abound, with the latest
from Morsella et al. (target article’s passive frame theory) describ-
ing that consciousness is for adaptive voluntary action. This action-
based function complements previous functions – such as social
interaction and language – assigned to consciousness. While
these theories share little in common, they all appear to be at
odds with a simple observation: that perceptual understanding
of a scene involving complex binding of the constituent parts
has never been demonstrated to be free from consciousness. Con-
sider the painting The Starry Night. While the conscious mind can
easily appreciate its visual meaning – a village in the moonlight –
there exists no evidence that the unconscious mind is capable of
scene understanding of this sort.

This leads me to argue, in the following section, that uncon-
scious perception may be more limited than is thought in extant
theories (including the action-based theory). As a remedy, I
then describe a conceptual framework that integrates perception

and action based on the notion of binding, and explain how such a
binding perspective, combined with rigorous methodology, can
guide us to delineate the scope and limits of unconscious process-
ing. The function of consciousness appears to be to increase the
saliency of conscious contents by facilitating the deployment of
focal attention – in the service of both perception and action.
The scope and limits of unconscious perception, and what it

means to the function of consciousness. Integral to the action-
based theory is the notion that complex perceptual integrations,
such as feature binding and intersensory binding, can take place
without consciousness. However, this premise regarding the
power of unconsciousness rests on a sand-like ground. Although
it is generally accepted that some perceptual processes can
occur without consciousness, it is far from clear that binding pro-
cesses such as feature binding and intersensory binding can do so
as well. This is largely because of two related reasons: demonstrat-
ing a process as being unconscious requires rigorous standards;
and developing optimal task conditions to reveal the power of un-
consciousness is challenging.

The action-based theory considers an event unconscious when
subjective experience regarding the event is lacking. Relying on
subjective experience to establish unconsciousness, however, con-
flates consciousness with the idiosyncratic criterion for conscious-
ness. One may, for example, report a stimulus as invisible when
one can partially see it, owing to a shy, conservative personality
(Bjorkman et al. 1993). Even objective methods, which determine
the level of consciousness by measuring the accuracy in forced
choices, must be carefully vetted. Indeed, underestimation of con-
sciousness has been demonstrated in recent studies reporting a
phenomenon called priming of awareness (Lin & Murray 2014a;
2015a), which explains the underestimation of consciousness in
a collection of studies on unconscious cognitive control. There-
fore, it is important to distinguish just what criterion we use – sub-
jective versus objective –when we talk about unconscious
processing, and whether the method used allows us to infer un-
conscious processing.

Mindful of the rigorous standard required to establish uncon-
sciousness, the task of developing optimal conditions to reveal
the power of unconscious processing becomes a challenge. Al-
though there is some evidence for unconscious perceptual
binding – such as the processing of object relations (whether
two objects are of the same or different shapes; Lin & Murray
2014b) and object congruency with its context (playing with a
ball vs. a watermelon in a basketball court; Mudrik et al.
2011) – how robust and reliable these effects are remains to be
tested. By all accounts, these unconscious binding effects are
rather small compared with conscious effects. It is not that uncon-
scious effects are necessarily weaker than their conscious counter-
parts; the reverse case has been demonstrated recently in the
context of attentional cueing (Lin & Murray 2015b). This raises
the question of why unconscious binding appears to be much
more limited and weaker than conscious binding.

One might lay blame on weaker sensory stimulation and less at-
tention being allocated in the unconscious condition than in the
conscious condition. Equating sensory and attentional strengths
between conditions, however, may turn out to also equate our
phenomenological experience in these conditions, abolishing the
distinction between unconsciousness and consciousness. The
very function of consciousness, then, may well be to allow
salient information to bob up into the conscious field, facilitating
the deployment of focal attention to furnish further operations
such as sophisticated binding, thinking, and reasoning.
An unconscious binding perspective of perception and

action. It is clear from the preceding discussion that we lack rel-
evant data to evaluate the scope and limits of unconscious process-
ing. How can we push our understanding forward? Here, the
notion of binding in perception research can be naturally extend-
ed to the domain of action, because adaptive action, too, requires
a solution to the binding problem. Lifting a teacup by its handle,
for example, requires knowledge of spatial relations between
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features (the body and the handle) and the object to which they
belong (the teacup). Binding, therefore, is required for both per-
ception and action.

In the domain of perception, it has been proposed that certain
types of visual binding can occur without consciousness, and such
unconscious binding is more fragile than conscious binding (Lin &
He 2009). Given the central role of binding in perception, such an
unconscious binding framework, by leveraging rich psychophysi-
cal, physiological, and computational understandings in the
binding problem, could be useful for guiding us to probe the
scope and limits of unconscious processing – as well as how uncon-
scious processing interacts (binds) with conscious processing (Lin
& Murray 2013). For example, certain binding processes may be
more critical than others in enabling perceptual consciousness
(e.g., perceiving the teacup), and they might not be the same as
those critical for enabling action consciousness (e.g., lifting the
teacup). The central question then becomes just what kinds of
binding require consciousness and what kinds of binding do not,
and to what degree – in both perception and action. Such an un-
conscious binding perspective provides an informative direction
along which one can delineate the scope and limits of unconscious
processing, the knowledge of which is indispensable if we are to
understand the nature of consciousness.

Locating consciousness: We are conflicted by
the role of conflict
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Abstract: What is consciousness for? Consciousness allows us to handle
conflict, a promising proposal by Morsella et al. However, they provide
little evidence as to why consciousness is particularly valuable in
resolving conflict, nor do they limit the role of consciousness to only
conflicting experiences. We attempt to clarify their possible positions
and offer several solutions for how these might be formulated and tested.

Bill is expounding on the genius of Julian Jaynes (2006) and how his
theory of consciousness also meshes with the view of Nicholas
Humphrey (2006). I want to interject a questioning voice, but I
was just about to enjoy a unique blend of hops by lifting my fresh
glass of our local Santa Cruz IPA. This situation fits with Morsella
et al.’s conflict – do I utter my question or bring the glass to my
lips to savor the beer? The situation is not as dramatic as a driver
seeing a deer jump across a mountainous road, creating a conflict
of whether to continue on and risk hitting the deer or to swerve
off the road. Consciousness manages these scenarios of conflict, ac-
cording to Morsella et al., but they do not justify why consciousness
makes the resulting behavior any easier or more adaptive.

More importantly, perhaps, the authors appear to assume that
consciousness is present well before the conflict begins. Their
cave example has the actor consciously perceiving the cave’s
opening and having the conscious experience of a noxious smell.
Thus, our actor is conscious of the relevant percepts without
any conflict, so consciousness cannot be limited to solving only
conflict situations. Therefore, the question for Morsella et al. is
whether the person is conscious of both stimuli before any conflict
arises, or whether the conflict is responsible for a conscious expe-
rience of these two stimuli. If Morsella et al. really impute con-
sciousness of fundamental percepts like seeing and smell, then
they have joined the dominant camp of attributing consciousness
to our direct experience of objects and events.

A more unique position would be to define the individual per-
cepts as non-conscious, the outcome of prototypical pattern

recognition processes that could easily be performed by a
zombie or automaton without consciousness. Consciousness
would raise its talking head only when the individual percepts
create conflict as in our examples of taste versus talk or our
actor leaving or staying in the cave.
But we think that Morsella et al. won’t deny that percepts are

conscious. To resolve this conflict, we might turn to Seeing Red
by Nicholas Humphrey (2006). He attributes consciousness not
to percepts but to sensations created by the interaction of the
senses and an experiencing actor. So for Humphrey, we have a
conscious actor interacting with various percepts unconsciously
until the deer jumps across the road. Would this second engage-
ment of Humphrey’s consciousness perhaps now access some-
thing from the sensorium to better deal with the conflict? If so,
benefitting from the sensorium’s input would seem to justify con-
sciousness during conflict but not during individual (non-conflict-
ing) percepts. However, we doubt it would access anything
beyond the normal ongoing activity of the sensorium. It might
access something from the “narratorium.” That is, along with
the provoked emotional shift of seeing a deer, the individual
might streamline any number of narrative scenarios about what
is going on and what to do about it.
In Morsella et al.’s model, it is almost certain that having a deer

jumping across the road could cause a consciousness-evoking
change. The driver may have been in one of those episodes that
people talk about where you drive for miles with no recall of
being aware of that driving. Then the deer appears. Now, for Mor-
sella et al., one conflict might be the following: “Do I do less
damage to myself and the car by swerving or by continuing on?”
In Morsella et al.’s view, these competing actions that are vying
for access to the motor output system bring about a moment of
consciousness.
How many conflicts do we actually run into? Is conflict all that

unique, infrequent, or qualitatively different? Our mindless
pattern recognition solves conflicts seamlessly, as in our studies
of optimal speech perception, given auditory and visible speech
(erroneously called the McGurk effect because it involves much
more than the field’s prejudice for “illusions” given conflicting
speech inputs). Conflict does not seem to unravel this form of in-
tegration as specified by the Fuzzy Logical Model of Perception
(FLMP; Massaro 1998).
In an expanded 5-by-5 factorial design, for example, five levels

of audible speech varying between /ba/ and /da/ were crossed with
five levels of visible speech varying between the same alternatives.
There were also trials that had simply a visual or an auditory syl-
lable. The participants were instructed to identify the syllable as
/ba/ or /da/. The results showed a large interaction between audi-
tory and visual speech, a signature prediction of the FLMP. There
appeared to be a natural integration of auditory and visual speech
even though many of the speech events had conflicting audible
and visible speech. This result might lead us to question why con-
flict is necessary or sufficient for consciousness.
Perhaps one could empirically test whether behaving to a single

percept is all that different from behaving to conflicting percepts.
This would inform whether conflict is all that is essential to engag-
ing or creating consciousness. Recall the demonstrations of Ben-
jamin Libet in which an actor was told to watch a clock and
decide when to make an arm movement (see Obhi & Haggard
2004). She moved and then reported what time the clock was
showing when she decided to move. The results revealed that
an action potential in the brain occurred before the time she re-
ported. We could replicate this experiment and also include a con-
flicting situation in which there is a conflict and the person judges
when he or she decided to make one action versus another, such
as move one hand versus another. For example, a right hand
results in five people dying and a cure for the common cold,
whereas a left hand response results in 10 people dying and a
cure for cancer. The question would be whether the action poten-
tial in the brain occurs before or after the time the person report-
ed making a decision. If the conflict situation reverses the classic
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result, which would mean that the action potential occurred after
the time the person reported making a decision, then we might
have empirical evidence for something like consciousness influ-
encing conflicting situations relative to non-conflicting situations.

Origins of emotional consciousness
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Abstract: While the field of emotions research has benefited from new
developments in neuroscience, many theoretical questions remain
unsolved. We propose that integrating our iterative reprocessing (IR)
framework with the passive frame theory (PFT) may help unify
competing theoretical perspectives of emotion. Specifically, we propose
that PFT and the IR framework offer a point of origin for emotional
experience.

The nature of emotional experience continues to captivate scientists
and human society in general. With modern neuroscientific
methods, there is renewed progress in uncovering mechanisms un-
derlying emotional experience. That said, the field remains divided
by fundamental, theoretical disputes and a lack of consensus on
the definition of emotion or what constitutes emotional experience.
We propose that integrating our iterative reprocessing (IR) frame-
work with the passive frame theory (PFT) of consciousness may
help unify competing theoretical perspectives of emotional experi-
ence. Because emotions can be conceptualized as multimodal syn-
chronizations of component processes that direct action, we
suggest here that a theory of consciousness in the service of action
is informative for the understanding of emotional experience.

Basic emotion theorists propose that a limited set of basic emo-
tions evolved as adaptive, whole body responses to environmental
challenges (Ekman 1992). In contrast, psychological constructiv-
ists propose that emotions arise from the interaction of basic pro-
cesses, such as interpretations of ongoing mental activity, or core
affect, organized through semantic conceptualization (Barrett
2006; Russell 2003). Specifically, psychological constructivists
see emotions as conceptual interpretations of core affect,
defined by valence (positive or negative) and arousal (intensity),
where differentiated emotions arise when states are categorized.
Similarly, appraisal theorists propose that emotions arise from
specific cognitive interpretations, such as whether an event is rel-
evant to current concerns (see Ellsworth & Scherer 2003). Criti-
cally, for some (e.g., Frijda et al. 1989), action tendencies
associated with a cognitive interpretation fundamentally consti-
tute the emotional experience. Although these later perspectives
provide formal cognitive models of emotion, they are often
silent with regard to how and when these processes of interpreta-
tion arise in our subjective experience.

Our view of emotion is part of a growing consensus that the dis-
tinction between emotion and cognition is a false dichotomy
(Cunningham & Kirkland 2012); if we define cognition as infor-
mation processing, it follows that emotion is a type of cognition.
The IR framework exploits this perspective to understand
emotion as the emergent result of hierarchically organized,
dynamic, neural processes (Cunningham et al. 2013). Central to
this framework, information is processed through iterative cycles
as individuals interact with their environment, and each iteration
provides richer evaluations and more nuanced interpretation of

information being acquired. Critically, the goal of the mind is to
settle into a stable, predictive, internal representation of the envi-
ronment, similar to a system going from a high to low entropy
state. We propose that when percepts with conflicting action ten-
dencies arise in this iterative cycle, the entropy or degree of ran-
domness increases (Clark 2013; Friston 2010), triggering what
people label as emotion. This coincides with Morsella et al.’s pro-
posal that conflicting representations can re-iterate through the
conscious field to guide coherent action.

Importantly, the brain attempts to reduce overall entropy in its
information processing in order to maintain stability. One way to
maintain stability is by selecting and executing actions that resolve
ongoing conflict, or emotion, which relaxes the system into a
stable, lower entropy configuration. This process of conflict reso-
lution occurs dynamically and continuously as new percepts
perturb the system (Spivey 2008). This perspective links with
Morsella et al.’s PFT; emotional consciousness results from the
dynamics of conflicting options for action. In this sense, the only
difference between consciousness and emotional consciousness
is the conceptualization of the current conscious state as being
emotional. We believe that PFT has implications for our under-
standing of emotional consciousness, whereby what we often
label emotional experience emerges, at least in part, from conflict-
ing representations that often direct voluntary action.

This perspective incorporates the role of cognitive interpreta-
tions emphasized in constructivist and appraisal models, in that con-
scious emotional experience is an interpretation of unconscious
mental states. This view can also incorporate the role of valence
and arousal used in constructive models of emotion. Rather than as-
suming that these are basic dimensions of core affect that get inter-
preted, we instead propose that components of the conflict
resolution process can emerge into consciousness and be interpret-
ed as valence and arousal. In addition, this view highlights the im-
portance of action tendencies for emotional experience; emotions
arise into consciousness in response to conflicting action tenden-
cies, and, as conscious contents, can further guide voluntary action.

This formalization integrates with our IR framework, which
emphasizes the dynamic unfolding of affective-cognitive process-
es. Within this framework, information is able to flow both
forward and backward within hierarchical systems, where previous
iterations serve as inputs to the overall process or conscious field.
We propose that the origins of emotional experience lie directly
within consciousness as outlined by Morsella and colleagues.
We believe that PFT and the IR framework offer emotion
theory a point of origin from which we might form an integrative
theory of emotional experience.

Conscious olfaction: Content, function, and
localization
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Abstract: The target article’s emphasis on olfaction is a welcome reminder
of the multimodal nature of conscious experience. Here, I explore the
distinctive and even unique attributes of our sense of smell from the
point of view of their bearing on and fit with a subcortical locus of
sensory experience.

In outlining a conceptual framework bearing on the organization
and function of consciousness, Morsella et al. highlight the olfac-
tory system as a test-bed and challenge for consciousness theory.

A trenchant comparison between olfaction and other senses has
been provided by Köster (2002). For present purposes, olfaction
stands out among our exteroceptive modalities in four principal
respects:
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1. Its minimal “spatialization,” extending – in humans – to no
more than a rudimentary left-right directionality, if any (Boireau
et al. 2000; Frasnelli et al. 2009; Kobal et al. 1989; Porter et al.
2005).

2. The ready, indeed profound, habituability of “ordinary odor-
ants” (as noted by the authors and discussed in more detail below).

3. Its heavy investment with innate odorant aversions and pref-
erences (Khan et al. 2007; Kobayakawa et al. 2007; Mandairon
et al. 2009; Mori & Sakano 2011; Nishizumi & Sakano 2015; Yes-
hurun & Sobel 2010).

4. The extent to which some of its functions complete them-
selves without being represented in awareness, as in pheromonal
signaling (Albrecht et al. 2011; Hummer & McClintock 2009;
Lundström & Olsson 2005; Lundström et al. 2008; Mujica-
Parodi et al. 2009; Saxton et al. 2008; Wyart et al. 2007; Zhou &
Chen 2009; see also McClintock 2000; Wysocki & Preti 2004).

Olfactory information that does enter or intrude on awareness
does so in much the same way as information carried by other con-
scious modalities – namely, to lay claim on the deployment of our
musculoskeletal resources for some instrumental purpose or other
(Merker 2007, p. 73; Morsella 2005). Thus, we arrive at the target
article’s “creature in the cave” example, or the jolt which, at the
first faint whiff of burnt broccoli that reached my nostrils while en-
grossed in writing this commentary, sent me dashing to the
kitchen to save my lunch from being turned to charcoal. The di-
amines cadaverine and putrescine on the one hand, and fruity
esters on the other, exemplify odorants that make us steer our
steps away from or towards natural sources of toxins or nutrients
by filling our consciousness with unlearned powerful revulsion or
more subtle attraction, respectively. Many an ordinary odorant
does the same on the basis of learned associations, or acts
simply as a novel or unexpected stimulus, eliciting the musculo-
skeletal orienting reflex (Sokolov 1963) in search of its source.

In the absence of direct demands on the muskuloskeletal
system, as in odorant effects on general propensities evidenced
in mood, attitudes, or hormonal status, the operations of the olfac-
tory system often proceed without awareness of the odorant itself
(see references in the numbered list, point 4 above). The olfactory
system thus offers natural opportunities for “contrastive analysis”
(Baars 1997a) by tracing differential information flow in cases
of subliminal versus conscious olfaction. This is all the more so
because the olfactory bulb in humans, who apparently lack a func-
tional vomeronasal organ (Mast & Samuelsen 2009; Savic et al.
2009), carries both pheromonal and ordinary odor information
to the brain (Mori & Sakano 2011; see also Friedrich 2011).

In attentional terms, conscious olfaction behaves like other
sensory modalities at least to the extent that attention to olfaction
facilitates odor detection. This facilitation takes place in the pres-
ence of increased functional connectivity along the “indirect
pathway” from piriform to orbitofrontal cortex via the mediodorsal
nucleus of the thalamus (Plailly et al. 2008). The lack of olfactory
“spatialization” makes attention of the directional kind largely ir-
relevant to olfaction (Sela & Sobel 2010).

There is, however, a particular attentional effect that could in
principle be shared with the other senses but appears to be alto-
gether lacking in olfaction. In other exteroceptive modalities, in-
formation that has disappeared from awareness on account of
habituation (say, the humming of a refrigerator, or the touch of
one’s clothing on the body) can be restored to awareness by an
act of deliberate attention. Not so for olfaction (Köster 1971;
2002; Stevenson 2009). There is simply no way to restore the ha-
bituated smell of one’s home to awareness by attentional effort.
Typically, its characteristic smell is detectable only after returning
home from a prolonged absence. This is the profound habituabil-
ity of ordinary odors (as opposed to some “extraordinary” ones: try
habituating to the smell of cadaverine!) mentioned in point 2
above.

This unavailability of ordinary odorants to deliberate dishabitu-
ation is a direct consequence, I suggest, of the fact that the “delib-
erately dishabituable” modalities enter the telencephalon via a

first-order thalamic relay. Olfaction, on the other hand, enters
directly, by making its first central synapses in allocortical prefron-
tal and immediately adjoining medial temporal areas without first
having passed through the thalamus (Carmichael et al. 1994). This
places olfaction outside the umbrella of the mechanism by which
cortical layer VI pyramidal cells “tune” information on its “way up”
to the cortex from first-order nuclei (for which see Merker 2013c,
p. 2), an arrangement that may allow deliberate dishabituation of
the affected modalities to take place. To the best of my knowl-
edge, this is the first time this anatomical arrangement is proposed
to bear on dishabituability and its lack in olfaction, a conjecture
which this commentary allows me to commit to print.
How, then, does olfactory information become conscious, when

it does? That, of course, depends upon what your “paradigm of
consciousness” dictates regarding the necessary and sufficient
conditions for information to attain conscious status. In a series
of previous publications, I have elaborated one such paradigm
(Merker 2007, 2012; 2013a; 2013c). It proposes that cortical oper-
ations, cast in probabilistic form, would benefit from having final
estimates precipitated extra-cortically, in a subcortical “global best
estimate buffer,” for purposes of optimizing moment-to-moment
serial behavior. The nested format of this buffer renders its con-
tents conscious. I have conjecturally assigned this multimodal
buffer to a region of unique connectivity in the dorsal pulvinar,
where unit activity shows more selectivity for stimulus awareness
than cortical visual areas assessed with the same flash-suppression
method (see Wilke et al. 2009).
From this perspective, the irreducible requirement for olfacto-

ry stimuli to reach awareness is that olfactory information reach
this pulvinar territory. Does it? The short answer would seem to
be yes, and rather directly at that. In the monkey, the olfactory
bulb itself projects to at least eight separate telencephalic territo-
ries. One of these is the anterior entorhinal cortex (Carmichael
et al. 1994). Entorhinal cortex in turn is reciprocally connected
with the relevant portions of the pulvinar (Insausti et al. 1987;
Saunders et al. 2005). From this perspective at least, olfactory
anatomy does not pose any insuperable obstacles to consciousness
theory. I thank Ezequiel Morsella and colleagues for providing an
opportunity to make these remarks on conscious olfaction.

The primary (dis)function of consciousness:
(Non)Integration
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Abstract: Morsella et al. put forward an interesting theory about the
functions of consciousness. However, I argue that this theory is more
about showing what is not the function of consciousness, and claiming
that it does not integrate, than vice versa – as opposed to its proclaimed
goal. In addition, the question of phenomenality and its relations with
integration is still left open.

The target article by Morsella et al. starts with a fundamental
question, sought after by generations of scholars: “What does con-
sciousness contribute to the functioning of the nervous system?”
(introductory para. 1). To answer this question, it adopts an inter-
esting and unconventional approach – the passive frame theory –
whose main thrust is that consciousness “integrate[s] information
… involving incompatible skeletal muscle intentions for adaptive
action” (sect. 2.4, para. 5).
Indeed, information integration has been repeatedly suggested

as one function, and even as the primary function, of
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consciousness (e.g., Baars 2005; Dehaene & Changeux 2011;
Dehaene & Naccache 2001; Koch & Tononi 2011; Tononi
2013): Unconscious processing is typically claimed to rest on feed-
forward activations with little information sharing between pro-
cessing nodes. Conscious perception, on the other hand, is held
to involve long-range, recurrent processing and widespread
neural activations that enable cortical interactions and synchroni-
zation (Baars 2005; Dehaene & Changeux 2011; Engel et al. 1999;
Lamme & Roelfsema 2000; Schurger et al. 2015; Tononi 2013;
Tononi & Edelman 1998; Treisman 2003). These patterns of
neural activation, then, are claimed to enable information integra-
tion – the combination of two distinct signals into a new, meaning-
ful one. Under these accounts, consciousness is not only crucial,
but also necessary for information integration (for review of
these claims and empirical findings that either support or chal-
lenge them, see Mudrik et al. [2014]).

Despite the common use of the word “integration” and its de-
scription as the primary function of consciousness, the account
suggested by Morsella and co-authors is utterly different from
the above-mentioned theories: while for these theories, con-
sciousness is almost omnipotent, as integration (and other func-
tions) cannot take place in its absence, the passive frame theory
portrays a somewhat impotent consciousness, lagging behind un-
conscious mechanisms, which actually do most of the work. As I
argue below, it seems like the proposed account, albeit being in-
novative, comprehensive, and thought-provoking, is more about
showing what is not the function of consciousness, and about
claiming that it does not integrate, than vice versa – as opposed
to its proclaimed goal.

According to the theory, the conscious field is clearly uninte-
grated in the sense that each conscious event is encapsulated
from the others: it is discrete, devoid of any ability to interact or
influence other states. Unconscious mechanisms, on the contrary,
“combine” and “comprehend” the different contents in the con-
scious field in a way that leads to action plan selection. They are
active, as opposed to the passive conscious states. To illustrate
their point, the authors present the Internet analogy: Conscious-
ness is the platform that allows two people – in analogy, some un-
conscious mechanisms – to debate, but it cannot resolve the
conflict. It serves as means for transmitting the message, but
has no bearing on the message itself, or its effects.

However, in this Internet analogy, where does the integration
truly lie? Would one say that the Internet integrates the discus-
sion, or that the two discussants, admittedly able to talk thanks
to the Internet, are the ones doing the integration? By their
own analogy – and the theory it aims at illustrating – the authors
pull the rug from under their own concept of integration, in
such a way that makes the latter devoid of real content. If uncon-
scious mechanisms are the ones resolving action conflicts, what is
the meaning of saying that consciousness’s primary role is to inte-
grate “incompatible skeletal muscle intentions for adaptive
action”? Why not simply say that consciousness’s primary role is
to enable unconscious integration of incompatible intentions?

It seems as if the authors are trying to have their cake and eat it
too: On the one hand, they ascribe all integrative functions to un-
conscious mechanisms. On the other hand, they keep saying that
consciousness’s primary function is information integration,
perhaps reflecting their own reluctance to wave the conscious-
ness-integration long-lasting connection goodbye. In that
respect, their article could have started with the (very interesting)
question, “What do unconscious processes contribute to the func-
tioning of the nervous system?” – because their theory provides a
clearer answer to this question, than to the one they chose to pose.

Aside from what may seem like confusion in goals (attempting
to clarify the function of consciousness, while in fact arguing for
the function of unconscious mechanisms and the unfunctionality
of consciousness), the theory does not explain why the conscious
field is needed for unconscious integration to occur. Without
the Internet, our two discussants would not have been able to
share their views. If so, consciousness may be needed for distinct

unconscious events to share information. Why should it be phe-
nomenal, though? In the Internet analogy, technology enables
two intentional agents with phenomenal experiences to interact.
Yet here, phenomenal states are supposed to enable the interac-
tion of non-phenomenal states –which are claimed to interpret,
resolve conflict, and yield decisions. Where does that leave inten-
tion? Why should information sharing be phenomenal? And why
assume that non-phenomenal states are able to integrate, while
phenomenal ones cannot interact with one another? These ques-
tions are left unanswered under the current account.

Finally, let’s imagine that the creature in the cave is a human
being, deliberating about whether he should run away from the
smoke and leave all his precious belongings behind. What is the
status of his conscious deliberations over this possible voluntary
action, according to the passive frame theory? Do they represent
false/illusionary states, given that (being conscious experiences)
they cannot affect the chosen action, which is unconsciously
determined?

To sum up, the present target article is an impressive attempt to
put forward a comprehensive functional theory of consciousness.
To that end, it uniquely combines together neuroscientific, psy-
chological, and philosophical work, integrating current findings
with ideas and suggestions that go decades back even to the nine-
teenth century –which by itself is a rare and important endeavor
that should be applauded. What was the role of the authors’ con-
sciousness in forming such an integrative account? Did it only
create perception-like representations of these ideas, so that
unconscious mechanisms could then integrate them into a
skeletomotor output of typing? My own (dysfunctional, non-
integrative?) conscious field wonders if this could indeed be
the case.

Conscious content generated by unconscious
action-related adjustments
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Abstract: As mentioned in the target article by Morsella et al., the motor
program’s contents as a whole do not influence each other in the conscious
field; however, research shows that some of their generated aspects could
be sensitive to the context of the behavior. Such motivational “context-
contamination” leads to voluntarily “turn off” of negative states. Taking
place out of the conscious field, these adjustments would have critical
influence on behavior, such as aggression.

Created by Schelling (1800/1978), Freud developed the concept
of the unconscious mind in his tripartite model of mind, using
the analogy of an iceberg to describe the three levels of mind: con-
scious mind at the top, unconscious mind at the base, and precon-
scious mind in the middle of the iceberg. Considered a primary
source of human behavior, the unconscious mind, like an
iceberg, is the most important part of the mind, hidden because
it is unacceptable to the conscious mind (Freud 1915).

In spite of initial skepticism, the idea or modern notion of un-
conscious processes is now an important focus of psychology, in
terms of automatic (Bargh & Chartrand 1999), implicit processing
of information (Greenwald & Banaji 1995). However, empirical
research in psychology has its own limits, often being subject to
alternative interpretations. Indeed, empirical research of uncon-
scious processes underestimates the roles of conscious processes
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and their significant regulatory effects in processing unconscious
contents. In addition, the view that unconscious processes
control individuals’ everyday experience underestimates the indi-
vidual-context dynamic. Hence, as rich as the research of uncon-
scious processes has become, interpretation of related results
reveals some difficulties. For example, in the case of temporary
accessibility, the assumption of privileged access to the mind of
negatively valenced information (Bargh & Pietromonaco 1982;
Wegner & Bargh 1998), such as aggressive words or stereotypes
(Devine 1989), and their conceptual replications (Bargh 2014;
Bargh et al. 1996; Chen & Bargh 1997), is not clearly established.
In fact, other studies found rather contextual limits of so-called
privileged access (Baron et al. 1992; Bodenhausen et al. 1994;
Carver & Scheier 1999; Pahlavan & Lubart 2005; 2007).

Assertions about automatic evaluation of aggressive stimuli and
automatic aggressive-goal-pursuit can also be explained in terms
of construal levels of elaboration of goal-directed behaviors. For
Srull (1997), association between situational features and goals
is possible if the goal and the situation are both elaborated at
equivalent levels of abstraction. In this sense, exposure to nega-
tively valenced stimuli should trigger anger as well as fear con-
structs as predicted by the cognitive-neoassociationistic model
(Berkowitz 1993), activating two parallel behavioral tendencies
(flight/fight). In fact, in terms of behavior adjustment, the
results of numerous aggression studies show that individuals
“fight” only when there is little or no chance for “flight” (Izard
& Ackerman 2000).

Considering adjustment as mere modifications of cognitive
knowledge, for individuals living in a changing environment, ex-
pectation–reality matches are an essential life-task motivation in
order to feel secure. Adjustment process may therefore bring ex-
pectation and reality into accord based on prior new insight of
reality through attentional effortful control. As long as reality
meets individuals’ expectations, attention will bring pleasure; oth-
erwise, displeasure (Posner & Rothbart 2000; Schachter 1987).
However, adjustment processes are highly context-dependent
(Bjorklund & Pellegrini 2002). Empirical research supporting
these assumptions (Pahlavan & Arouss 2015; Pahlavan et al.
2012) shows how negative situational characteristics could alter
executive performance in persons with dysexecutive syndrome
and in healthy adults, with consequences for aggressive tenden-
cies, using a feedback paradigm (see Table 1).

The same results were found with healthy French/Syrian adults
using an aversive noise. For all participants, increases in negative
reactivity due to negative feedback or aversive noise were con-
comitant with an inability to focus individuals’ attention on
ongoing tasks.

Therefore, in addition to objective experiences, adjustment
processes are accompanied by subjective experiences, based on
individuals’ prior knowledge of the matter of adjustment.
The interplay among different cognitive processes with which

new-information is processed, past-knowledge recalled, … gives
rise to different influences from past-present experiences, chang-
ing the conclusions drawn from same experiences.
An automatic/unconscious view of aggression follows quite

similar conceptual logic. However, as mentioned by Wegner
and Bargh (1998), even in the unintended, unaware, difficult-
to-control or -inhibit situational influences on behavior investi-
gated in classic social psychology, it is believed that individuals
successfully control some situational aspects. Trying to respect
their implicit contract, participants consciously deal with felt
conflicting pressures. Other studies, relevant to research on
heuristic processing of aggression (Zelli et al. 1995; 1996) dem-
onstrate that individuals with chronic accessibility of aggressive
constructs spontaneously interpret and encode the ambiguous
behaviors as aggressive, unless they make deliberate inferences
about the target’s behaviors. This last finding suggests the inad-
equacy of measures of deliberate controlled inferences to
reveal differences between aggressive/nonaggressive individuals
(Todorov & Bargh 2002). In line with these suggestions, other
studies (Pahlavan et al. 2000a; 2000b) showed that compared
to an individual performing long voluntary movements (30
cm) of pushing/pulling cued by an aversive stimulation, those
executing the same but shorter movements (12 cm) took
more time for pulling than pushing. This negative priming
reveals that the participants successfully ignored automatic
movements triggered by aversive stimulation when they had
enough time to deliberately control and adjust their voluntary
movement (pulling instead of pushing).
For Bargh (2014), automatic processes may take-over the reg-

ularities in one’s life. Unaware of the underling motives of their
behavior, individuals fail to see that their biased behaviors are
harmful to other people. Lack of knowledge about the true insti-
gating cause (non-conscious) leads to rationalization and attribu-
tion of reprehensible behavior to socially desirable motives
(Todorov & Bargh 2002). In this view, aggressive behavior is con-
sidered to be a result of biased automatic control processes,
without taking into account conscious regulatory processing of
human aggression. This assumption ignores the results of the
studies showing uniqueness of self-related processes and social in-
teraction as a function of roles taken on by individuals in their
social relationships (Andreou 2000; Boulton & Smith 1994;
Smith et al. 1993; Sutton & Smith 1999). Hence, although there
is no doubt that contexts automatically cue behavior, actions
such as aggressive behavior implying mental representations of
“Self” can occasionally be highly adaptive, and rarely unconscious
(Cross & Markus 1990; James 1890/1983).
The use of the construct “automatized unconscious goals” risks

leading to some dangerous reductionism in viewing behavior.
People often pursue multiple goals (Carver & Scheier 1999),
and it is natural to assume that some of them result from automat-
ic processes cued by situational features. At the same time, it is

Table 1. (Pahlavan & Arouss).Observed differences for global executive functions and aggressive tendencies (anger and aggression) mean
scores in function of experimental condition.

Experimental Condition
Scores

Executive Cognitive
Function – global Anger Aggression

Feedback Paradigm
Failure (n = 30) 109.70s 37.90 0.317
Success (n = 30) 83.75s 26.90 0.017
Aversive Noise of 80 dB
Aversive Noise (n = 60) 128.21s 32.70 0.239
Neutral Condition (n = 60) 71.88s 28.33 0.164
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natural to assume that these processes are occasionally consciously
mediated, particularly those with potential significance for self.
Thus, even though the experience of emotions is a necessary
factor for keeping people in pursuit of their specific goals, affec-
tive, cognitive, and motivational processes of action control are
engaged whenever decisions are self-relevant. Self-knowledge is
a significant regulator of the individual’s social perception and
behavior, leading to more readily encoding ambiguous interper-
sonal situations as personal affronts, or to cognitive reconstitution
of the event, in order to make reprehensible conduct personally
and socially acceptable. Therefore, people do not automatically
remove all expectation/reality discrepancies (Carver & Scheier
1999); rather, human self-motivation relies on managing discrep-
ancies by exerting proactive control as well as reactive feedback
control. By setting themselves valued or challenging standards,
they create states of disequilibrium and then mobilize their
efforts to reach them.

Human consciousness is fundamental for
perception and highest emotions

doi:10.1017/S0140525X15002216, e191
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Abstract:HaveMorsella et al. examined the fundamentals of consciousness?
An experiment by Bar et al. (2006) has demonstrated the fundamental
aspects of conscious and unconscious mechanisms of perception. The
mental representations are not crisp and conscious like the perceived
objects are, but vague and unconscious. This experiment points to the
fundamental function of the neural mechanisms of consciousness in
perception. Consciousness is also fundamental for the highest emotions.

I very much appreciate the Morsella et al.’s desire to follow an
example set by physics and begin “with the examination of the
most basic, elemental instantiation of the phenomenon of inter-
est” (sect. 1.3, para. 1). However, I would question how success-
fully this intent has been realized. A conceptually simple
experiment by Bar et al. (2006) has demonstrated the fundamen-
tal aspects of conscious and unconscious mechanisms of percep-
tion. The mental representations of even simple everyday
objects are not crisp and conscious like the perceived objects
are, but vague and unconscious. This experiment identifies and il-
luminates the conceptual framework, as well as the purpose and
the fundamental aspect of the neural mechanisms of conscious-
ness in perception (Perlovsky 2009).

Perception of events in the world is based on mental represen-
tations (Grossberg 1988; Kosslyn 1980). Adapting representations
to reality therefore is a condition of survival. Correspondingly,
humans have an instinctual drive for developing adequate repre-
sentations. A theory of this drive (Perlovsky 2006; 2007; 2014a;
2015) is based on Grossberg and Levine’s (1987) theory of
drives and emotions. According to Grossberg and Levine, the
mechanisms of drives include biological mechanisms similar to
sensors measuring vital bodily parameters. If a vital parameter is
outside of its safe range, neural signals indicate this to the deci-
sion-making parts of the brain. These neural signals and corre-
sponding states of mind are perceived internally as emotions.
The extension of this theory to developing representations (Per-
lovsky 2006; 2007; 2014a; 2015) has suggested the existence of a
mechanism measuring similarities between mental representa-
tions and events in sensory data, or more generally, similarities
between bottom-up and top-down signals. This mechanism is
called the “knowledge instinct”; its neural mechanism – involving
dorsolateral prefrontal cortex, orbitofrontal cortex, striatum,
opioids, and dopamine – is outlined in Levine (2012).

The fundamental aspects of conscious and unconscious mecha-
nisms of the neural operations of the knowledge instinct are char-
acterized by a process of “from vague to crisp” representations.
This has been confirmed in Bar et al. (2006), which identifies
the neural mechanisms of consciousness in perception (Perlovsky
2009). Bar et al. have demonstrated that a process “from vague to
crisp” takes approximately 0.6 sec (hundreds of neural opera-
tions), and the major part of this process is inaccessible to con-
sciousness. Only in the moment when a representation matches
an object’s projection (from the retina) on the visual cortex does
the representation become clear-crisp and conscious. The knowl-
edge instinct operations become accessible to consciousness at the
end of the unconscious process “from vague to crisp”; therefore,
the conscious perception is a small part of the entire perception
process (Bar et al. 2006).

Why does “simple” object perception require such a complex
operation, involving conscious, unconscious, vague, and crisp rep-
resentations? The answer to this question can only be understood
after decades of mathematical modeling of this process, which
reveal the role of the conscious and unconscious. Mathematical
psychologists modeling the process of perception, as well as arti-
ficial intelligence engineers developing robots with visual percep-
tion abilities, have been failing since the 1950s. Recently, the past
decades of failures have been understood to be due to the logical
models employed. Only the logical part of the perception process-
es is accessible to consciousness and has inspired the development
of these past mathematical models. However, because the vague
processes are not accessible to consciousness, their operations
have not been noticed or understood and have been missed in
the mathematical models (Perlovsky 2001). As it turns out, the
models required for matching bottom-up and top-down signals
based on logic require a number of computations larger than
the interactions between all of the elementary particles in the
entire life of the universe (Perlovsky 1998).

This complexity is a fundamental fact related to the Gödelian
inconsistency of logic (Perlovsky 2013c), which is considered to
be one of the most fundamental mathematical results of the twen-
tieth century. The complexity has been overcome when the repre-
sentations and the entire processes of matching bottom-up and
top-down signals are modeled as processes “from vague to
crisp” described by dynamic logic (Perlovsky 2006; 2007;
2013c). This mathematical model has been confirmed in (Bar
et al. 2006). Thus, unconscious “vague-to-crisp” processes are fun-
damental for perception, cognition, and the knowledge instinct;
the clear-crisp and conscious part of these processes is only a
small part. Let us repeat, the vague processes are not accessible
to consciousness; if they were, perception and cognition would
be mostly vague. The unconscious is needed so that we are not
aware of the useless vague perceptions. Crisp and clear
(“logical”) perception is a minor part of the perception process,
but it is conscious (and therefore it biases our understanding
toward logic); in our consciousness, we perceive a clear form of
logic-like perceptions.

The knowledge instinct is similar to other drives in that its sat-
isfaction is accompanied by emotional neural signals and states.
These emotions related to knowledge are aesthetic emotions (Per-
lovsky 2014a). At lower levels of the mental hierarchy (perception
of everyday objects), they are usually below the level of conscious-
ness. At higher levels (cognition of abstract concepts), they could
be conscious (existence of these emotions has been demonstrated
experimentally in Perlovsky et al. [2010]). Representations near
the top of the hierarchy model an entire life’s experience; they
are mostly vague, unconscious, and vaguely perceived as the
“meaning of life.” But the corresponding emotions could be con-
scious and perceived as emotions of the beautiful (Perlovsky
2010a; Schoeller 2015; Schoeller & Perlovsky 2015). Usually,
these are not well understood because of confusion between un-
conscious cognition and conscious language (Perlovsky 2013a;
2013b). The knowledge instinct and the related aesthetic emo-
tions explain the strong effects of musical emotions, their
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origins, their evolution, as well as their functions in cognition (Per-
lovsky 2010b; 2012a; 2012b; 2014b). The function of musical emo-
tions is to help overcome cognitive dissonances and to keep
contradictory cognitions in consciousness (Masataka & Perlovsky
2012; Perlovsky 2015; Perlovsky et al. 2013).

In summary, the knowledge instinct addresses aspects of con-
sciousness from the conscious perception of objects to the
highest forms unique to humans, including the concepts of the
meaning of life, emotions of the beautiful, and musical emotions.
I do not see how skeletal consciousness can explain the functions
of consciousness and unconsciousness revealed in Bar et al.
(2006), and specifically human functions of consciousness
related to music and the beautiful. The knowledge instinct is fun-
damental for survival in humans and animals, which have used
mental representations for perception likely since amniotes
onward. Skeletal consciousness does not seem to be specifically
characteristic for humans or higher animals.

I would conclude that the analysis in the target article is far
from straightforward; instead, it is convoluted and disguises
rather than reveals the conceptual framework, the purpose, and
the mechanisms of consciousness.

Homing in on consciousness: Why is a dream
conscious?
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Abstract: Morsella et al. argue convincingly that consciousness is for
adaptive voluntary action. What, then, is consciousness in a dream for?
Two prior questions present themselves. In a dream, how do contents
get into the conscious field? What are the properties of consciousness in
a dream?

To the creature in the cave, consciousness is for adaptive “volun-
tary” action. What is consciousness in a dream for?
How do contents get into a dream? Rapid eye movement

(REM) sleep cancels wakefulness and blocks external afference.
How do contents get into the conscious field? Morsella et al.
argue that consciousness arises from configurations of uncon-
scious afference to content generators. Afference is not only
“bottom-up,” but also may include “top-down processes from
knowledge systems and from frontal control regions” (sect. 4.1,
para. 1). I shall argue that although (pre)frontal control regions
are quiescent in REM, and afference is necessarily intrinsic,
dream content is generated in the same way that Morsella
et al.’s wakeful content is generated.

I have argued (Porte 2013) that REM afference implicates ace-
tylcholinergic cell groups Ch1-Ch8 (characterized, for example,
by Schaffer et al. 1998), and that REM afference, like retinal
waves, is at once probabilistic and structured (for a review of
retinal waves, see Wong 1999). Excitation evolves stochastically:
afference to REM content generators is neither bottom-up nor
top-down, but distributed on the neural axis.
What is consciousness in a dream like? In the conscious field in

REM as in wakefulness, the liaison between action and conscious-
ness is fundamental. The wakeful field is for skeletomotor action.
In REM, action is in the field. Afference to skeletomotor neurons
is real. Dreamers walk, run, swim, and fly. They rotate, accelerate,
and run backward. They lie still only because REM, while allowing
the eyes to move and the dreamer to breathe, paralyzes the skel-
etal muscles.

Grillner et al. (2008) state that “in all vertebrates, networks co-
ordinating the basic propulsive movement synergy are located at
the spinal level, whether in fish swimming, bird flight or

mammalian locomotion” (p. 3). If when awakened from a dream
Morsella et al.’s creature in the cave were to say, “I am walking
down the street,” most of us would agree that this conscious
content might originate in a ‘low-level’ reticulospinal mechanism.
Even frenzied dream action might exceed “I am walking” only in
regard to level of excitation:

Hilary-Ashby and others walk, or walk-float rapidly in front of
us – i.e., walk without effort or apparent stepping. Separately,
we intone “hello,” in rich sustained notes … This catches on,
and everyone … begins to sing “hello.” I sing out above the
other voices, and begin to leap off the floor vertically – as if
lifted, or “beaming up” – as I sing and bellow “hello” in an increas-
ingly high (and difficult for me) register. I spring (again, as if float-
ing or flying up rapidly, vertically) so high that I nearly reach the
extraordinarily high ceiling … I feel queasy and afraid, briefly,
but close my eyes and decide there is nothing to do but wait for
the fall back to earth. (Anonymous dream report, 1984. Laborato-
ry of J. Allan Hobson, Harvard Medical School.)

If “the command regions for locomotion are evolutionarily con-
served and stimulation of these regions gives rise to walking, trot-
ting or galloping in tetrapods like cats, depending on stimulation
strengths [and if] stimulation of the same region in a bird gives
rise to walking and at higher strengths flapping movements of
the wings” (Grillner et al. 2008, p. 3), then this dream’s “hellos”
become mere, albeit calamitously aroused, vestibular incantation.
If configurations of afference that deliver content to the con-

scious field are action-related, then dream action should approxi-
mate wakeful action. Indeed, as Morsella et al. remark, “few
would argue about the isomorphism among the conscious con-
tents experienced while acting (e.g., saying ‘hello’) dreaming
(e.g., saying ‘hello’ in a dream), or observing the action of
another (e.g., hearing ‘hello’)” (sect. 3.1, para. 3). Likewise, the
dreamer’s point of view should be egocentric (sect.4.2, para. 3).
The “hello” dream is very much in the (locomotor-vestibular)
first person. To the creature in the cave, “I am walking” will
afford a sense of self, in REM as in wakefulness.
The entrance into consciousness in REM is automatic. As Mor-

sella et al. argue for wakefulness, content is “just there.” Often,
action is ongoing as a dream report begins. Or action “just starts,”
as if the unconscious induction of locomotion coincides with the
emergence of conscious content. “Reflex-like” entrance of action
into consciousness in REM accords with the operation of skeleto-
motor neural networks: “In most cases these networks are silent
at rest and need to be activated from the brainstem command
centres … which via reticulospinal neurons regulate the activity
level of the spinal [pattern generators]” (Grillner et al. 2008, p. 3).
Conscious contents in REM, like those in wakefulness, are encap-

sulated. Assume that the “hello” dream report describes the contents
of the dreamer’s conscious field completely. Can skeletomotor affer-
ence account completely for those contents? Someone will say, “The
‘hello’ dream is not an action dream. It is an ‘Icarus’ dream.” But no
metaphor is present in the conscious field, and neither is Icarus.
“The field itself,” as Morsella et al. say of wakefulness, “has no
memory and performs no symbol manipulation” (sect. 6, para. 2).
If Icarus is to be found anywhere, it is in unconscious afference
from a system that knows about Icarus. Encapsulated, the conscious
(vestibular) content does not. To paraphrase T. S. Eliot: The
dreamer has the experience, but misses the meaning (Eliot 1943).
By homing in on consciousness, Morsella et al. have established

a new vocabulary for homing in on consciousness in sleep. Thus,
we can say that in REM sleep the conscious field is not “for” adap-
tive skeletomotor action, although unconscious configurations of
afference may be. We realize that in dreams that are not lucid,
“framing” is explicitly absent. We see that the conscious field in
REM and the wakeful conscious field share formal characteristics.
Whether consciousness inREMis for anything remainsuncertain.

But Morsella et al. help us see that the liaison between action and
consciousness often verges on identity in REM – that at some level
(“lower” than wakefulness?), skeletomotor action is consciousness.
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Abstract:What does it take to explain the roles of consciousness for action
and action for consciousness? This commentary claims that efficient
functional explanations must meet two epistemological requirements:
independent description of explanandum and explanans, and
foundational explanation of their mutual relationship. It is argued that
Morsella et al.’s target articledoes not fully meet these requirements.

The target article by Morsella et al. promotes an ambitious
project, meant to explain both what consciousness is and how it
subserves voluntary action. This commentary discusses some con-
ceptual issues involved in such functional explanations, pertaining
to levels of explanation, languages of description, and require-
ments of efficient description and explanation.

Functional explanations claim that X is for Y, invoking a means/
ends relationship between the two: structure X serves as means for
realizing function Y. To living systems, this scheme can be applied
at two levels: operation and design. At the level of system operation,
it applies to interactions between means and ends – one subserving
the other (i.e., X subserves Y). At the level of systemdesign, it applies
to interactions in the reversedirection – one shaping theother (i.e., Y
shapes X). The first form of explanation applies to short-term oper-
ations in ongoing activity, the second to long-termdesign in develop-
ment and evolution. Full functional accounts may combine the two
scales. For instance, the claim that legs are for locomotion means
that (1) evolution has designed legs to accommodate the function
of locomotion so that (2) the ensuing design enables legs to subserve
that function inongoingoperation. Likewise, the target article claims
(i) that consciousness is designed to accommodate the needs of
action control (ii) so that consciousness subserves action control in
ongoing operation. Notwithstanding the interchange of roles of
explanandum and explanans, the two explanations can be legitimate-
ly combined because they pertain to different levels and timescales.

When we talk about legs and locomotion, we address both X
and Y in the common language of kinematics and dynamics.
However, such use of a common language does not apply when
discussing relationships between consciousness and action
control. Consciousness pertains to phenomenal experience,
whereas action control addresses behavioral performance and un-
derlying brain mechanisms. Because the languages of experience
and performance are incommensurate, there is no obvious way of
bridging the categorical gap and explaining one through the other.
A project aiming at “homing in on consciousness in the nervous
system” promises a new attack on the mind/brain problem and
the two-language problem entailed in it.

A convenient way of addressing this problem is to look for fea-
tures that can be expressed and understood in both languages
(Prinz 1984). Thus, to understand how consciousness can subserve
action control in ongoing operation requires being able to discern
features of conscious experience that translate into the language
of performance. Likewise, to understand how the requirements
of action control can shape consciousness in development and evo-
lution requires ascertaining features of performance that translate
into the language of experience. Such feature overlap may then
lay the ground for foundational explanations (see discussion below).

Efficient functional explanations must meet two basic require-
ments: independent description and foundational explanation. In-
dependent description requires that X and Y are both
characterized in an equal and independent manner. The target
article is more elaborate on the signature of action-related perfor-
mance than the signature of conscious experience. This

asymmetry runs the risk of violating independence. Independence
description requires the provision of an independent account of
the explanandum in the first place, that is, an account of core fea-
tures of consciousness that are independent of its alleged role for
action control (e.g., phenomenal experience, subjectivity, about-
ness, intentionality, etc., as known from classical debates on the
nature of consciousness). What is offered, instead, are functional
features that already derive from the invoked role of conscious-
ness for action control (pertaining to integration of competing
efference bindings). As a result, these features cannot explain
much more than themselves, and “consciousness” becomes an
empty concept. It stands for no more than “that which is required
for information integration in action selection.” Good old con-
sciousness gets lost this way and becomes replaced by an opera-
tionally defined entity that lacks any surplus meaning.

Foundational explanation requires that X and Y become related
to each other in a way that conforms to our understanding of effi-
cient explanation (Prinz 2003a; 2012, Chs. 1 and 2). Of foundational
explanations, we demand that they help us understand how con-
sciousness enables efficient response selection and how the require-
ments of efficient response selection act to shape consciousness.
Why is it that information integration for action selection precisely
requires consciousness (and not something else), and why is it that
consciousness precisely subserves integration for action selection as
proper function (and not some other function)? As discussed, con-
vincing answers to these questions must specify feature overlap
between performance and experience, that is, common features
that make sense in both languages. It is not easy to see how Mor-
sella et al.’s passive frame theory can fulfill this requirement.
There is no obvious way in which functional features pertaining
to information integration in action control could overlap with
any constitutive feature of consciousness so that one could imply
or require the other. Accordingly, this theory fails to offer a founda-
tional account of consciousness (unlike, for example, self-represen-
tational approaches for which such overlap has been claimed; cf.
Graziano 2013; Prinz 2003a; 2012).

While foundational explanations require conceptual overlap
between X and Y, correlational explanations may switch language
by relating an experiential state such as consciousness to a compu-
tational state such as action conflict or a neural state such as acti-
vation in a corresponding brain network. However, correlational
explanations do not answer the foundational question of how
these relationships work (Graziano 2013, Ch. 1). To know that
action selection is associated with, or even requires, consciousness
(in correlational terms), does not mean to understand (in founda-
tional terms) how the two are interrelated. We just acknowledge
the miracle that they enable and require each other, without un-
derstanding how they do it. To understand how the magic trick is
done, we need to move from correlations to foundations.

Four questions for passive frame theory
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Abstract: Four questions are raised about the passive frame theory of
Morsella et al.: (1) What is the relation of the theory to the response-
selection-bottleneck view of attention? (2) Does the theory
accommodate the contents of consciousness? (3) What about animals
without skeletal muscles? (4) How do the contents of consciousness
change with the development of automaticity?

I commend Morsella et al. for their attempt to come to grips with
the most notoriously difficult question in behavioral and brain
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sciences: What is consciousness? To their credit, the authors offer
a specific answer to this question that centers on the resolution of
conflict between physical actions. I too have tried to understand
mental activity in terms of internal competition (Rosenbaum
2014), but I have some specific questions for Morsella et al.

First, what is the relation of passive frame theory to Pashler’s
(1993) classic theory of attention, which places attention at the re-
sponse selection bottleneck? Pashler’s theory and the theory
offered here are similar in this respect, though Pashler’s theory
mainly focuses on the amount of cognitive effort (or number of
cognitive resources) that is summoned when responses must be
selected, whereas Morsella et al. mainly focus on the qualitative
aspects of experience related to response selection. How are the
two views similar or different? Is passive frame theory an
advance over Pashler’s theory? If so, how?

Second, does passive frame theory actually or adequately
address the content of consciousness? Although passive frame
theory suggests that the need for consciousness is greatest when
decisions must be made about skeletal muscle activity, can the
authors defend the hypothesis that the contents of consciousness
are limited to skeletal-muscle response selection, if indeed that is
what they are suggesting? While it is conceivable that imagining
oneself engaging in some activity boils down to anticipating the
skeletal-muscle movements to be made at the time, the feelings
of muscles pulling on bones are not what one typically experiences
as one considers alternative action possibilities. To the extent that
the contents of consciousness are typically far removed from the
muscle sense, except perhaps when the physical demands of
the task demand attention (Vallacher & Wegner 1987), does the
theory lose some of its power?

Third, is skeletal muscle activation really the defining ingredient
for consciousness? Animals without skeletons engage in response
selection all of the time. Think of octopuses, which can show learn-
ing of spatial layouts (Boal et al. 2000), can engage in astonishing
feats of mimicry (https://www.youtube.com/watch?v=t-LTWFnG
megdeception), and can learn by observing others (Fiorito &
Scotto 1992). Even the sea slug has neural circuitry that supports
experience-based response selection (Kandel 2006). These inverte-
brates don’t have skeletal muscles. Does that mean they lack con-
sciousness? Perhaps I am putting too fine a point on the authors’
claim that consciousness comes down to the deliberate control of
skeletal muscles. Still, that is what they said, so it would be interest-
ing to know what they think about consciousness in animals without
striated muscles.

A fourth, more subtle question pertains to the fact that the
sensory outcome of a given pattern of muscle activity (skeletal
or otherwise) depends on the interplay of the body and the envi-
ronment and is ultimately decided by the environment. Reaching
out with the hand in one direction or the other has little conse-
quence in and of itself but has a big effect if, say, the hand contacts
one electoral ballot switch or the other. If the effects of muscle ac-
tivation are far removed from the muscle activation itself, then the
power of the passive frame theory claim seems weakened. Also, it
turns out that muscle activations are never all-or-none. Graded ac-
tivation of muscles, with more or less activation going to some
muscles than others, is how the nervous system controls move-
ment and physical stability (Rosenbaum 2010). Even when
actors reverse course, switching from one target to another, de-
tailed analysis of the movement trajectories they produce indi-
cates that muscle activations change in a graded, continuous
fashion rather than by abruptly turning off some muscles and
turning on others (Henis & Flash 1995).

Whether and how these kinds of graded muscle activations or
their sensory consequences are represented in consciousness is
an open question. Perhaps large-scale categorical differences
between perceptual consequences of different actions are actually
represented. Is that what Morsella et al. want to claim? If so, how
do they think about the reduced need to imagine the perceptual
consequences of alternative actions when choices between
actions get practiced and become automatic? That is my fourth

question: How do the contents of consciousness change with
the development of automaticity? How do the authors conceptu-
alize the growth of automaticity in their theory?

Metacognition and conscious experience
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Abstract: Morsella et al. focus on the conscious nature of sensation.
However, also critical to an understanding of consciousness is the role of
internally generated experience, such as the content of autobiographical
memory or metacognitive experiences. For example, tip-of-the-tongue
states are conscious feelings that arise when recall fails. Internally driven
experiences drive us to action and therefore are consistent with the
current approach.

In the 1999 movie The Matrix, the mentor Morpheus tells the
hero Neo that he has an advantage over his artificial-intelligence
enemies because “their strength, and their speed are still based
in a world that is built on rules. Because of that, they will never
be as strong, or as fast, as you can be” (Wachowski & Wachowski
1999). The assumption made by the characters in The Matrix and
by Morsella et al. in the target article is that consciousness has a
purpose, and that purpose is the flexibility of responding to a
complex world. Just as Neo can bend the rules that define the
virtual reality of the “Matrix,” Morsella et al claim that conscious-
ness allows us to over-ride fixed patterns of behavior, particularly
when two or more of these patterns come into conflict. We
applaud Morsella et al. for such a large-scale integrative theory
on the function and neural basis of consciousness. We agree
that there are substantial data that point to a role for conscious
processing in flexible responding. However, we assert that a
more expansive view of conscious experience must be considered
than one that explains only sensation. In particular, we think that
internally driven experiences, such as memory retrieval and meta-
cognitive feelings, are critical in understanding consciousness.
Morsella et al. are explicitly interested in one category of con-

scious experience – namely, sensations. However, a theory of con-
sciousness should consider other types of phenomenological
experiences as well, such as propositions, attitudes, volitions, emo-
tions, and feelings (see Kim 2010). For example, my hope that
person X will be elected President and my belief that the events
in The Matrix are not true are certainly conscious experiences,
but something quite different from the sensation of green when
I look at a tree. In particular, experiences associated with
memory represent an important aspect of consciousness. Similar
to the arguments made by Morsella et al., many aspects of
memory, including the process of retrieval itself, remain opaque
to conscious introspection, but the products of retrieval are
vividly conscious.
Our claim here is that internal conscious feelings play an impor-

tant role in conscious experience. That is, internal conscious feel-
ings allow us to respond to error and conflict, just as conscious
perception allows us to override automatic responses. Consider in-
ternal conscious experiences, such as tip-of-the-tongue states and
déjà vu experiences (Schwartz & Cleary 2016). These experiences
are certainly conscious, although they derive from internal process-
ing rather than the processing of external stimuli. Indeed, many
metacognitive experiences – from confidence in retrieved answers
to feelings of warmth about impending problem-solving – are con-
scious experiences (Kostic et al. 2015; but see Kornell 2014). This is
not to say that some forms of metacognition may be implicit and
operate at a non-conscious level (see Kornell 2014; Reder 1996),
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but many metacognitive experiences are not just conscious but at-
tention demanding (Schwartz & Metcalfe 2011).

Tip-of-the-tongue states are metacognitive experiences associat-
ed with difficulty in retrieval from semantic or lexical memory
(Schwartz & Metcalfe 2011). Neuroimaging data suggest that tip-
of-the-tongue states emerge from prefrontal cortex, particularly
the dorso-lateral prefrontal cortex and the anterior cingulate
(Maril et al. 2001; 2005). Similarly, other metacognitive experiences
also arise in the prefrontal lobe (Metcalfe & Schwartz 2016). This
pattern contrasts with the view of Morsella et al. that the frontal
lobe is less involved in conscious experience than other cortical
regions. It may be that conscious sensations are a function of activity
in cortex other than frontal, but that conscious internally driven ex-
periences, such as tip-of-the-tongue states, derive from activity in
the prefrontal regions. If this is so, it would appear unlikely that
consciousness is predicated on any one area of the brain.

Similar to the arguments put forth by Morsella et al., we have
argued that metacognitive experiences also serve the purpose of
error detection – that is, in serving as alerts as discrepancies in the
internal cognitive processes that drive memory (Metcalfe &
Schwartz 2016; Schwartz & Cleary 2016). In tip-of-the-tongue
states, the retrieval process has not succeeded, but the metacogni-
tive process indicates that the unretrieved target is stored in
memory. The tip-of-the-tongue state drives us to behavior (Schwartz
&Metcalfe 2011), much as the sensation of pain and heat drive us to
put down the hot frying pan as quickly as possible. For example,
people in tip-of-the-tongue states aremore likely to express curiosity
and actively seek out the answers to unretrieved questions than
those not in tip-of-the-tongue states (Metcalfe & Schwartz 2016).
Moreover, people in tip-of-the-tongue states are likely to spend
more time attempting retrieval than those not in tip-of-the-tongue
states (Metcalfe & Schwartz 2016). Thus, in metacognitive parlance,
tip-of-the-tongue states are conscious monitoring experiences that
allow us to control an otherwise opaque retrieval process.

Morsella et al. consider sensation as the main source of infor-
mation as input for consciousness and, consequently, focus on
the idea of phenomenal consciousness. In contrast, to use
Block’s terminology, we assert that they focus instead on access
consciousness, that is, those conscious processes that inform
action and speech (Block 2009). The input to such decision-
making routines need not have phenomenal qualities, so their ar-
guments beg the question as to why we have phenomenal con-
sciousness at all. This problem is potentially resolvable by
considering inner states (such as metacognition) as other
sources of information for consciousness. These inner states can
add subjective feeling to the access consciousness resulting from
sensory information (see Koriat 2007).

In conclusion, we agree with Morsella et al. that exploring the
function of consciousness will be critical in understanding what
it is, how it evolved, and its neural correlates. However, restricting
oneself to only one aspect of consciousness runs the risk of not
finding the relations between domains of consciousness. Thus,
we argue that any theory of consciousness must account for
memory and metamemory experiences.

Infer yourself: Interoception and internal
“action” in conscious selfhood
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Abstract: Can consciousness be understood through an association with
voluntary skeletomotor action selection? Although flexible and

integrated action selection is a plausible function for consciousness, a
narrow focus on skeletomotor control neglects the contributions to
conscious selfhood and subjectivity that rest on interoception and
autonomic regulation (internal “action”). I consider these issues from
the perspective of predictive processing.

Morsella et al. argue that consciousness serves as a frame that con-
strains and directs skeletal muscle output, by making encapsulated
conscious contents available for adaptive voluntary control. Their
argument builds in interesting ways on previous positions suggest-
ing a role for consciousness in action selection (Merker 2005).
However, they in some ways go too far, and in other ways not
far enough.

The authors go too far in overstating the association between
volition and consciousness, asserting that “the conscious field
wholly and exclusively determines what in everyday life is called
voluntary behaviour. Conversely, for every voluntary action, the
organism can report a conscious content responsible for that
action” (sect. 2.5, para. 1). This excludes the possibility that voli-
tional responses can be affected by subliminal (non-reportable)
stimuli, which we now know is not the case; for instance, voluntary
decisions to withhold prepotent actions can be influenced by sub-
liminal primes (Parkinson &Haggard 2014). Also questionable are
assertions that conscious perceptual content can be encapsulated
from other factors like motivation (Balcetis & Dunning 2010) and
even action itself (Vishton et al. 2007).

More interesting, however, is where Morsella et al. do not go
far enough. Despite their emphasis on the body, they do not con-
sider interoception or autonomic regulation (internal “action”),
which may be highly relevant to basic instantiations of conscious
selfhood and subjectivity. This idea makes most sense from the
perspective of the “Bayesian brain” or “predictive processing”
(Clark 2013; Hohwy 2013; Seth 2013).

The basic idea of predictive processing is that perceptual
content is determined by the brain’s “best guess” of the (hidden)
causes of its noisy and ambiguous sensory signals, computed ac-
cording to Bayesian principles. Thus, visual perceptual content is
determined by probabilistic inference of the causes of visual
sensory signals, and so on for other modalities. Importantly, mini-
mization of prediction error signals can be accomplished either by
updating the prediction (corresponding to perceptual inference) or
by performing actions to change sensory data – for example, by
making eye movements to confirm sensory predictions. The
latter process has been called active inference (Friston et al. 2010).

This perspective generalizes easily to other domains of percep-
tion and action (see my Fig. 1). Perception of body configuration
and motion can be understood as proprioceptive (and kinaesthetic)
inference. Indeed, skeletomotor actions themselves can be under-
stood and modelled as minimization of proprioceptive prediction
error through active inference (Friston et al. 2010). Active propri-
oceptive and kinaesthetic inference may also give rise to “action
awareness,” which refers to consciousness of action, in contrast to
awareness of the consequences of actions or of action options
(Seth et al. 2016). Classical examples here include experiences of
intention and agency, which can be operationalized through para-
digms like intentional binding (Haggard et al. 2002b).

In just the same way, perception of the internal state of the
body – interoception – can be understood as inference on the
(hidden) causes of interoceptive signals, with the resulting percep-
tual content emerging as conscious emotional or feeling states
(Seth 2013). This framework of “interoceptive inference” general-
izes previous two-factor appraisal theories of emotion (Schachter
& Singer 1962) to a rich multi-layered hierarchical model of the
neural basis of emotion and physiological regulation.

Active inference in this context means suppression of interocep-
tive prediction errors through engagement of autonomic reflexes
(internal actions). Interoceptive active inference is particularly sig-
nificant for an organism because of the fundamental importance of
maintenance of physiological homeostasis: It is more important for
an organism to maintain its essential physiological variables within
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viable bounds, than it is to induce a detailed perceptual model of
the internal milieu (Seth 2015), though the one depends on the
other. This perspective echoes Karl Friston’s influential “free
energy principle” (Friston 2009) in saying that avoidance of atypical
events (i.e., homeostatic regulation) necessitates a generative/pre-
dictive model of the causes of sensory inputs. It also recalls an
older view from the largely neglected literature of cybernetics,
where Ashby and Conant argued that “every good regulator of a
system must be a model of that system” (Conant & Ashby 1970,
p. 89; see also Seth 2015).

From this perspective, internal actions make strong contribu-
tions to (affective) conscious contents through constraining inter-
oceptive inference in the service of physiological homeostasis.
These conscious feeling states may then further constrain adaptive
skeletomotor responses when action options are evaluated with
respect to their consequences for homeostatic integrity (see
Damasio [1994] for an early non-Bayesian expression of this
idea). Taking things further, combined multimodal or amodal in-
ference across exteroceptive, proprioceptive, and interoceptive
domains – geared towards the active regulation of homeostatic in-
tegrity –may underlie basic non-conceptual experiences of em-
bodied selfhood and subjectivity (Seth 2013; 2015); see my
Figure 1. Notably, because the preservation of physiological integ-
rity is the most basic duty of any nervous system, this view is argu-
ably more basic and “low level” than passive frame theory.

In summary, conscious contents can be usefully understood
from a functional perspective in shaping adaptive voluntary skele-
tomotor control, just as Morsella and colleagues suggest in their
passive frame theory. But human (and likely nonhuman) con-
sciousness has many phenomenological dimensions which may
shape perception and behaviour in many different ways. To
explain basic experiences of emotion and embodied selfhood, I

believe it is necessary to account for the role of internal actions
(autonomic regulation) in actively maintaining physiological ho-
meostasis. A Bayesian perspective provides a powerful framework
for integrating these different dimensions of prediction and
control, and opens exciting experimental opportunities for
exploring the biological mechanisms underlying consciousness
and self.

Action-based synthesis of parental brain
consciousness
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Abstract: Parenting consciousness, in line with passive frame theory, may
be considered inseparable from action. With combined brain-imaging and

Figure 1 (Seth). Inference and perception in different dimensions, supported by reciprocal flows of perceptual predictions and sensory
prediction error signals. Reprinted with permission from Seth (2015).
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cognitive-behavioral analyses, we are in the early phases of understanding
how parental brain circuits regulate parental thoughts and behavior.
Furthermore, work on parental consciousness confirms the importance
of motor outputs and outlines related circuits that inform consciousness
across generations.

The concept of parent-infant attachment represents a landmark of
contemporary developmental psychology (Bowlby 1969; 1973).
From an evolutionary perspective, attachment represents an
innate biological system promoting proximity-seeking between
an infant and a conspecific attachment figure. This proximity,
rooted in the thoughts and behaviors of parents, then increases
the likelihood of infants to survive to reproductive age. Over the
last 15 years, brain imaging studies have probed for this parental
brain consciousness in health (Swain et al. 2014b) and illness
(Moses-Kolko et al. 2014) – even beginning to focus on fathers
(Swain et al. 2014a) – based upon the notion that individual differ-
ences in parenting behaviors may be based on variations in neural
responses to own versus other baby-cry stimuli. Healthy human
mothers are likely to pick up and hold and speak to their infants
in response to their infant’s cry, and this complex of responsive-
ness is known to calm an infant (Esposito et al. 2013). Perhaps
because of an evolutionary advantage, these parental motor re-
sponses are widespread across cultures (Bornstein et al. 1992),
neurobiologically embedded (Kim et al. 2016), and are important
to understanding consciousness.

Indeed, this work on human parental brain consciousness using
own-baby-cry stimuli (Swain et al. 2004) has identified parts of the
motor system, pertinent to the work of Morsella et al. in the target
article. Indeed, parent brain responses to own versus other baby-
cry have included at least two aspects of the motor systems: (1)
the pre-supplementary motor area (pre-SMA, Broca’s area, superi-
or temporal lobes), known to be involved in the preparation for
movement and conscious intention to move (Haggard 2008;
Nachev et al. 2008), imagining to grasp (Filimon et al. 2007), expe-
riencing an “urge” to move (Fried et al. 1991), and preparation for a
voice production (Brendel et al. 2010); and (2) bilateral inferior pre-
frontal cortices (Broca’s areas) associated with social speech pro-
cessing (Horwitz et al. 2003). A recent study further suggested
that motor responses to baby-cry may be a function of poverty
(Kim et al. 2015) underlining the considerable plasticity in parental
consciousness systems (Kim et al. 2010; 2014; 2016; Swain 2007)
according to environment that is itself defined by parenting.

Increasingly sophisticated and ethologically sound stimuli have
been used to activate a range of other brain areas that support sen-
sorium to motor output aspects of consciousness. In one of these
studies, mothers at 4 to 6 months postpartum were divided into
two groups: mothers with highly synchronous maternal behavior
scores and low intrusiveness scores (synchronous mothers), and
mothers with low synchronous scores and high intrusiveness
scores (intrusive mothers) (Atzil et al. 2011). Synchronous mater-
nal behaviors, including coordination of gaze, touch, and vocaliza-
tions with infants, are interpreted as more sensitive parenting
behaviors and are associated with positive infant outcomes. Con-
trariwise, intrusive maternal behaviors include lack of coordina-
tion and more directedness with the infant, and they tend to be
associated with maternal anxiety and stress responses (Feldman
2007). During a neuroimaging session, mothers were presented
with video clips of their own infants and an unfamiliar infant. The
main contrast between responses to their own versus the unfamiliar
infant was greater activation in the NAcc (Nucleus Accumbens), a
key reward/motivation region, and the amygdala, a key stress and
negative emotion processing area. When intrusive and synchronous
mothers were compared, intrusive mothers showed greater re-
sponses in the amygdala to their own babies, whereas synchronous
mothers showed greater activation in the NAcc. Furthermore,
functional connectivity in the whole brain using the NAcc and
the amygdala as seed regions was examined, and the intrusive
and synchronous mothers were compared. In synchronous
mothers, activity in the NAcc was correlated with activity in atten-
tion and social information processing regions, including the

inferior frontal gyrus (IFG), the medial frontal gyrus, visual and
motor areas, and the parietal cortex. Conversely, intrusive
mothers showed greater connectivity between the amygdala and
the orbitofrontal cortex (OFC), which is characteristic of elevated
anxiety. Thus, reward-related neural responses to one’s own
infant were associated with enhanced neural connectivity for atten-
tion and social information processing, which, in contrast to anxious
responses, may support synchronous maternal consciousness.

In another fascinating study of maternal empathy that connects
sensory and motor output circuits, mothers observed and imitated
faces of their own and other children (Lenzi et al. 2009). This
study specifically examined the mirror neuron system, localized
in the ventral premotor cortex, inferior frontal gyrus (IFG), and
posterior parietal cortex, which activates not only when an individ-
ual performs an action, but also when observing someone else
perform that action. Neural activation in the mirror neuron
system was preferentially engaged in response to own child and
was correlated with maternal reflective function – sometimes
also referred to as mentalization.

Using own versus other baby-cry stimuli, the brain has been
studied for possible association with observed maternal mental
state talk (Hipwell et al. 2015). Prior to the functional magnetic res-
onance imaging (fMRI) brain scan, mothers were filmed in face-to-
face interaction with their 4-month-old infants, and maternal
behaviors were blindly and independently coded. Higher functional
activity in the right fronto-insular cortex to own versus other baby-
cry at the group level, in addition to bilateral subcortical regions in-
cluding the thalamus, amygdala, hippocampus, and putamen, was
positively associated with mental state talk – though, interestingly,
not with global aspects of observed caregiving.

Finally, a widespread set of brain responses was reported in a
recent study of mothers responding to child visual feedback after
a caring decision (Ho et al. 2014). Responses that correlated with
dimensions of empathy included the amygdala, ventrolateral
prefrontal cortex (PFC), and supplementary motor area that
may also fit with broader work on altruism (Brown & Brown
2015; Preston 2013; Swain et al. 2012) and critically inform pro-
gress on consciousness connecting sensory with motor output as
aspects.
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consciousness is invaluable to the scientific study of consciousness.
Moreover, it poses challenges to the passive frame theory. Specifically, it
challenges the notions that conscious thoughts are not connected and
that consciousness serves skeletomotor conflict only.

Morsella et al. propose an elegant theory of consciousness. Con-
sciousness, they argue, is a passive frame through which skeleto-
motor conflict is resolved. The authors ascribe much of the
originality in their theorizing to a strategic focus on the most ele-
mental aspects of consciousness. In keeping with their simple ap-
proach, Morsella et al. argue that science should not focus on high
forms of consciousness. We argue, on the contrary, that an under-
standing of high forms of consciousness is indispensable to con-
sciousness theory, and that such understanding offers invaluable
insights into passive frame theory (PFT). In many respects, the
latest theories about higher forms of consciousness, including
our own (Baumeister & Masicampo 2010), reinforce PFT. But
in other ways, they pose challenges that PFT must overcome. In
either case, we object to being told that science should not
study the higher level.

Many theorists distinguish two levels of consciousness. Morsella
et al. are concerned with the most basic form of consciousness,
which we term phenomenal awareness (Block 1995a) and consider
to be present in most if not all animals (Mendl & Paul 2004; Pan-
ksepp 2005). Our own work focuses on the higher form of con-
sciousness, which we termed conscious thought. Conscious
thought is unique to humans (Damasio 1999; Edelman 2004)
and has been linked to such capacities as self-consciousness,
mental time travel, theory of mind, and logical reasoning. We
argue that conscious thought is essentially a place where the
mind simulates sequences of events in the service of participating
in society and culture (Baumeister & Masicampo 2010).

Understanding conscious thought is indispensable to a full un-
derstanding of consciousness. Morsella et al. seem in some ways to
endorse this view. Though their theory is based on the simplest
forms of consciousness, they use it to explain consciousness at
the highest levels, as in their Thanksgiving dinner scenario.
Hence, their theory should be compatible with the functions of
conscious thought, even if conscious thought is not its main focus.

Our theory shares many features with PFT. Both theories argue
that consciousness is the place where the mind integrates informa-
tion, allowing for competing intuitions to be resolved. Moreover,
both theories locate control in automatic and unconscious pro-
cesses. Thus, as far as the suggestions from PFT that conscious-
ness resolves motivational conflict and is passive, we are in
agreement.

However, two tenets of PFT are incompatible with our analysis
of conscious thought. The first is the notion that conscious con-
tents are responses to environmental stimuli – not other mental
stimuli. With this assertion, PFT “counters the everyday notion
that one conscious thought can lead to another” (Morsella et al.
target article, sect. 4.1, para. 6). This view is incompatible with
the most basic understanding of conscious thought. We have
argued that conscious thought is useful for mentally simulating se-
quences of ideas or events (Baumeister & Masicampo 2010).
Much of human thinking fits this pattern, especially including lan-
guage, logical reasoning, and narrative storytelling. Crucially, the
sequences that comprise conscious thought are not a random as-
sortment of percepts triggered by external stimuli. Rather, con-
scious thoughts comprise meaningfully connected sequences of
ideas. Conscious thought’s most salient feature is that it is experi-
enced as a never-ending stream, with new thoughts often flowing
out of the previous one (e.g., James 1890). Each step in logical
reasoning is partly but directly caused by the preceding thought.

The connectedness between thoughts is part of the efficacious
power of conscious thought. By combining ideas into meaningful
sequences, new and useful properties can emerge. A person who
is planning when to go to the airport does so by working back-
wards from takeoff, subtracting away the time it takes to walk to
one’s gate, check in, take a taxi, and so forth. The end result is a

useful and unforeseen bit of knowledge: the precise time at
which one should get going. It was reached simply by processing
information one already has. This would be an intractable problem
if each conscious thought did not lead directly into the next. Most
types of conscious thought, including storytelling, language use,
perspective taking, and logical reasoning, hinge on a direct rela-
tionship between thoughts.
Our second issue with PFT is its assertion that all conscious pro-

cessing is for resolving motor conflict. We argue that the integra-
tion that occurs in human consciousness serves a broader purpose:
privileging certain responses over others, whether those are motor
movements or attitudes, preferences, or ideas. In our view, Mor-
sella et al. have captured the process of integration and conflict
resolution quite nicely, but they place an unnecessary constraint
on the process by linking it exclusively to motor conflict. It is
quite likely that the unconscious selection process by which
animals regulate motor conflict evolved to allow humans to regu-
late other sorts of conflicts (e.g., between ideas when thinking
through complex problems). During many conscious thought pro-
cesses, such as logical reasoning or language use, there is no ap-
parent skeletomotor conflict. As a case in point, which muscle
conflict was being resolved when Morsella et al. employed con-
scious reasoning to devise PFT? Creative psychological theories
may of course influence behavior downstream, but they are not
created to resolve momentary inputs into the skeletomotor
system.
In sum, we see much to like about PFT. However, we object to

the notion that the scientific study of consciousness should eschew
its more advanced forms. As with any scientific inquiry, a full un-
derstanding of the problem is best served by approaching it from
all sides. A functional theory of consciousness that omits some of
its forms and functions will remain incomplete. Moreover, re-
search on conscious thought poses challenges to PFT. Specifically,
the notions that conscious thoughts are not connected and that
consciousness only serves skeletomotor conflict need to be recon-
ciled with the prevailing view of human consciousness – that con-
scious thoughts are connected in meaningful ways, and that they
concern not just competing motor impulses, but conflicts that
are deeper and more meaningful.
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Abstract: Passive frame theory attempts to illuminate what
consciousness is, in mechanistic and functional terms; it does
not address the “implementation” level of analysis (how neurons
instantiate conscious states), an enigma for various disciplines.
However, in response to the commentaries, we discuss how our
framework provides clues regarding this enigma. In the
framework, consciousness is passive albeit essential. Without
consciousness, there would not be adaptive skeletomotor action.

R1. The nature of the problem and definitions of
consciousness

For decades, the question of what consciousness contrib-
utes to the functioning of the nervous system has perplexed
theorists and experimentalists, leading some of the greatest
scientific minds, including the Nobel Laureates Leon
Cooper, Francis Crick, Gerald Edelman, Eric Kandel,
and Charles Sherrington, to conclude that answering this
question is one of the greatest puzzles in science. As Shal-
lice (1972) asserts, “The problem of consciousness occupies
an analogous position for cognitive psychology as the
problem of language behavior does for behaviorism,
namely, an unsolved anomaly within the domain of the
approach” (p. 383). Passive frame theory (PFT), a synthesis
of diverse ideas, attempts to answer this question and yield
novel insights about consciousness and the brain, all within
a conceptual framework that, importantly, is internally co-
herent (Dux, Gainotti) and comprehensive (Mudrik).
PFT attempts to illuminate what consciousness contributes
to nervous function, how it serves this role, and what con-
sciousness is, at least in mechanistic, functional terms. In
the framework, consciousness is passive albeit essential.
Without it, there would not be adaptive skeletomotor func-
tion. The theory does not address what Marr (1982) refers
to as the “implementation” level of analysis, that is, how
neural activities instantiate these conscious states, which
is an enigma for various disciplines, including neurobiology.
However, in response to the commentaries, we discuss how
PFT provides clues regarding this enigma. In addition, we
emphasize how the framework is different from established
models.

Regarding the commentaries, we are grateful for their
collegial, constructive, and thoughtful nature. We will
study these commentaries for years to come. Several of
them contain insights (e.g., tasting always requires a volun-
tary act [Gallo], action selection in dreams [Porte], and
unique properties of olfaction [Merker]) that will serve
as a basis for future research. Many commentaries also con-
tained deep questions that can be answered only after years
of further investigation. We were pleased that many com-
mentators viewed PFT as a unique, novel, and internally
coherent framework. In the following sections, we
respond to the general themes raised in the commentaries.

With our EASE (elemental, action-based, simple, and
evolutionary-based) approach, we focused on the most
basic form of consciousness (e.g., the experience of a
smell, visual afterimage, tooth pain, or urge to scratch an
itch) and contrasted it with unconscious processes (e.g.,
the pupillary reflex, peristalsis). We avoided precise defini-
tions of the phenomenon under investigation because, as
noted by Sir Karl Popper, definition is the final stage, and
not the beginning, of scientific inquiry. For scientific pro-
gress, one needs only identifications and contrasts (e.g.,
nausea vs. the pupillary reflex). A useful working definition

for basic consciousness is provided by Nagel (1974), who
proposed that an organism possesses basic consciousness
if there is something it is like to be that organism – some-
thing it is like, for example, to be human and experience
pain, breathlessness, or yellow afterimages. Similarly,
Block (1995b) proposes that, “the phenomenally conscious
aspect of a state is what it is like to be in that state” (p. 227).
All of the contents of which one is conscious compose the
conscious field, which changes over time (Fig. R1). The
size of the field changes, in a sense, when a new content,
which could stem from polysensory configurations of affer-
ence (e.g., theMcGurk effect), becomes conscious (Fig. R2).

R2. Explanatory power and novelty of passive
frame theory

Blackmore, Lin, Mudrik, and Prinz requested clarifica-
tions about the explanatory power of PFT. As a synthesis
of six theoretical approaches from diverse fields of study
(ideomotor theory, subset consensus, integration consen-
sus, encapsulation, sensorium hypothesis, and PRISM [par-
allel responses into skeletal muscle]), PFT yields novel
insights. For instance, our approach specifies how, when
these hypotheses are united, then something resembling
our proposed “frame” architecture (in which the skeleto-
motor response to one conscious content is framed by
the other contents) would be required for adaptive
action. PFT also explains subjective data from (a) intersen-
sory conflicts, (b) smooth muscle conflicts (Morsella et al.
2009a), (c) synchrony blindness (see sect. R7), and (d) skel-
etomotor conflicts (e.g., holding one’s breath). PFT also ex-
plains (e) why one is conscious of contents even when those
contents are irrelevant to other contents or to ongoing

Figure R1 (Morsella et al.). The conscious field, with a different
medley of conscious contents at each moment in time. Each of the
three conscious fields, representing three different moments in
time, possesses its own configuration of conscious contents (the
filled shapes). One conscious content (e.g., the triangle) can be
a sound; another conscious content (e.g., the square) can be an
olfactory stimulus or an action-related urge.
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action, and, relevant to Seth’s comment regarding the rela-
tionship between consciousness and effector systems, (f)
why skeletal muscle is the only “voluntary”muscle. Regard-
ing (f), it is important to emphasize that the conscious acts
of expressing (or suppressing) inhaling, blinking, swallow-
ing, and micturating all involve, specifically, skeletal
muscle. Accordingly, regarding digestion, one is conscious
only of those phases of the process that require coordina-
tion with skeletomotor plans (e.g., chewing or micturating)
and none of those that do not (e.g., peristalsis). Conversely,
no skeletomotor plans are involved in the actions of con-
sciously impenetrable processes such as the pupillary
reflex, peristalsis, and stomach action, all of which involve
smooth muscle.1 Thus, in response to Seth, the integration
achieved through conscious processing is intimately
related, not to perceptual processing, smooth muscle
control, or motor control, but to skeletomotor action selec-
tion. Simply put, PFT explains that consciousness is for vol-
untary action. Without conscious mediation, adaptive
integration fails to occur, as in the case of unintegrated
actions (e.g., dropping a hot dish or failing to hold one’s
breath while underwater).
Many commentators have mentioned that the approach

is novel. Others (e.g., Blackmore, Hommel & Wiers)
have requested more information regarding its novelty.
(As a synthesis, PFT naturally contains ideas that have
been presented elsewhere.) First, unlike other approaches,
PFT specifies which integrations require consciousness and
which do not, which is a current and major problem (cf.
Mudrik et al. 2014). Several approaches posit that the inte-
gration associated with consciousness is for high-level
semantic processes (Mudrik et al. 2014; Thagard &
Stewart 2014), which is at odds with our more “low-
level,” action-based proposal. There are also accounts in
which consciousness is, not for intra-organismic processes,
but for high-level, sociocultural interactions (Banks 1995;
Carlson 1994; Frith 2010; Macphail 1998; Prinz 2012).

Other high-level accounts (e.g., Clark 2002; Koch 2004)
propose that conscious processes are functionally unique
because they tax semantic memory or top-down processes
or are capable of anticipating the future. Moreover, some
have hypothesized that consciousness serves no function
in action control (Hommel 2013; Koch 2014; Masicampo
& Baumeister 2013; see also Jackson 1986; Kinsbourne
1996; 2000; Pinker 1997). (Here we are excluding
mention of the many theories in which consciousness is epi-
phenomenal.) As is evident in the commentaries, some the-
orists (e.g., Blackmore) disagree with our basic assumptions
that there is a difference between conscious and uncon-
scious processing and that consciousness is associated
with only a subset of nervous function.
Second, unlike other approaches, we propose that the in-

tegration provided by consciousness is associated, not with
perceptual processing (e.g., afference binding), efference
binding, or smooth muscle binding, but with binding for
a peculiar kind of action control. Third, PFT is unique in
specifying that conscious contents influence only action
systems and not content generators: Conscious contents
are sampled only by action systems. As far as we know,
PFT, building on Morsella (2005) and Merker (2013c), is
the only such account. PFT is also unique in that it
focuses on olfaction instead of on vision and is action-
based instead of perception-based.
Moreover, PFT is unique in proposing that (a) conscious

contents cannot influence each other either at the same
time or across time, which counters the everyday notion
that one conscious thought can lead to another conscious
thought; (b) one conscious content does not “know,” and
should not know, of its relevance to ongoing action, to
higher-order goals, or to other contents in the field; (c)
though consciousness is not epiphenomenal or omnipres-
ent (e.g., as in panpsychism), its role is more passive and
less teleological than that of other accounts (e.g., Baars
1988; 2002; Dehaene 2014); and (d) during a frame
check, the field functions as a unitary entity in terms of
its influence over the skeletomotor output system. The
latter, (d), is an important point that renders moot the
debate concerning whether the conscious field should be
construed as a unitary or componential entity (cf. Searle
2000): Action-related modules in the skeletomotor output
system must treat, in terms of functional consequences,
the mosaic of contents in the field as one thing. Last, (e)
PFT reveals that, during action selection, anticipated
action effects, actual action effects, and information about
the immediate environment must exist as comparable
tokens in a common decision-space. Although conscious-
ness has historically been associated with the highest
levels of processing, here it is revealed that consciousness
must occur at the level of processing that is shared with
that of representations of the immediate external environ-
ment (e.g., olfactory stimuli). The conscious field is most
concerned, not about the future or past, but about the im-
mediate present (Pahlavan & Arouss), the scenario in
which overt action will unfold. Last-minute changes in a
course of action might arise from entry of new contents
(Merker 2013c).
Hommel & Wiers request that we differentiate PFT

from “global workspace” approaches. Consistent with
Baars (1988; 2002; see similar models in Anderson 1983;
Minsky 1985; Selfridge 1959), PFT proposes that these
states integrate nervous processes that are otherwise

Figure R2 (Morsella et al.). The conscious field, with a different
medley of conscious contents (filled shapes) at each moment in
time. The conscious field during the third moment includes the
percept “da,” induced by the intersensory, McGurk illusion.
Another conscious content could be a phonological representation
(e.g., /haus/) triggered by seeing a word (e.g., “HOUSE”). The
lines feeding into each conscious field represent the unconscious
and often polysensory configurations of afference that are involved
in the generation of each content.
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independent. However, PFT is based more on Jamesian
ideomotor approaches, which are action-based, than it is
on workspace models. In the development of PFT, that
which rendered it internally coherent was reconciling ideo-
motor theory with encapsulation: If one adopts the notions
of encapsulation and of ideomotor processing, in which
percepts must activate response codes (which also occurs
in “continuous flow” [McClelland 1979] or “cascade”
[Eriksen & Schultz 1979] models), and if one accepts that
intuitions about perception-and-action (as in the case of a
blackboard diagram in which sensory inputs are connected
to motor outputs) are actually computationally impossible
(Tsotsos 1995; 2011), then it becomes apparent that some-
thing like our proposed frame is needed for adaptive action.
Unlike the workspace models (e.g., Baars 1988; Dehaene
2014), which propose that conscious representations are
broadcast to modules engaged in both stimulus interpreta-
tion and content generation, in PFT (as in Merker 2007),
the contents of the conscious field are directed only at
the unconscious processes of the skeletomotor output
system (Fig. R3). The proposed architecture is consistent
with the view (Cisek 2007; Cisek & Kalaska 2010) that, in
the nervous system, actional processes cannot be distin-
guished from decision-making processes (see Hardcastle,
White, Kloos, & Hardcastle [Hardcastle et al.]).
Finally, unlike in workspace approaches, in which con-
sciousness serves more than a handful of functions (e.g.,
Baars 1988; Dehaene 2014), we propose that the conscious
field serves only one basic, passive role. It performs this
same basic function for several kinds of processes, includ-
ing some high-level functions (e.g., in adult humans). Fig-
uratively speaking, in PFT, the real work is not done in
the conscious field (Gur): The conscious field is a work-
space without the work (Lashley 1956). In contrast, accord-
ing to Baars (1988), consciousness serves many functions,

including adaptation and learning, decision making,
analogy forming, editing and debugging, metacognitive
self-monitoring, and autoprogramming.

R2.1. Field construction and conscious versus

unconscious integration

In PFT, both the content generators and response systems
are complex, unconscious processes, which is consistent
with comments (Lin, Mudrik) about the sophistication of
unconscious processes. It is clear that, in the construction
of the conscious field, there is the participation of uncon-
scious representations from both bottom-up and top-down
sources, including those associated with frontal cortex (Bar
et al. 2006; Perlovsky). As noted by Perlovsky, and by
LeDoux (1996), some of these pre-conscious representations
are “vague” and poorly developed compared to conscious
contents (Perlovsky). The mechanisms of multiple drafts
(Dennett 1991), apperception (Wundt 1902/1904), and re-
entrant processing involve unconscious afference from top-
down and bottom-up sources (Bar et al. 2006; Basso, Dux,
Perlovsky, Porte). These processes illuminate how the con-
tents in the conscious field could satisfy the criteria of multi-
ple modules, a form of multiple-constraint satisfaction
(Dennett 1991; Merker 2012) yielding the “global best esti-
mate” of what each content should be (Helmholtz 1856/
1961; Merker 2012). Although these mechanisms explain
the underpinnings of good field construction, they do not
account for the first-person perspective or subjectivity.
Related to Blackmore, Gur, Mudrik, and Lin’s com-

ments about conscious versus unconscious integrations,
the latter can occur for perceptual (e.g., intersensory) pro-
cessing, smooth muscle control, motor programming, and
stimulus-response reflexes. Unconscious integrations also
occur in the perception of the flavor of food, which involves
the combining of information from multiple modalities (in-
cluding haptic, gustatory, and olfactory; Shepherd 2006),
and in pain perception, in which there is, for example, in-
teraction between sensory (lateral pain system) and affec-
tive (medial pain system) components (Melzack & Casey
1968; Nagasako et al. 2003). Evidence reveals that, even
for high-level executive processing, much of what tran-
spires is actually unconscious (Dehaene 2014; Suhler &
Churchland 2009), as in the case of determining tendencies
(Ach 1905/1951). In response to Mudrik’s comment about
the conscious penetrability of perception, it is important
to reiterate that rivalrous percepts (e.g., the Necker cube
or binocular rivalry) or intersensory illusions (e.g., the
McGurk effect) are resolved unconsciously: At one
moment, consciousness is occupied by only one unambigu-
ous interpretation of the stimulus (Merker 2012). One is
conscious only of the outcome of any competitive process-
es. Thus, for an experimental subject, the McGurk effect2

“just happens” in much the same manner as does dream
content (Lin, Porte). The only conflicts that one is con-
scious of are associated with action selection.
We agree with Basso, Franz, Gur, Lin, Mudrik,

Pahlavan & Arouss, and Schwartz & Pournaghdali
that the conscious field affords a type of processing in
which the behavioral response to a given content (e.g., a
stimulus eliciting aggression or the McGurk effect) is mod-
ulated (or “framed”) by the other contents (e.g., smoke)
composing the field (Fig. R2). Accordingly, as Lin notes, re-
sponding adaptively to a complex array of stimuli (e.g., a

Figure R3 (Morsella et al.). At one moment in time, the
conscious contents are apprehended by the unconscious, action
mechanisms of the skeletal muscle output system. Each
mechanism (represented by a gray sensor) is associated with a
certain kind of (unconsciously mediated) action (e.g., articulating
vs. reaching), which is signified by the Rs (for Responses).

Response/Morsella et al.: Homing in on consciousness in the nervous system

BEHAVIORAL AND BRAIN SCIENCES, 39 (2016) 47
https://doi.org/10.1017/S0140525X15000643 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X15000643


visual scene) requires consciousness. The conscious field
permits downstream, motor-related processes to respond
to a stimulus in a manner that is contextually sensitive.
This kind of sensitivity appears to be unlike anything we
find in the robots of today. In short, the conscious field
solves the problem, in Behaviorism, of the complex discrim-
inative stimulus.
This sensitivity has led some to conclude that the con-

scious field is for flexible responding (Basso, Franz,
Gur, Lin, Mudrik, Pahlavan & Arouss, Schwartz &
Pournaghdali). PFT is in accord with proposals in which
consciousness affords what appears to be a flexible, multi-
determined response (Crick & Koch 2000; Searle 2000;
Sergent & Dehaene 2004). However, it should be clarified
that consciousness, over time, seems to be more flexible
than it is. PFT reveals that the same contents will always
yield the same voluntary action, with the combination of
contents wholly and exclusively determining voluntary
action selection. Consider that, if one experienced half of
what is normally the whole conscious field, though behavior
would certainly suffer, one would not notice the absence of
information independent of a content generated by a
system dedicated to detecting such discrepancies. In this
way, confusion and other forms of metacognition are not
givens. (Similarly, the perception of time and spatial “per-
spective,” whether in the first-person perspective or
third-person perspective, are not givens [Einstein &
Infeld 1938/1967]. Instead, they are mental creations that
are experimentally manipulable; Ehrsson 2007.) These
contents are generated by devoted systems that constrain
action selection, as Schwartz & Pournaghdali note. In the
conscious field, there is often the absence of information
but not information about absence (Bridgeman, personal
communication, April, 16, 2014; Simons & Levin 1997).
Accordingly, and related to Hommel & Wiers’s insights
about addiction, urges in the field can be short-lived but
have, in the absence of strong tendencies against them, a
strong influence on behavior (Loewenstein 1996).
Faced with the apparent flexibility of consciousness, one

might propose that the function of consciousness is one of
instantiating stimulus-response relationships that are “arbi-
trary.” One problem with this hypothesis is that (a) it is diffi-
cult to define what constitutes an arbitrary mapping between
perception and action; (b) there are countless cases of un-
conscious processes that seem to involve arbitrary mappings,
as in the case of motor programming (Grossberg 1999; Rose-
nbaum 2002); and (c) some non-arbitrary mappings (e.g.,
holding one’s breath yields a negative subjective state)
never becomeunconscious, despite extensive training and re-
hearsing of the perception-to-action mappings (Poehlman
et al. 2012). Moreover, unlike PFT, this hypothesis fails to
explain why smooth muscle actions and intersensory con-
flicts are always mediated unconsciously.

R3. The focus on simple cases: Low-level versus
high-level conscious contents

To investigate the primary function of consciousness, we
were influenced by how progress was achieved in the
field of physics (Einstein & Infeld 1938/1967). Hence, in
the target article, we focused on simple cases and low-
level phenomena (e.g., percepts and urges). Regarding
urges, in our “creature in the cave” scenario, the noxious

stimulus leading to an inborn avoidance tendency could
have been, instead of smoke, some other odorant (e.g., hy-
drogen sulfide eliciting an inborn disposition of disgust;
Gallo, Gur, Lathe, Mudrik). Our point was to illustrate
that the inborn action tendency toward the smell changed
the manner in which the creature responded to perceptual
features of the scene (e.g., the opening) that were already
represented in the conscious field. In response to Gur’s
comments about the capabilities of our creature in the
cave, we should emphasize that we interpreted as parsimo-
niously as possible the operations giving rise to the behavior
of this creature, a creature that is not as hypothetical as we
thought (see D’Souza & Bremner).
Regarding the ubiquitous distinction between high- and

low-level conscious contents (de Vries & Ward; Dux;
Franz; Gur; Hardcastle et al.; Hommel & Wiers;
Jordan & Vinson;Melo, Koscik, Vrantsidis, Hathaway,
& Cunningham [Melo et al.]; Mudrik; Perlovsky;
Swain, Caluser, Mahmood, Meldrim, & Morelen
[Swain et al.]; Vonasch, Masicampo, & Baumeister
[Vonasch et al.]), one contribution of our action-based ap-
proach is that these distinctions are unnecessary. In PFT,
all of these different kinds of contents can be construed
as tokens which, through the conscious field, constrain vol-
untary action. From this standpoint, a percept, urge,
nausea, and even a high-level sense, such as the sense of
agency (which is experimentally manipulable [Riddle
et al. 2015] and was touched upon by Gur, Massaro &
Rowe, Mudrik, Pahlavan & Arouss, Prinz, and
Schwartz & Pournaghdali), are just contents in the con-
scious field that constrain action selection. For example,
while driving, a tip-of-the-tongue state concerning impor-
tant information could influence action selection (e.g.,
one decides to park in order to concentrate on retrieval;
cf. Schwartz & Pournaghdali). Hence, a percept, urge,
and even a metacognition are similar in terms of their func-
tional consequences. From this standpoint, a primitive
form of self is necessary, not for the instantiation of con-
sciousness (as in Prinz 2012; see Prinz’s commentary),
but rather for adaptive action selection.
In addition, for adaptive action, the highest of conscious

contents must be married, in a sense, to the representational
format of the lowest and phylogenetically oldest contents:
High-level contents must exist in the same decision space
and share the representational format of contents as primi-
tive as those of olfaction. Hence, knowledge of the most
primitive systems involved in the conscious field will reveal
much about the nature of the highest systems, such as
those of concern to Dux and Vonasch et al. As de Vries
& Ward note, the latter are constrained by the former,
which might be the most tractable to investigate. This is con-
sistent with Shepherd’s (2007) conclusion that “the basic ar-
chitecture of the neural basis of consciousness in mammals,
including primates, should be sought in the olfactory system,
with adaptations for the other sensory pathways reflecting
their relative importance in the different species” (p. 93).
In humans, skeletomotor action conflicts often include a
medley of high- and low-level contents.3 This is evident
when, faced with a yellow traffic light, one decides to
begin to brake or to speed up (it depends on context; see
Woodman & Vogel 2005, p. 111). It is also evident in
Merker’s “burnt broccoli” example and in the following sce-
nario: “I am hungry and desire steak, but I am Catholic, and
it is Good Friday.” Our “Thanksgiving dinner” example was
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intended to demonstrate how a high-level function – lan-
guage –must take into account contents from a phylogenet-
ically older function – that is, olfaction. Consistent with
Melo et al., Schwartz & Pournaghdali, and Merker, the
high-level contents (including metacognitions and
emotion) participate with the low-level contents in the con-
straining of action selection. Accordingly, Freeman (2004)
proposes that conscious representations of different
sensory origins must at some level be similar in form in
order for them to be integrated into a polysensory Gestalt
of the world. The format must permit interaction between
perceptual and motor systems (Freeman 2004) if there is
to be perception-to-action translations (W. Prinz 2003b).

In agreement with Vonasch et al., much can be learned
from what has been regarded as high-level contents (e.g.,
our insights about the McGurk effect and subvocalization,
Helmholtz’s [1856/1961] insights about automatic reading).
The focus on simpler aspects of human behavior reflects
only the presently intended scope of PFT. It is hoped that,
after empirical and theoretical developments, the model will
generalize tomorecomplexphenomena, includingaggression
(Pahlavan & Arouss), taste (Gallo, Lathe), development
(D’Souza & Bremner), emotion (Gainotti, Melo et al.,
Pahlavan & Arouss), addiction-related behaviors (Hommel
& Wiers), dream consciousness (Porte), and parental con-
sciousness (Swain et al.). The commentators have illumi-
nated the under-explored action-related aspects of these
phenomena. Emotional phenomena, with their action-
related components (Melo et al.; Frijda 1986), provide a
rich domain in which to develop PFT (Gallo, Gainotti,
Melo et al., Pahlavan & Arouss). (As Gainotti notes, affec-
tive neuroscience provides additional evidence for a corti-
cal account of consciousness [see also Dux].) Concerning
human development (D’Souza & Bremner, Swain et al.),
we were delighted to learn that our creature in the cave
may exist not only hypothetically. Such insights from the
commentators will help test and extend PFT. In addition,
our aim is to eventually unify PFT, already a synthesis,
with frameworks concerning ecological perception (de
Vries & Ward), attention (e.g., the allocation of attention
to action model of Franz), emotion (e.g., the iterative re-
processingmodel of Melo et al.), and chaos and complexity
(Hardcastle et al.).

Regarding the generation of high-level contents, it is im-
portant to reiterate that, when discussing unconscious in-
ference, Helmholtz (1856/1961) was referring not only to
the unconscious generation of low-level contents, but also
to the generation of high-level contents (e.g., automatic
word reading; Augustinova & Ferrand 2014). In many
cases, high-level contents (e.g., subvocalizations) “just
happen,” as do low-level contents (e.g., nausea; see
Porte; see also reflex-like activations of high-level contents
in Haidt [2001] and Tetlock [2002]). To investigate how
such high-level contents can arise in consciousness uninten-
tionally and in a reflex-like manner, we developed the re-
flexive imagery task (RIT; Allen et al. 2013; see review in
Bhangal et al. 2016). In this paradigm, the insuppressible
conscious contents are from high-level processes, including
involuntary object counting (Merrick et al. 2015), subvocal-
izations, and even the kind of word transformations used in
the childhood game of Pig Latin (Cho et al. 2016). The
more we learn from the RIT about the generation of
high-level contents, the more this generative process re-
sembles that of low-level contents.

From the standpoint of PFT and in response toMassaro
& Rowe, Mudrik, Perlovsky, Schwartz & Pournagh-
dali, and Seth, the outputs from a “narratorium” or an “in-
terpreter” module that draws coherent (albeit often
incorrect) conclusions about the current context (Roser &
Gazzaniga 2004) are just another kind of content, produced
by dedicated systems that participate in the conscious field.
Consciousness, which is passive, does not reason or draw
conclusions. Instead, systems devoted to reasoning or to
the drawing of certain kinds of conclusions (e.g., about a
puzzle or a piece of music) have their outputs represented
in the conscious field, just as a modular system can maintain
an undesired “earworm” in consciousness.
PFT provides a similar answer regarding memory. We

agree that many memorial processes are consciously impen-
etrable (Schwartz & Pournaghdali) and that the activities
of content generators are influenced by past experiences.
Memory is essential for the adaptive generation of, and re-
sponse to, contents (Basso, D’Souza & Bremner, Gur,
Hardcastle et al., Hommel & Wiers, Jordan & Vinson,
and Lathe). However, these processes stem from dedicated
systems operating outside the conscious field, which itself has
no memory. (This is evident in neurological conditions.) Sim-
ilarly, anticipatory processing (Jordan & Vinson, Seth), which
is essential for perception and other forms of content gener-
ation, occurs outside the conscious field, which is not bur-
dened with the operations of memory, prospection, or
deliberation (Hardcastle et al.). (Relevant to the experimental
findings by Hardcastle et al., which involved dissociations
between perception and action, expressed actions could
sometimes influence, not perception, but only the memory
of the expressed action; see Cooper et al. 2012.)

R3.1. Metacognition and consciousness across the phyla

Compared to all of the functions that have been proposed
to be the primary function of conscious processing, the pro-
posed function of consciousness in PFT is the most basic
and primitive one. In response to Rosenbaum’s point
about animal consciousness, PFT, when further developed,
might serve as a tractable framework with which to investi-
gate consciousness in animals. However, at this stage of un-
derstanding, it is premature to apply our framework to
other animals. Across the phyla, it is the case that the
same function (e.g., locating an object) can be carried out
by vastly different mechanisms (e.g., vision vs. echoloca-
tion). Therefore, one cannot conclude that a given action
(e.g., holding of breath) in species X is carried out by the
same mechanisms by which it is carried out in species Y.
Even within one species, the same function could be
carried out by more than one mechanism (Dawkins
1982). Hence, before making cross-species comparisons,
which are problematic, science must explain the perplexing
contrasts within self-reporting, adult humans. (This conclu-
sion is relevant also to the idea of extending PFT to infants;
D’Souza & Bremner.) At present, in humans alone there
are sufficient contrasts (e.g., the pupillary reflex vs. con-
scious pain) that are difficult to explain. (In addition, as
Swain et al. note, the most basic of human functions – as
simple and primitive as they have been deemed to be –
nonetheless seem to occupy much of the brain’s activity
and to dominate much of human existence, especially
during the most critical of periods [e.g., early childhood,
parenting].)
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Nevertheless, it is worth reiterating that, because our ap-
proach is simplistic and evolutionary-based, it may be the
most suitable framework to be extended to the study of
other animals. Insofar as one would like to study conscious-
ness across species, one should focus on olfaction, for
several reasons, including that it is the most phylogenetically
preserved modality and a “common denominator” region of
the vertebrate brain. Moreover, when conducting experi-
ments on adult humans, it is much easier to induce olfactory
percepts than high-level, metacognitive states and back-
ground states, such as those mentioned by Basso, de Vries
& Ward, Franz, Perlovsky, and Schwartz & Pournagh-
dali. For instance, regarding tip-of-the-tongue states and feel-
ings of knowing, it is difficult to control exactly when these
states arise, and little is known about their neural correlates.
At this stage of understanding, it is progressive to focus on
obvious, easily reportable forms of conscious content (e.g.,
detecting a smell) and not on more nebulous conscious
states (e.g., background states). The lack of verbal report re-
garding the stimulation of frontal areas may indeed reflect the
greater difficulty of communicating about these contents than
about perceptual events. Hence, in the current version of
PFT, we limit ourselves to the kinds of conscious contents oc-
curring in our “creature in the cave” scenario. Nevertheless,
these high-level states, which involve the frontal cortex, may
provide unique insights regarding consciousness.
Franz questions whether olfaction is a model system for

consciousness research. Justifications for our focus on olfac-
tion can be found in the target article (see Note 1 and sect.
3.5). We are grateful for Merker’s listing of additional
properties of olfaction (e.g., minimal spatialization, habitu-
ability of ordinary odorants, innate preferences, pheromon-
al signaling) that render it a good modality for investigating
consciousness. As Gallo notes, other unique properties of
olfaction are that there is no such thing as a “neutral”
odorant and that swallowing is almost always a voluntary
act. Concerning habituation (Merker), this phenomenon
occurs in a special manner for olfaction because of the
absence of the possibility of voluntary re-access to an
exposed odorant (Merker; see also Stevenson 2009). Re-
garding the “experiential nothingness” associated with ha-
bituation, research indicates that (a) activation in the
orbitofrontal cortex does not decrease over odorant expo-
sure (60 seconds; Poellinger et al. 2001), and (b) accurate
odor detection persists after activation in the piriform
cortex decreases to a baseline (or below baseline) level
(Poellinger et al. 2001; Sobel et al. 2000). When isolating
the neural correlates of olfactory consciousness, one
should seek regions that are active most during conscious
detection but not during habituation or subliminal percep-
tion (Merrick et al. 2014). Merker’s forward-looking in-
sights also reveal that much can be learned about
olfactory consciousness by examining the activities of corti-
cal layer VI pyramidal cells and the effects on olfactory con-
sciousness from perturbations (e.g., lesions) of the dorsal
pulvinar, a multimodal region whose activity is tightly
linked with conscious perception (Wilke et al. 2009).

R4. Passive frame theory explains the primary
function of consciousness

Prinz astutely questions whether PFT provides a function-
al account of consciousness. (Prinz also requested a

definition of subjective experience that is distinct from
our functional account of consciousness. This definition is
provided in section R1.) We agree that a constellation of
isolated facts (e.g., that skeletal muscle but not smooth
muscle can be consciously controlled) does not by itself
constitute an explanatory model, just as one can know
that the sun rises every morning and that the seasons
change without having an explanatory model of the solar
system. Thus, it is one thing to know that skeletal muscle
can be consciously controlled, but it is an entirely different
matter to have an explanatory framework that integrates
such a fact into a coherent, causal account. PFT provides
such a framework.
Perhaps this issue is better illustrated by analogy. In

naively observing the digestive system, one could generate
hypotheses concerning the circumstances under which, say,
salivary amylase is secreted into the mouth. However, these
hypotheses would be fundamentally different from those
regarding the primary function of salivary amylase, which
would have to propose, in addition, what it is for (e.g.,
digestion of starch in the mouth) and, by extension, what
phenomena would occur to a lesser degree without it. As
a theory about function, PFT supersedes these criteria by
claiming that (a) consciousness is necessary for collective
influence over the skeletomotor output system, (b) no
other process performs this role, and, (c) without these
states, collective influence and integrated actions would
be absent. Except for the fact that the actions of salivary
amylase upon starch can be observed directly (e.g., in a
Petri dish), the functional claims about this enzyme and
consciousness are analogous.
Then, of course, there are questions regarding how sali-

vary amylase breaks down starches and why salivary
amylase, and not some other substance, was selected in
evolution to carry out this function. With respect to biolog-
ical systems, how and why questions are fundamentally dif-
ferent from what for questions (Lorenz 1963; Simpson
1949). PFT explains what consciousness is for, that is, the
nature of its primary function. How physical processes
carry out collective influence is a variant of the “hard
problem” and is thus outside the scope of PFT. In addition,
one must distinguish the primary role of evolutionary adap-
tations from their secondary roles (Dawkins 1982; Gould
1977; Lorenz 1963). A scientist could argue, for example,
that color perception evolved for selecting fruits and de-
tecting camouflaged prey, but no one doubts that color per-
ception could also be used to appreciate a painting. The
color harmony of a painting is perceptible to us because
it involves the kinds of stimuli that are of adaptive signifi-
cance in other contexts. In response to Prinz, we perceive
the kinds of things that we evolved to act upon (Dawkins
1982; LeDoux 2012). As humans, we have inherited the
conscious field. Like the eye, it has a fixed architecture,
one that, though having a net adaptive effect across all of
the stages of ontogeny, may not function adaptively in all
contexts. Its adaptive value may not be evident in one par-
ticular situation (e.g., when experiencing unhealthy urges).

R4.1. The conscious field does not require conflict or

skeletal muscle

In response to comments about the liaison between conflict
and consciousness (D’Souza & Bremner, de Vries &
Ward, Gur, Hardcastle et al., Hommel & Wiers,
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Lathe, andMassaro & Rowe), in PFT, a content does not
require conflict to enter the conscious field, which is a “con-
tinuous feed” system. The conscious field is not for conflict
monitoring per se, but rather for collective influence, which
is especially important under conditions of conflict. (We
agree with Jordan & Vinson that people underestimate
how many action conflicts occur on a given day.) In PFT,
contents, because of the requirement of encapsulation, do
not know about the nature of other contents nor about
whether there is conflict. In addition, the contents do not
know whether they are relevant for ongoing action. The
notion that no conscious content can directly influence
another conscious content, either at the same time or
across time, is consistent with Gestalt theory (e.g., Werner
and Kaplan’s [1963] notion of dynamic schematization)
and with Helmholtz’s (1856/1961) “global perception,” in
which unconscious configurations of afference interact to
generate an unambiguous conscious field, which can be
construed as a static mosaic of conscious contents. As
Merker (2013c) notes, the kinds of sensorial interactions in-
volved in illusions (the McGurk effect), color constancy
phenomena, and other perceptual phenomena occur, not
in the conscious field, but in the (unconscious) processing
of afference, occurring before the construction of the con-
scious field. For instance, though a content such as the
McGurk effect is influenced by different kinds of configura-
tions of afference, once the content is conscious, it cannot
be modified on the basis of other contents. In PFT, the con-
tents are not there to communicate with each other.

Concerning Rosenbaum’s question about animals
lacking skeletal muscle, in PFT, there is nothing intrinsically
special about skeletal muscle that causes it to be related to
consciousness. Skeletal muscle is one of many “multi-
determined” effectors in the body. (Consider that the
pupillary reflex, involving smooth muscle, too, is multi-
determined, as it is influenced by light conditions, emotions,
and other variables.) Conscious processes are distinguished
from unconscious ones not simply because they “involve”
skeletal muscle, but because they involve skeletal muscle
in a particular manner, in which encapsulated systems
(having different operating principles and phylogenetic
origins) vie to express their respective skeletomotor plans.

Pertinent to Rosenbaum’s question, one can also ask: If
conscious states are primarily for skeletomotor action, then
why do they persist even when the skeletomotor system is
deactivated because of, for example, neural damage? In re-
sponse to this criticism, one should consider the following
analogy. Many of today’s automobiles contain navigational
systems whose primary function is to aid navigation. With
this in mind, it is conceivable that the navigational system
would continue to function despite problems with, say,
the transmission of the car. Similarly, conscious processes,
whose primary function is serving skeletomotor action, can
continue to function after the peripheral structures that
they are intended to serve are nonoperational. (Similar de-
coupling of central conscious processing from peripheral
events occurs in phantom limb; Ramachandran 1999.)

R5. Attention, automaticity, and the timescale of
consciousness

In response to the concerns of Basso, Dux, Lin, and
Franz about the relationship between attention and

consciousness (see differing views about this relationship
in Koch and Tsuchiya [2007] and Cohen et al. [2012]),
we posit that the nature of this relationship depends in
large part on one’s definition of attention. As noted by
Tsotsos (2011), there are more than a handful of definitions
of attention. Most theorists construe attention as a cause,
something that influences information processing in a
certain way, while other theorists, interestingly, construe
it as an effect, for example, as a by-product of a value-
based selection process centered on the basal ganglia
(Krauzlis et al. 2014). In addition, for Oberauer and Hein
(2012), there is a low-level form of attention, having
certain properties, and a separate, higher-level form of at-
tention, having other properties. It could be argued that
one of these forms of attention, but not the other, is
somehow necessary for basic consciousness. From our
standpoint, it has to be explained how attention, defined
one way or another, is necessary for the detection of
basic conscious contents such as nausea or a gas leak (see
related Merker comment about olfactory attention).
We next turn to the topic of automaticity, which was

raised by Gur, Massaro & Rowe, and Rosenbaum. Re-
garding the contrast between novel actions (e.g., the first
time one ties one’s shoes) and automatized actions (e.g.,
the ten thousandth time one ties one’s shoes), it is difficult
to ascertain which aspects of consciousness, if any, are di-
minished in the latter. In making such a contrast, one
could easily conflate changes in consciousness and the
well-known changes in attentional processes that stem
from automaticity (Baars 1997b; Logan et al. 1999; Putte-
mans et al. 2005). The question is: What would be no
longer consciously accessible when driving home automat-
ically? One benefit of PFT is that when contrasting con-
scious and unconscious processes, the contrast is between
processes that one is never conscious of (e.g., the pupillary
reflex and peristalsis) and processes that one is almost
always conscious of (e.g., pain and air hunger while
holding one’s breath).
In response to Hommel & Wiers’s thoughtful question

about the timescale at which consciousness operates
(related to Massaro & Rowe’s comments), we should
state that according to PFT, the timescale must be that as-
sociated with normal, ongoing voluntary action selection,
which is different for different kinds of voluntary acts
(e.g., taking a deep breath vs. looking left to right) and is
often slower than that of reflexive actions. Whatever the
exact timescale in humans (or in other species; de Vries
& Ward) may be, it must be slow enough for the frame
check to include the relevant contents for the adaptive em-
ployment of a given effector and quick enough (in the order
of hundreds of milliseconds) to benefit actions occurring at
fast rates (e.g., voluntary saccades). Regarding the former,
it is interesting to consider that the instruction to a subject
to press a button whenever there is a noticeable change in
any part of the sensorium requires the action processes as-
sociated with that effector to, in a sense, sample a wide
variety of contents in a very short time.

R6. Evolution, functionalism, and emotion

Prinz and others (Massaro & Rowe, Mudrik) question
why the function attributed to consciousness is not solved
unconsciously, as are many other functions. After all, it is
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easy to imagine integrated actions (e.g., suppressing inhala-
tion) occurring without anything like a conscious field.
However, there are many hypothetical solutions to phylo-
genetic challenges that the human body did not arrive at
by way of evolution. In our descriptive account, intuitions
regarding how the nervous system should work take a
back seat to actual data revealing the manner in which it ac-
tually works. Hence, it seems premature to adopt an epi-
phenomenal stance (e.g., Blackmore) until there is a
sufficient scientific understanding about the place of con-
sciousness in nature. We should add two comments.
First, our intuitions of how nervous systems should func-
tion, in which sensory inputs are connected to motor
outputs, are actually computationally impossible (Tsotsos
1995; 2011). (Regarding this issue, Neal Miller [1959] hy-
pothesized that “central states” could provide a solution
to the problem; see discussion in Corr & Morsella 2015.)
Second, some of the counterintuitive adaptations in evolu-
tionary history (e.g., intra-psychic conflict) are actually good
solutions given the hardware at hand (e.g., slow processing
units; Livnat & Pippenger 2006).
One could also ask: If consciousness is for action selec-

tion, then why is one aware of so many things that do not
demand immediate action (e.g., the plot of a story;
Basso, de Vries & Ward, Gur, Perlovsky, Porte)? One
could certainly imagine more efficient systems – and more
falsifiable models – that invoke the conscious field only
under conditions when it is needed most (e.g., conflicting
action tendencies). The apparent inefficiency of the field
is an incontrovertible, first-person property of these
states. In the absence of any conflict or obvious demands
upon action, one is continuously conscious of, say, a red
object standing before one. This counterintuitive property
of the field can be likened to the efficiency of the continu-
ously running conveyor belt of the ball-return machine at a
bowling alley (Morsella 2005), which is inefficient in the
sense that it constantly expends energy, even when there
are no bowling balls needing to be returned to players.
However, the machine is more efficient than a machine
having an additional mechanism that determines whether
a ball needs to be returned. Such deceptively “inefficient”
solutions can be observed in physiology outside the
nervous system, as in biological filters (e.g., the kidneys),
which continuously filter a substrate regardless of the
status of the substrate. Just as eyes do not turn off when
there is nothing interesting to look at, the conscious field
does not turn off when its role is unneeded.
Regarding one’s consciousness of a story that may never

influence behavior, it should be stated that simulacra such
as novels have been constructed to incite attentional, emo-
tional, and other kinds of processes for only an infinitesi-
mally recent fraction of human history. Consistent with
PFT, the stimuli from simulacra succeed in part because
they activate inflexible, encapsulated systems that, at
some level, are incapable of “knowing” that what is occur-
ring is not “real.” (Consistent with this view is the idea
that emotional systems [e.g., for fear and aggression]
evolved independently and are modularized in the brain
[LeDoux 2000; 2012; Öhman & Mineka 2001].) Scary
movies, for example, are capable of activating to some
degree the kinds of affect associated with the natural obser-
vations of the portrayed events. For the majority of our
natural history, such activation was clearly adaptive.
Though such inclinations and imagery operate in a realm

shielded from that of expressed action, they are still inti-
mately related to action. (Relevant to Porte, in certain neu-
rological conditions, sleep paralysis fails and patients act out
their dreams, revealing the intimate link between conscious
content and action. Sleep paralysis is mediated by inhibi-
tion only at the latest stages of motor control [e.g., at the
spinal level; Glenn & Dement 1981].) Thorndike (1905)
concludes, “The function of thoughts and feelings is to in-
fluence actions . . . Thought aims at knowledge, but with
the final aim of using the knowledge to guide action”
(p. 111).
Prinz asks how the design of consciousness, a product of

evolution, reflects the needs of adaptive action control.
First, we subscribe to the uncommon position that con-
sciousness is best understood by examining the require-
ments of adaptive efferent action control rather than the
needs of perceptual analysis.4 Accordingly, as noted by
Merker (2013c), the conscious field is organized egocentri-
cally (see J. Prinz 2007), around an active agent that
reaches, locomotes, and performs other acts that are spa-
tially directed. This organization is found also in the
dream world (Porte). (PFT pertains to normal waking con-
sciousness, but as noted by Porte, the kind of action selec-
tion occurring in dreams seems to be isomorphic to that of
waking.) For action selection, it would be disadvantageous
for this first-person arrangement to break down and for an
object on the left to be represented as if on the right. Ac-
cording to PFT, the first-person perspective and other
properties of the field (e.g., its having varied elements)
result from the demands of adaptive action selection.
Second, the valence and other properties of a conscious
content are in some ways isomorphic to ongoing action.
It is not the case, for example, that pleasant states are asso-
ciated with avoidant behaviors or that unpleasant ones are
associated with approach behaviors. (As noted by James
[1890], this non-arbitrary relationship between valence
and action poses a problem for epiphenomenalism.) Simi-
larly, as Sperry (1952) notes, and consistent with de
Vries & Ward’s discussion of affordances, perceptual con-
tents (e.g., the shape of a triangle) are often more isomor-
phic with action plans (e.g., tracing) than with sensory
inputs (the proximal stimulus on the retina). In conclusion,
much of the way the field is designed, including a primitive
sense of self (the first-person perspective), reflects the
demands of adaptive action selection.

R7. Integrated (“voluntary”) action and subliminal
stimuli

The evidence for PFT is the combined evidence for each of
the hypotheses composing the framework. For such a syn-
thesis, which attempts to account for so many disparate ob-
servations, there will naturally be both evidence for and
against each of its constituent hypotheses. For example,
there are bits of empirical evidence that, at first glance,
appear to challenge the hypotheses of encapsulation and
ideomotor processing and that consciousness is dependent
on cortical processes. In the coming years, the evidence for
and against the tenets composing PFT should be examined
carefully. Some of the tenets of PFT will be amended;
others will be abandoned.
Nevertheless, today there is substantially more evidence

in favor of PFT than there is against it. Moreover, much of
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the evidence supporting PFT can be obtained, not just in
the laboratory, but in everyday scenarios (e.g., the unaware-
ness of peristalsis and the pupillary reflex vs. the subjective
experience of holding one’s breath). These bits of evidence,
realized in everyday life scenarios and not dependent on
the technicalities of the laboratory, are often the most com-
pelling forms of evidence. PFT focuses on modal findings
(i.e., the most common findings) regarding when conflicts
are conscious and when they are not. At this stage of the sci-
entific understanding of a problem as thorny as conscious-
ness in the brain, the mode is very informative.

Ayarsmentions the well-known finding in which a prime
(e.g., a rightward arrow) is presented subliminally before a
target stimulus (e.g., a leftward arrow) to which the subject
must respond. In this paradigm, the response to the target
is modulated by the prior presentation of the prime. For
example, interference (e.g., increased response latencies)
is less when the two arrows match (the congruent condi-
tion) than when they mismatch (the incongruent condition;
Eimer & Schlaghecken 2003; Schlaghecken et al. 2006).
Similarly, the subliminal presentation of the image of a
spider could, in principle, ramp down an appetitive, behav-
ioral “approach” system. The data mentioned by Ayars are
corroborated and complemented by many similar findings
(e.g., Hughes et al. 2009; Van Opstal et al. 2010), some
of which stem from our own laboratory, in which subliminal
stimuli induced behavioral inclinations that induced subjec-
tive urges and also influenced behavior, even though sub-
jects were unaware of the source of these urges
(discussed further on here and in Morsella et al. 2011). Ac-
cordingly, Desender et al. (2014), after reviewing the liter-
ature on subliminally induced inhibition in interference
paradigms, conclude, “The difference between awareness
of a prime and experience of a conflict is of crucial impor-
tance … Response conflict might give participants the
general feeling that something is wrong, without their
knowing why or what is wrong” (p. 681). To Desender
et al. (2014), this subjective experience of conflict, regard-
less of awareness of the prime, is essential for the top-down
control of behavior.

The effect described by Ayars could arise from various
mechanisms (Logan et al. 2015; Munakata et al. 2011), in-
cluding negative priming (Tipper 1985) or the residual
effects from the prime having activated, through uncon-
scious efference binding, a response code (consistent with
section 3.2 of the target article) that does not match the
subsequently activated response code. (In section 3.2, we
also discuss the relevant fact that motor programs, which
are unconscious, are modulated in sophisticated ways by ex-
ternal stimuli.) We agree that past experience can influence
the activities of content generators and response systems
(discussed subsequently). For example, a response code is
likely to function more quickly when it was activated re-
cently (repetition priming) than when it was not activated
recently.

Second, and more important, we should clarify that col-
lective influence from a frame check pertains to a class of
phenomena (e.g., holding one’s breath while underwater
or suppressing some other, prepotent and simultaneously
activated action plan) that is fundamentally different from
the kind of established, sequential priming effect described
by Ayars, in which a prime modulates (but does not fully
suppress) a subsequent behavior. As noted in Morsella
and Bargh (2011):

The level of activation of the plans involved in integrated action
is far beyond that of “sub-threshold” activations. For example,
in psycholinguistic research, there is substantial evidence that
naming “dog” primes the action plan for naming a member of
the same category (e.g., “horse”; Levelt, 1989). The level of ac-
tivation that we are speaking of in our definition of integrated
action is far above this threshold—it is at the level of activation
at which action plans would not only influence overt action but
also trigger action. (p. 341)

They also state that “integrated action occurs when two (or
more) action plans that could normally influence behavior
on their own (when existing at that level of activation) are
simultaneously co-activated and trying to influence the
same skeletal muscle effector” (Morsella & Bargh 2011,
p. 341). These actions occur when one holds one’s
breath, refrains from dropping a hot dish, suppresses the
urge to scratch an itch, or makes oneself breathe faster
for some reward (Morsella 2005; Morsella et al. 2009a).
These are discrete, goal-directed actions (e.g., carrying an
object, depressing a lever), behaviors Skinner (1953) char-
acterized as operants (pp. 14–15). Based on ideomotor
theory (e.g., Harleß 1861; James 1890), PFT proposes
that the conscious contents associated with behavioral
control are action outcomes in the world (e.g., a button de-
pressed) or the body (e.g., fingers snapping). This addresses
the second question by Rosenbaum.
Before returning to the experimental effect mentioned

by Ayars, we should add that, through collective influence,
the field permits for a massive many-to-one (or, at least,
many-to-few) conversion (Merker 2013c), for there are
many action-related contents but only a few operants
that, at one time, direct behavior. This may reflect the me-
chanical limitations of the skeletomotor system, in which
only one word can be uttered at a time (Wundt 1900), or,
more precisely, in which only one (or a few) operant(s)
can be expressed at one time. As noted by Rosenbaum,
this aspect of PFT should eventually be integrated with re-
search on the psychological refractory period (Pashler
1993; Welford 1952), which, though not directly concern-
ing conscious processing, yields conclusions that are conso-
nant with PFT. As Pashler (1993) concludes:

The limitations in carrying out stimulus-response tasks concur-
rently are not introduced at the level of stimulus perception,
nor in production of the motor response. Those mental opera-
tions can work in parallel. Rather, the problem is in deciding
what the response will be, and this kind of mental operation
seems to be carried out in series – that is, one task at a time.
(p. 52)

One of our aims is to first integrate PFT with this important
research (along with research on the role of action control
on attention; e.g., Allport 1989; Neumann 1987) and then
isolate, within the architecture of PFT, the locus of the
action-selection bottleneck. For now, PFT is consistent
with Jackendoff’s (1990) view that consciousness reflects
some form of intermediate, action-planning stage in-
between sensory and motor processing. More specifically,
we propose that consciousness is associated with stages
that, though clearly subsequent to those of sensory process-
ing (Hochberg 1998; Logothetis & Schall 1989; Marcel
1993), precede those of action selection. It seems that
one is unaware of the computational products of action
conflicts, resolutions that, should they exist (see Kaufman
et al. 2015), determine the general course of observed
action (pressing one button instead of another).
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Consciousness reflects action options, both those that are
selected and unselected.
The co-activation of action plans in integrated action can

be indexed by behavioral and neural measures, as there are
several behavioral and neural features that could be used to
distinguish integrated from unintegrated action. For
example, like any behavior of low strength, conflicted
action (a form of integrated action) is easier to perturb
than un-conflicted or unintegrated action (Skinner 1953).
Unlike the conscious field, overt behavior is “integrated”
in the sense that only one discrete operant is manifest
(Lin), even though behavior is influenced by two action
plans, as in the case of the Stroop incongruent condition.
Unlike in the experimental effect described by Ayars, col-
lective influence permits for one operant to be expressed,
leading to only one effect in the world (e.g., a button
pressed), while another operant is (almost) fully sup-
pressed, leading to no noticeable effects in the world.5 In-
terestingly, the suppressed operant in a conflict could be
the prepotent plan, as in the case of holding one’s breath.
(Investigators have begun to examine the behavioral conse-
quences of such unselected plans; Filevich & Haggard
2013.) With this in mind, we can respond to Jordan &
Vinson’s insightful point challenging the distinction
between perception and action. First, in natural selection,
it is overt behavior and not musings and mentations that
are directly selected. The latter, along with mental simula-
tions, are, in a sense, less costly than is overt behavior. Im-
portantly, behavioral inclinations can often be behaviorally
suppressed but not mentally suppressed (Bargh &Morsella
2008). Second, the distinction between perception and
action is an informative one because motor control,
unlike perception, is largely unconsciously mediated. This
is one of the many differences between perception and
action.
Relevant to the critiques by Blackmore, Lin, Mudrik,

and Prinz about the explanatory power of PFT, the frame-
work reveals that, unlike involuntary actions (e.g., dropping
a hot dish because of the pain-withdrawal reflex), voluntary
actions can be construed as a form of integrated action.
Hence, PFT defines voluntary action in ways more infor-
mative than the common “homuncular” definition of
these acts – that an action is voluntary if the organism in-
tended to do it. As noted by Passingham (1995), voluntary
actions are special in that they can be suppressed; from the
present standpoint, the act of suppression (suppressing a
cough) is an archetypal integrated action. Again, this act
is different from many forms of inhibition in the nervous
system, many of which are unconscious, as in the case of
lateral inhibition and negative priming. (Relevant to
Ayars, PFT does not state that inhibition requires con-
sciousness.) One might then argue that, instead of propos-
ing a framework such as PFT, it is more parsimonious to
hypothesize that the role of consciousness is to suppress
actions, for holding one’s breath or performing response in-
terference tasks (e.g., the Stroop task) involves response
suppression. However, this fails to account for the role of
consciousness in integrated actions such as breathing
faster for some reward, which requires collective influence
but not suppression.
Regarding subliminal stimuli, we agree that these con-

troversial stimuli can influence subsequent behavior in
one way or another (see review in Morsella & Bargh
2011). (Consistent with the conclusions of Lin, some

have argued that subjects do perceive these stimuli but
that, for some reason [e.g., confabulation or distortions of
memory], subjects fail to report about the conscious
percept [Block 2007].) Moreover, unlike many, we do
believe that these controversial stimuli can be regarded as
unconscious. Interestingly, in some cases, the subject can
be unconscious of the stimulus but be aware of the skeleto-
motor urges engendered by them (Morsella et al. 2011),
which is consistent with the idea that one can be aware of
skeletomotor inclinations (e.g., urges) but be unaware of
the sources of these inclinations, as in many of the cases
mentioned by Lathe and Seth and as found in research
from our laboratory (Morsella et al. 2011) and in the
classic research by Nisbett andWilson (1977), in which par-
ticipants were unaware of the factors influencing their de-
cisions (e.g., to aid a stranger). Thus, people can be
conscious of tendencies (e.g., urges and cravings), but not
necessarily of the factors engendering the tendencies
(Baker et al. 2004; Nisbett & Wilson 1977). For example,
the subjects in Nisbett and Wilson’s experiments were cer-
tainly aware of their “urge” to, say, help a stranger who had
collapsed. If the subjects had been physically unable to aid
the stranger because the stranger was in a precarious envi-
ronment, then subjects would have certainly reported that,
though they suppressed helping behavior, they nonetheless
experienced the urge to help. This inclination would be
conscious even though the factors giving rise to it would
be unconscious. PFT predicts that the operating principles
within content generators (e.g., for urges) can be opaque to
awareness, as in the unconscious factors that engender ad-
diction-related urges (Baker et al. 2004). Accordingly, re-
search has shown that people can have inexplicable “gut
feelings” (or “somatic markers”; cf. Damasio et al. 1991) re-
flecting the response tendencies of systems whose inner
workings and learning histories are opaque to awareness
(LeDoux 2000; Öhman & Mineka 2001; Olsson & Phelps
2004). In short, the source of a response tendency is dis-
tinct from the awareness of that inclination.
Thus, in the kind of experiment mentioned by Ayars,

subjects might be unaware of the stimuli but be aware of
the skeletomotor urges triggered by such stimuli. Desender
et al. (2014) conclude that such awareness is required to
counteract the interference effects from response conflict
induced by subliminal or supraliminal stimuli. We have
found such effects with subliminal stimuli (discussed in
Morsella et al. 2011) but have found it challenging to
prove unequivocally that the stimuli were unconscious
(cf. Lin). In the kind of experiment described by Ayars,
one must examine not only whether subjects are unaware
of the stimuli and, should they exist, the stimulus-elicited
urges, but also that the contrast between the two conditions
is not driven solely by a facilitatory effect from the congru-
ent condition.
We should add that subliminal stimuli are problematic

also because they are stimuli of very weak strength,
unlike the kind of stimuli on which unconscious processes
usually operate (Bargh & Morsella 2008). Hence, in
several studies (e.g., Molapour et al. 2011; Morsella et al.
2009a; 2009c), we induced action-related urges by the pre-
sentation of supraliminal distractor stimuli in paradigms
such as the Stroop and flanker tasks. Consistent with
Nisbett and Wilson (1977), it is unclear whether subjects
were aware of the source of these urges (see discussion in
Morsella et al. 2009c). For example, though the urges
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arising from different flanker conditions were systematic
(Morsella et al. 2009c), it seemed that subjects were
unaware of why urges differed across conditions. To
further investigate how action-related conscious contents
can be triggered systematically and unintentionally by
supraliminal stimuli, we developed the aforementioned
RIT. With this paradigm, one can examine how uncon-
scious processes operate over supraliminal stimuli. Accord-
ing to the traditions of Freud and Helmholtz, this is the
usual way in which unconscious processes operate.

The conclusions on which PFT is based do not stem from
controversial techniques such as visual masking (see Lin).
Again, much of the evidence supporting PFT can be ob-
tained in everyday scenarios. Regarding laboratory data,
of the many conditions in interference paradigms, the
strongest perturbations in consciousness (e.g., urges to
err) are found in conditions involving the activation of in-
compatible skeletomotor plans (Morsella et al. 2009a;
2009c), such as in the incongruent Stroop condition or
the response interference (versus perceptual interference)
condition of the flanker task (see quantitative review of ev-
idence in Morsella et al. [2011]). Conversely, when distinct
processes lead to harmonious action plans, as when a con-
gruent Stroop stimulus activates harmonious word-reading
and color-naming plans (e.g., BLUE in blue font), there are
little such perturbations in consciousness, and participants
may even be unaware that more than one plan influenced
overt action (e.g., uttering “blue”). This phenomenon,
called synchrony blindness (Molapour et al. 2011), is
perhaps more striking in the congruent (“pro-saccade”)
condition of the anti-saccade task (Hallett 1978), in which
distinct brain regions/processes indicate that the eyes
should move in the same direction (cf. Morsella et al.
2012). Regarding the Stroop congruent condition,
MacLeod and MacDonald (2000), after carefully reviewing
the behavioral and psychophysiological data, conclude that,
“The experimenter (perhaps the participant as well) cannot
discriminate which dimension gave rise to the response on
a given congruent trial” (p. 386). Last, as mentioned in
Note 8 of the target article, experiments have revealed
that, in simpler tasks, incompatible skeletomotor intentions
(e.g., to point right and left) do produce systematic intru-
sions into consciousness, but, as predicted by PFT, no
such changes accompany smooth muscle conflicts or con-
flicts occurring at perceptual stages of processing (e.g., in-
tersensory processing; Morsella et al. 2011).

We are in agreement with Bridgeman that there are
many perceptual events that are unconscious, as in the
case of backward masking, saccadic suppression, change
blindness, and changes in self-generated action that are
below the just noticeable difference for proprioception
(Jeannerod 2006). (The eye, discussed by Bridgeman, is in-
teresting because it includes all of the kinds of actions con-
trasted in PFT: smooth muscle action [for pupillary reflex],
involuntary skeletomotor action [e.g., a blink], and volun-
tary skeletomotor action [e.g., a wink].) PFT proposes not
that all perceptual processes are conscious, but that
motor control is unconscious and that, for the little that is
conscious in the perception-to-action cycle, it is associated
with the former. In short, one is trapped in the sensorium,
but, even within it, one is not conscious of everything. Con-
sistent with PFT, that which one is conscious of regarding
eye movements consists of the kinds of things that are im-
portant for adaptive action selection. Seeing the world as

unstable or the blurring of the retinal image would not
serve this end.
According to Ayars,D’Souza & Bremner, Keller, and

Schwartz & Pournaghdali, PFT is too restrictive in pro-
posing that the integrative role of consciousness is only for
the skeletomotor output system. (For example, Seth as-
tutely recommends that we extend PFT to include effects
upon the autonomic nervous system.) We believe that,
first, our restriction renders the framework more falsifiable
and fecund, and, second, the majority of the strongest bits
of evidence corroborates it. Figuratively speaking, and in
response to Lin, people tend not to experience conflict-
related perturbations in consciousness while experiencing
the McGurk effect, ventriloquist effect, or conflict in the
pupillary reflex (Morsella et al. 2009a), but such is not
the case while people perform the Stroop task or exert
self-control (Baumeister & Vohs 2004; Preston & Wegner
2009), all of which involve skeletomotor conflict. Regarding
the related, important insights by Keller, PFT is consistent
with the notion that something represented in the con-
scious field may incidentally, because of the unconscious
afference with which the content is necessarily coupled
(e.g., the sensory inputs in the McGurk effect), be linked
with effects other than those upon skeletomotor action.
For example, in indirect cognitive control, which is
germane to the sailing boat analogy by Hommel &
Wiers, adult humans often rely on such effects. A
process such as salivation, noted by Keller, could be con-
trolled voluntarily only in such a sophisticated manner.
Consistent with PFT, because conflicts involving salivation
(or the pupillary reflex) do not involve the skeletomotor
output system, one is oblivious about their existence.
Regarding the scope of PFT, it is worth noting that, re-

garding the role of consciousness, PFT is less restrictive
than Godwin et al. (2013), who propose that consciousness
is a tool used not by all sub-systems in the skeletomotor
output system, but by only what has been construed as
the instrumental response system (Bindra 1974; 1978; Mor-
sella 2005; Tolman 1948). Moreover, PFT does not go as
far as Morsella (2005) in limiting the abilities of uncon-
scious processes (e.g., in limiting the amount of uncon-
scious “cross talk” between systems). However, PFT
portrays consciousness as more passive than what is pro-
posed in Morsella (2005).

R8. Clues from PFT regarding the neural correlates
of consciousness

Even though PFT is not about the neural mechanisms
giving rise to consciousness, which is Marr’s implementa-
tion level of analysis, the framework provides new clues re-
garding the matter and does rule out certain possibilities
(e.g., panpsychism). Hence, though PFT does not
attempt to solve the hard problem, it does restrict potential
candidate explanations.
One benefit of the architecture outlined in PFT is that, for

it, the puzzle of the mind-body problem is the same whether
(a) the tokens (conscious contents) differ from each other
qualitatively or quantitatively, (b) there is one or many
tokens (the former might be more theoretically tractable),
or (c) the field is unitary or componential. The first is impor-
tant because we know that the brain can implement quantita-
tive codes. For example, it has been proposed that
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consciousness depends on “precise synchronization of oscilla-
tory neuronal responses in the high frequency range (beta,
gamma)” (Singer 2011, p. 43). Uhlhaas et al. (2009) specify
that the earliest signature of conscious processing is “the
precise phase locking across a widely distributed cortical
network” (p. 11). Singer (2011) adds that “brain states com-
patible with conscious processing should be characterized
by a high degree of synchrony” (p. 43). Similar conclusions
about the role of high frequencies (e.g., > 30 Hz) in con-
sciousness can be found in other projects (Aru & Bachmann
2009; Crick & Koch 1990; Doesburg et al. 2005; 2009; Engel
& Singer 2001; Hameroff 2010; Jung-Beeman et al. 2004;
Meador et al. 2002; Panagiotaropoulos et al. 2012; Uhlhass
et al. 2009; Wessel et al. 2012). More generally, it has been
proposed that, to instantiate consciousness of any kind, the
mode of interaction among regions (interregional synchrony)
is as important as the nature and loci of the regions activated
(Buzsáki 2006; Fries 2005; Hummel & Gerloff 2005; Lewis
et al. 2012; Ward 2003).
There is less consensus regarding how, to instantiate the

conscious field, high-frequency bands such as gamma
(gamma in the rat, ranging from 40 Hz to 100 Hz; Adrian
1942; Kay & Beshel 2010) must interact with ongoing,
lower-frequency bands. It appears that these interactions
between frequency bands are complex and dynamic. In addi-
tion, controversy continues regarding which brain regions are
primarily responsible for the high-frequency brain rhythms
linked to consciousness and whether cortical electroenceph-
alography reflects consciousness (Merker 2012; 2013b).
Olfaction provides a portal for understanding the neural

correlates of “additions” to the conscious field. (Olfaction
was one of the first systems in which the nature of oscilla-
tory activity in the brain was investigated [e.g., Adrian
1942].) Olfactory information may be encoded through os-
cillating neural assemblies (Adrian 1942; 1950a; 1950b;
Eeckman & Freeman 1990; Freeman 1975; Kim et al.
2006; Laurent & Davidowitz 1994). Different odorants
elicit different patterns across spatially distributed neural
ensembles of the olfactory bulb (Freeman 1987; Laurent
& Davidowitz 1994; Xu et al. 2000).
In our “creature in the cave” example, the smell of smoke is

an addition to the conscious field that influences skeletomotor
responses toward other conscious contents (e.g., the percept
of the opening). Examining the neural correlates of such an
addition reveals more evidence for the integration consen-
sus.6 In olfaction, it is frequencies in the beta range (∼15–
30 Hz in the rat; Kay & Beshel 2010; Kay et al. 2009) that
link olfactory processing to non-sensory, cognitive areas (Van-
derwolf & Zibrowski 2001; Zibrowski & Vanderwolf 1997).
Specifically, beta oscillations in the olfactory bulb “entrain”
both areas of the piriform cortex, suggesting that beta oscilla-
tions may serve the purpose of transmitting olfactory informa-
tion from the olfactory bulb to higher-order, more cognitive
areas, including cortical and subcortical areas. Consistent
with this view, research outside of olfaction has found that
beta may be involved in large-scale coupling for sensorimotor
integration (Freeman 2007; Siegel et al. 2012).
In addition, Kay et al. (2009) propose that “beta oscilla-

tions are associated with motor models, favoring this oscil-
lation as a good substrate for long-distance communication”
(p. 7). Accordingly, beta coherence between the olfactory
bulb and the hippocampus accompanies odor learning in
a go/no-go task (Martin et al. 2007). (See Lathe’s treatment
about olfaction and the hippocampus.) It has been

proposed that, though the higher frequency of gamma (in
the rat, 40–100 Hz; Kay & Beshel 2010) can be observed
in processing at primary sensory areas, when the sensory in-
formation becomes part of a wider network which includes
activations from other sensory modalities, then the fre-
quencies are in the beta range (Freeman 2007). (Mecha-
nisms engendering gamma during odor perception reside
within the olfactory bulb; Freeman 1979.) Based in part
on such neural evidence, it has been hypothesized that
one becomes conscious of an olfactory percept only when
the representation is part of a wider network involving other
systems (Cooney & Gazzaniga 2003), such as motor (Main-
land & Sobel 2006) or semantic-linguistic (Herz 2003)
systems. In line with this view, sensory research outside of ol-
faction has found evidence that beta may be involved in
sensory gating (Hong et al. 2008) or in large-scale coupling
for sensori-motor integration (Siegel et al. 2012).
Importantly, unlike gamma oscillations, oscillations in

the beta range require participation of (at least) the piri-
form cortex (Neville & Haberly 2003). (If the lateral olfac-
tory tract is disrupted, gamma oscillations in the bulb
persist; Gray & Skinner 1988.) The higher the task
demand (e.g., fine discrimination vs. simple discrimina-
tion), the higher the gamma amplitude will be in early per-
ceptual processing (Beshel et al. 2007; Stopfer et al. 1997).
Accordingly, disturbing gamma oscillations in invertebrates
impairs the discrimination of similar odors (a high task
demand) but does not impair the discrimination of dissim-
ilar odors (a low task demand; Stopfer et al. 1997).
Appreciation of the long-studied oscillatory properties of

the olfactory system corroborates what has been observed
in other sensory modalities (cf. Fries 2005; Sauseng &
Klimesch 2008; Siegel et al. 2012; Singer 2011): (a) the
synchronizations of high frequencies (e.g., gamma) in
local (e.g., olfactory bulb) afferent processing (Bruns &
Eckhorn 2004; Kay & Beshel 2010; von Stein & Sarnthein
2000), especially when the process is challenging (e.g., fine
discrimination vs. simple discrimination; Kay & Beshel
2010); and (b) the synchronization at a somewhat slower
frequency range (e.g., beta or theta) for integration
within a larger-scale cognitive network (Kay et al. 2009;
Key & Beshel 2010). (For a review of the neural correlates
of olfactory consciousness, see Merrick et al. [2014].)
The foregoing reveals some conceptual progress regard-

ing the neural correlates of consciousness. As noted by
Merker, it is clear that isolating the neural correlates of ol-
factory consciousness will require further investigation. (It
should be reiterated that, for good reasons, some have
claimed that cortical electroencephalography does not
reflect conscious processing; Merker 2013b; 2013c.) Criti-
cal for the study of the neural correlates of consciousness,
and for the cortical-subcortical controversy, is Merker’s
insight about the necessary role of the dorsal pulvinar in ol-
factory consciousness.
As is evident in the commentaries, we believe that PFT

will spur the field to think about the problem of how con-
sciousness arises from nervous function in more theoreti-
cally driven and evolutionary-based ways.

R9. Conclusion

In phylogeny, there has been a trend toward the increased
compartmentalization of function (Allman 2000). Having
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different brain circuits devoted to different kinds of tasks
introduces the struggle of parts problem (Mayr 2001),
which occurs when the introduction of new structures
such as organs involves competitive interactions with
extant ones. This problem may have increased the pressure
for “many-to-one” solutions, including the conscious field.
From our EASE perspective, although such a solution
could conceivably occur without something like conscious-
ness, such a possibility was not selected in evolutionary
history, in which problems are sometimes solved by coun-
terintuitive and suboptimal strategies (Dawkins 1982;
Gould 1977; Mayr 2001; Roe & Simpson 1958). (We
should reiterate that intuitions regarding how sensations
should be mapped onto responses are actually computa-
tionally impossible; see Tsotsos [1995; 2011].)

The commentaries give us confidence that PFT, though
based in part on established ideas from diverse fields of
study, is a novel synthesis that advances understanding of
the role of conscious states in nervous function. PFT at-
tempts to redefine the nature of consciousness. One can
propose that, if the heart can be conceptualized as a
pump and the kidney as a filter, then consciousness could
be conceptualized as a frame composed of tokens (e.g.,
the color blue, a smell, or pain) that are in a common
format, a format that can be sampled only by the action
systems of the skeletomotor output system. As an interface
of sorts for the action system, the conscious field permits
for the response to a given content to be framed by the
other contents composing the field. The physical basis of
the frame associated with consciousness is most likely
unlike anything we currently understand.
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NOTES
1. Onemight argue that smooth muscle actions (e.g., the pupil-

lary reflex) are not veritable forms of action and hence should not
be contrasted with voluntary actions, which, to the conscious
actor, feel like “real actions.” However, it is important to appreci-
ate that, to an intelligent nonhuman observer (e.g., an imaginary,
extraterrestrial ethologist), events such as the pupillary reflex
would be worthy of being “coded” and jotted down as actions
on an observation log. To an observer that is agnostic regarding
our internal states, the pupillary reflex would appear as action-
like as a wink, blink, or the movements of a finger (Skinner 1953).

2. See neural evidence for this effect in Nath and Beauchamp
(2012).

3. Conscious conflicts are often between a high-level system
and a low-level system, but they may also be between (a) two
low-level systems, as when one is thirsty and must drink painfully
cold ice water (Morsella 2005), or (b) two high-level systems, as in
the incongruent condition of the Stroop task.

4. In PFT, conscious contents can be construed as action
options, or, more precisely, as constraining dimensions (Morsella
& Bargh 2010b), because that which is conscious reduces the
space of possible skeletomotor action selection. Unlike with the
traditional (circular) definition of conscious representation
(which is defined only in terms of being conscious), here the

representations are defined by more than their being conscious:
They are also defined by their ability to constrain action selection
in the skeletomotor output system. These conscious constraining
dimensions are not involved in intersensory conflicts, intrasensory
conflicts, or the conflicts involving non-skeletal muscle effectors
(Morsella et al. 2009a). Akin to a single steering wheel that is con-
trolled by multiple agentic systems, the skeletomotor output
system suffers from a particular kind of multi-determined guid-
ance. Just as simple motor acts suffer from the “degrees of
freedom” problem, because there are countless ways to instantiate
a motor act such as grasping a handle (Rosenbaum 2002), so does
action selection, for there are many action options. For action-goal
selection, the challenge is met not by unconscious motor algo-
rithms (as in the case of motor programming; Rosenbaum
2002), but by the involvement of the conscious field. In line
with this view, Goodale and Milner (2004) conclude that “the
primary role of [conscious] perceptual representations is not in
the execution of actions, but rather in helping the person or
animal arrive at a decision to act in a particular way” (p. 48).

5. Similarly, at the level of operant behavior, skeletomotor con-
siderations are unaffected by, say, incentive states. For example,
the actions of navigating through a maze or drawing a candy
cane would be carried out in roughly the same manner regardless
of the nature of the reward contingencies (Skinner 1953).

6. Supporting the integration consensus, findings in the field of
anesthesiology suggest that anesthetic agents work on conscious-
ness in part by halting the integration of information (Alkire
et al. 2008; Lee et al. 2009; Mashour 2004; see related evidence
in Boveroux et al. 2010; Långsjö et al. 2012; Lewis et al. 2012;
Schroter et al. 2012; Schrouff et al. 2011). Regarding thalamic ac-
counts of consciousness, some anesthetics can cause a reduction in
thalamic blood flow and metabolism during the loss of conscious-
ness, whereas other kinds of anesthetics result in increases in tha-
lamic metabolism (e.g., ketamine) or decreases in metabolism
while the subject remains conscious (e.g., during sevoflurane seda-
tion; cf. Alkire et al. 2008). Additionally, studies using electroen-
cephalography have shown that as soon as a subject loses
consciousness, there is a marked change in cortical electroenceph-
alography, while the thalamic electroencephalography remains
relatively the same for some minutes afterwards. According to
Alkire et al. (2008), this suggests that the thalamus may not be
the sole location of consciousness. Investigations into feed-
forward and feed-backward connectivity while under anesthesia
suggest that conscious states are associated with fronto-parietal
networks (Lee et al. 2009). (See further discussion on anesthesia
and consciousness in Poehlman et al. [2012].)
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