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#### Abstract

We study the existence of connecting orbits for the Fujita equation with a critical or supercritical exponent. For certain ranges of the exponent we prove the existence of heteroclinic connections from positive steady states to zero and a homoclinic orbit with respect to zero.


1. Introduction. In the theory of dynamical systems, heteroclinic connections between equilibria constitute a very important theme, because connecting orbits play a crucial role in the description of the attractor. In particular, for gradient-like systems the attractor consists of equilibria and connecting orbits. For semilinear parabolic equations in one space dimension, the connection problem has been studied extensively since the beginning of 1980's (see, for example, $[3,4,5,6,7,8,9,18,22,23,35]$ ).

In this paper we consider the Fujita equation

$$
\begin{equation*}
u_{t}=\Delta u+|u|^{p-1} u, \quad x \in \boldsymbol{R}^{N} \tag{1}
\end{equation*}
$$

where $u=u(x, t)$ and $\Delta$ is the Laplace operator with respect to $x$. A solution of (1) is called a global solution (or an ancient solution) if for some $\tau \in \boldsymbol{R}$, the solution exists for all $t>\tau$ (or $t<\tau$ ). A solution of (1) is called an entire solution if the solution exists for all $t \in \boldsymbol{R}$. Our interest is the existence of connecting orbits for (1). By a connecting orbit, we mean an entire solution of (1) that converges to steady states as $t \rightarrow \pm \infty$. In particular, if the solution connects two different steady states then it is called a heteroclinic orbit. If the solution converges to the same steady state as $t \rightarrow \pm \infty$ then it is called a homoclinic orbit.

Before stating our results on connecting orbits of (1), we introduce several critical exponents. Concerning the existence of positive global solutions of (1), the Fujita exponent

$$
p_{F}:=\frac{N+2}{N}
$$

is critical. In fact, if $1<p \leq p_{F}$ then there is no positive global solution of (1). The exponent

$$
p_{s g}:=\frac{N}{N-2}, \quad N>2
$$

[^0]is related to the existence of a singular steady state explicitly given by
$$
u=\varphi_{\infty}(|x|):=L|x|^{-m}, \quad x \in \boldsymbol{R}^{N} \backslash\{0\}
$$
with
$$
m:=\frac{2}{p-1}, \quad L:=\{m(N-2-m)\}^{1 /(p-1)}
$$

Namely, $\varphi_{\infty}$ exists if and only if $p>p_{s g}$. Concerning the existence of positive regular steady states, it is well known (see, e.g., [20, 34]) that the Sobolev exponent

$$
p_{S}:=\left\{\begin{array}{cc}
\frac{N+2}{N-2} & \text { for } N>2 \\
\infty & \text { for } N \leq 2
\end{array}\right.
$$

plays a crucial role. Namely, there is a family of positive radial solutions of

$$
\Delta \varphi+\varphi^{p}=0, \quad x \in \boldsymbol{R}^{N}
$$

if and only if $p \geq p_{S}$. We denote the solution by $\varphi=\varphi_{\alpha}(r), r=|x|, \alpha>0$, where $\varphi_{\alpha}$ satisfies

$$
\left\{\begin{array}{l}
\left(\varphi_{\alpha}\right)_{r r}+\frac{N-1}{r}\left(\varphi_{\alpha}\right)_{r}+\left(\varphi_{\alpha}\right)^{p}=0, \quad r>0  \tag{2}\\
\varphi_{\alpha}(0)=\alpha, \quad\left(\varphi_{\alpha}\right)_{r}(0)=0
\end{array}\right.
$$

For each $\alpha>0$, the solution $\varphi_{\alpha}$ is decreasing in $|x|$ and satisfies $\varphi_{\alpha}(|x|) \rightarrow 0$ as $|x| \rightarrow \infty$.
Another important critical exponent is

$$
p_{c}:=\left\{\begin{array}{cl}
\frac{(N-2)^{2}-4 N+8 \sqrt{N-1}}{(N-2)(N-10)} & \text { for } N>10, \\
\infty & \text { for } N \leq 10
\end{array}\right.
$$

It is known (see, e.g., [34]) that if $p_{S}<p<p_{c}$, every positive radial steady state intersects with other positive radial steady states and the singular steady state infinitely many times. For $p \geq p_{c}$, Wang [37] showed that the family of steady states $\left\{\varphi_{\alpha} ; \alpha>0\right\}$ is completely ordered, that is, $\varphi_{\alpha}$ is increasing in $\alpha$ for every $x$. Moreover,

$$
\lim _{\alpha \rightarrow 0} \varphi_{\alpha}(|x|)=0, \quad \lim _{\alpha \rightarrow \infty} \varphi_{\alpha}(|x|)=\varphi_{\infty}(|x|)
$$

The Lepin exponent

$$
p_{L}:=\left\{\begin{array}{cc}
\frac{N-4}{N-10} & \text { for } \quad N>10 \\
\infty & \text { for } \quad N \leq 10
\end{array}\right.
$$

is related to the existence of nonconstant positive radial backward self-similar solutions (see Section 4). Such solutions exist if $p_{S}<p<p_{L}$ (see [24, 25]), while for $p>p_{L}$ nonexistence holds (see [27]).

Before we recall some Liouville-type results on nonexistence of entire or ancient solutions of (1), we introduce one more exponent

$$
p_{B}:=\left\{\begin{array}{cc}
\frac{N(N+2)}{(N-1)^{2}} & \text { for } N>1, \\
\infty & \text { for } N=1,
\end{array}\right.
$$

which first appeared in [2]. For $1<p<p_{B}$ there is no positive classical entire solution of (1) (see [2] or in [34, Theorem 21.2]). For $1<p<p_{S}$, it was shown in [30,31] that there is no positive radial classical entire solution of (1). Nonexistence of radial classical entire solution of (1) with finite number of zeros was established in [1] for $1<p<p_{S}$. For $p>p_{c}$ it was shown in [33] that if $u$ is a solution of (1) defined for $t<0$ and such that

$$
\varphi_{\alpha} \leq u(\cdot, t) \leq \varphi_{\beta}, \quad t<0,
$$

for some $0<\alpha<\beta \leq \infty$ then $u(\cdot, t) \equiv \varphi_{\gamma}$ for some $\gamma>0$.
Concerning connecting orbits, the studies $[11,14,16]$ revealed the possibility of connecting equilibria by non-classical solutions which we call singular connections. By a singular connection we mean a function $u(\cdot, t)$ which is a classical solution on the interval $(-\infty, T)$ for some $T \in \boldsymbol{R}$ and blows up at $t=T$, but continues to exist as a weak solution on $[T, \infty)$. We note here that singular homoclinic orbits which tend to zero as $t \rightarrow \pm \infty$ are known to exist for (1) if $p_{S}<p<p_{L}$ (see [13, 19]). These singular homoclinics are obtained by continuing a backward self-similar solution which exists for $t<T$ and blows up at $t=T$ by a forward self-similar solution defined for $t>T$ (see Section 6).

The main results of this paper are the following: If $p_{S} \leq p<p_{c}$ then for every $\alpha>0$ there is a heteroclinic orbit connecting $\varphi_{\alpha}$ to zero. If $p>p_{S}$ then there is a homoclinic orbit which tends to zero as $t \rightarrow \pm \infty$. As far as we know, this is the first example of a homoclinic orbit for a parabolic equation. As is well known, an energy functional is associated with (1), namely

$$
E[\phi]:=\frac{1}{2} \int_{\boldsymbol{R}^{N}}|\nabla \phi|^{2} d x-\frac{1}{p+1} \int_{\boldsymbol{R}^{N}}|\phi|^{p+1} d x .
$$

The homoclinic solution does not belong to the energy space, and this is why the energy does not rule out the existence of a homoclinic orbit (see Corollary 6.3 for more details).

For a discussion of possible complicated dynamics of semilinear parabolic equations we refer to the survey [29, Section 7].

In order to show the existence of connecting orbits, we first analyze the linearization around stationary solutions and a backward self-similar solution. Then we employ the method of Fukao, Morita and Ninomiya [17], which is based on construction of an approximate sequence of solutions by using suitable comparison functions.

This paper is organized as follows. In Section 2 we describe our main results. In Sections 3,4 and 5 , we summarize useful results on stationary solutions, backward self-similar solutions and forward self-similar solutions, respectively. Proofs of the main results and some related results are given in Section 6.
2. Main results. Our first result concerns the existence of a homoclinic orbit.

THEOREM 2.1. Let $p_{S}<p<p_{L}$. Then there exists a homoclinic solution $u$ of (1) with the following properties:
(i) The solution is positive, radially symmetric in space with respect to the origin, decreasing in $|x|$, and satisfies

$$
\lim _{|x| \rightarrow \infty} u(x, t)=0, \quad t \in \boldsymbol{R} .
$$

(ii) There exists a positive constant $C_{0}$ such that

$$
\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}=C_{0}(-t)^{-1 /(p-1)}+o\left((-t)^{-1 /(p-1)}\right)
$$

as $t \rightarrow-\infty$.
(iii) There exist constants $C_{1}, C_{2}>0$ such that

$$
C_{1} t^{-1 /(p-1)}<\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}<C_{2} t^{-1 /(p-1)}
$$

for all $t>1$.
REMARK. If $N>10$ and $p \geq p_{L}$, we can find a homoclinic orbit that is positive but not radially symmetric. In fact, we may write $x=\left(x_{1}, x_{2}\right) \in \boldsymbol{R}^{j} \times \boldsymbol{R}^{N-j}$ with $3 \leq j \leq 10$ and consider solutions that are constant in the $x_{2}$-direction and coincide with the above homoclinic solution in the $x_{1}$-direction.

If $u$ is a homoclinic orbit then

$$
u^{\lambda}(x, t):=\lambda^{m} u\left(\lambda x, \lambda^{2} t\right)
$$

is also a homoclinic orbit for any $\lambda>0$. In the proof of Theorem 2.1 we construct a homoclinic orbit $u$ with the property that as $\lambda \rightarrow \infty, u^{\lambda}$ approaches a singular homoclinic orbit that consists of a backward self-similar solution and a forward self-similar solution (see Theorem 6.4 in Section 6). Such a singular homoclinic orbit was first found by Galaktionov and Vázquez [19].

The next result concerns the existence of heteroclinic orbits that connect positive radial stationary solutions to the trivial solution.

Theorem 2.2. Let $p_{S} \leq p<p_{c}$. For every $\alpha>0$ there exists an entire solution $u$ of (1) with the following properties:
(i) The solution is positive, radially symmetric in space with respect to the origin, decreasing in $|x|$, and satisfies

$$
\lim _{|x| \rightarrow \infty} u(x, t)=0, \quad t \in \boldsymbol{R} .
$$

Moreover, the solution is decreasing in $t$.
(ii) There exist positive constants $C_{0}$ and $\mu_{0}$ such that

$$
\left\|u(\cdot, t)-\varphi_{\alpha}(|\cdot|)\right\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}=C_{0} \exp \left(\mu_{0} t\right)+o\left(\exp \left(\mu_{0} t\right)\right)
$$

as $t \rightarrow-\infty$.
(iii) There exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{array}{ll}
C_{1} t^{-(N-2) / 2}<\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}<C_{2} t^{-(N-2) / 2} & \text { if } p=p_{S} \\
C_{1} t^{-1 /(p-1)}<\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}<C_{2} t^{-1 /(p-1)} & \text { if } p_{S}<p<p_{c}
\end{array}
$$

for all $t>1$.
The next result can be regarded as the existence of heteroclinic orbits that connect regular steady states to infinity.

THEOREM 2.3. Let $p_{S} \leq p<p_{c}$. For every $\alpha>0$ there exists an ancient solution $u$ of (1) with the following properties:
(i) The solution is positive, radially symmetric in space with respect to the origin, decreasing in $|x|$, and satisfies

$$
\lim _{|x| \rightarrow \infty} u(x, t)=0, \quad t \in(-\infty, T)
$$

where $T<\infty$ is the maximal existence time. Moreover, the solution is increasing in $t$.
(ii) There exist positive constants $C_{0}$ and $\mu_{0}$ such that

$$
\left\|u(\cdot, t)-\varphi_{\alpha}(|\cdot|)\right\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)}=C_{0} \exp \left(\mu_{0} t\right)+o\left(\exp \left(\mu_{0} t\right)\right)
$$

as $t \rightarrow-\infty$.
(iii) The solution blows up at the origin at $t=T$ and the blow-up is of Type $I$ : There exists $C>0$ such that

$$
\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \leq C(T-t)^{1 /(p-1)}
$$

as $t \uparrow T$.
Finally we establish a result on the nonexistence of ancient solutions.
THEOREM 2.4. Let $p_{S} \leq p<p_{c}$. Then there is no ancient solution of (1) such that

$$
-\varphi_{\infty}(|x|) \leq u(x, t) \leq \varphi_{\infty}(|x|), \quad x \in \boldsymbol{R}^{N} \backslash\{0\},
$$

for all $t<0$.
This theorem implies that if $p_{S} \leq p<p_{c}$ then the only entire solution between the singular steady states is the trivial solution.
3. Properties of stationary solutions. Let $\left\{\varphi_{\alpha}(r) ; \alpha>0\right\}$ be the family of solutions of (2). The following lemma is due to [37, 26].

Lemma 3.1. Let $p \geq p_{S}$. Then the solution of (2) has the following properties:
(i) $\varphi_{\alpha}>0$ for all $r>0$ and $\varphi_{\alpha} \rightarrow 0$ monotonically as $r \rightarrow \infty$.
(ii) If $p=p_{S}$, then $\varphi_{\alpha}$ intersects exactly once with $\varphi_{\beta}(\alpha \neq \beta)$.
(iii) If $p_{S}<p<p_{c}$, then $\varphi_{\alpha}$ intersects infinitely many times with $\varphi_{\beta}(\alpha \neq \beta)$.
(iv) If $p \geq p_{c}$, then $\varphi_{\alpha}$ is increasing in $\alpha \in(0, \infty)$ for every $r>0$, and $\varphi_{\alpha} \rightarrow \varphi_{\infty}$ as $\alpha \rightarrow \infty$.

Concerning the asymptotic behavior of $\varphi_{\alpha}(r)$ as $r \rightarrow \infty$, the following result was obtained in [37, 26].

Lemma 3.2. Let $p \geq p_{s}$. Then the solution of (2) has the following properties:
(i) If $p=p_{S}$, then there exists $C_{1}=C_{1}(\alpha, N)>0$ such that $\varphi_{\alpha}(r)=C_{1} r^{-(N-2)}+$ $o\left(r^{-(N-2)}\right)$ as $r \rightarrow \infty$.
(ii) If $p>p_{S}$, then there exists $C_{2}=C_{2}(p, N)>0$ such that $\varphi_{\alpha}(r)=C_{2} r^{-m}+$ $o\left(r^{-m}\right)$ as $r \rightarrow \infty$.

Let $U$ be the unique solution of the linearized problem

$$
\left\{\begin{array}{l}
\mu U=U_{r r}+\frac{N-1}{r} U_{r}+p \varphi_{\alpha}^{p-1} U, \quad r>0  \tag{3}\\
U(0)=1, \quad U_{r}(0)=0
\end{array}\right.
$$

Lemma 3.3. Let $p_{S} \leq p<p_{c}$. Then there exists a unique $\mu_{0}>0$ such that the solution of (3) with $\mu=\mu_{0}$ satisfies $U(r)>0$ for all $r>0$ and $U(r) \rightarrow 0$ exponentially as $r \rightarrow \infty$.

Proof. Take any $\beta \in(0, \alpha)$. Then by Lemma 3.1, $\tilde{U}:=\varphi_{\alpha}-\varphi_{\beta}$ changes sign. Let $z>0$ be the first zero of $\tilde{U}$. Then $\tilde{U}$ is positive on $[0, z)$ and satisfies

$$
\left\{\begin{array}{l}
\tilde{U}_{r r}+\frac{N-1}{r} \tilde{U}_{r}+q(r) \tilde{U}=0, \quad r>0  \tag{4}\\
\tilde{U}(0)=\alpha-\beta>0, \quad \tilde{U}_{r}(0)=0, \quad \tilde{U}(z)=0, \quad \tilde{U}_{r}(z)<0
\end{array}\right.
$$

where

$$
q(r):=\frac{\varphi_{\alpha}^{p}-\varphi_{\beta}^{p}}{\varphi_{\alpha}-\varphi_{\beta}}
$$

Note that $q(r)<p \varphi_{\alpha}^{p-1}$ for $r \in[0, z)$. First we take $\mu=0$. Then multiplying (4) by $U$ and (3) by $\tilde{U}$, subtracting, and integrating over $[0, z]$, we obtain

$$
\left[U_{r} \tilde{U}-\tilde{U}_{r} U\right]_{0}^{z}=-\int_{0}^{z} r^{N-1}\left\{p \varphi_{\alpha}^{p-1}-q\right\} U \tilde{U} d r
$$

Here the left-hand side is positive, while the right-hand side is negative if $U>0$ on $(0, z)$. Hence $U$ must vanish at some $r \in(0, z)$. Since $U$ depends on $\mu$ continuously, $U$ must changes sign for every sufficiently small $\mu>0$.

Now define

$$
\mu_{0}:=\sup \{\mu>0 ; U(r) \text { changes sign }\} .
$$

If $\mu \geq p \alpha^{p-1}$, then $\mu>p \varphi_{\alpha}^{p-1}$ for all $r>0$, so that $U$ is increasing. This implies that $\mu_{0}$ is finite. Again by continuity, $U(r)$ has no zero for $\mu=\mu_{0}$ and satisfies $U(r) \rightarrow 0$ as $r \rightarrow \infty$. Thus we have $\mu_{0} \in(0, \infty)$, so that the convergence is exponential.

Let $U_{0}$ denote the solution of (3) with $\mu=\mu_{0}$. Then we have

$$
U_{r} U_{0}-\left(U_{0}\right)_{r} U=\left(\mu-\mu_{0}\right) \int_{0}^{r} \rho^{N-1} U(\rho) U_{0}(\rho) d \rho
$$

Hence if $\mu>\mu_{0}$, then it is easy to show that $U / U_{0}$ is increasing in $r>0$ and $U$ can not decay to 0 exponentially for $\mu>\mu_{0}$. Conversely if $\mu<\mu_{0}$, then $U / U_{0}$ decreases as long as $U>0$ and $U$ changes its sign.

Proposition 3.4. Let $p_{S} \leq p<p_{c}$. Then the following (i), (ii) hold.
(i) There exists an entire solution of (1) such that $u$ is decreasing in $t$ and $\| u(\cdot, t)-$ $\varphi_{\alpha}(|\cdot|) \|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $t \rightarrow-\infty$, and $\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $t \rightarrow+\infty$.
(ii) There exists an ancient solution of (1) such that $u$ is increasing in $t$ and $\| u(\cdot, t)-$ $\varphi_{\alpha}(|\cdot|) \|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $t \rightarrow-\infty$.

Proof. In the case (i) we first construct a subsolution $\underline{u}$ and a supersolution $\bar{u}$ as follows.

Let $\mu_{0}$ and $U$ be as in Lemma 3.3 and choose $\varepsilon \in(0, \alpha)$ such that $\varphi_{\alpha}-\varepsilon U>0$. If

$$
\underline{u}(r, t):=\varphi_{\alpha}(r)-\varepsilon e^{\mu_{0} t} U(r), \quad r \geq 0, \quad s \leq 0,
$$

then

$$
\underline{u}_{t}-\underline{u}_{r r}-\frac{N-1}{r} \underline{u}_{r}-\underline{u}^{p}=\varphi_{\alpha}^{p}-\underline{u}^{p}-p \varepsilon e^{\mu_{0} t} \varphi_{\alpha}^{p-1} U \leq 0 .
$$

To construct a supersolution we consider first the case when $1<p<2$. In this case we cannot proceed in the same way as in [17] because the nonlinearity $u \mapsto u^{p}:[0, \infty) \rightarrow$ $[0, \infty)$ is not a $C^{2}$-function. Let $\psi$ be the solution of the ODE-problem

$$
\left\{\begin{array}{l}
\psi^{\prime}=\mu_{0}-e^{(p-1) \psi}, \quad t \leq 0  \tag{5}\\
\psi(0)=-\frac{1}{p-1} \log \left(\frac{1+\mu_{0}}{\mu_{0}}\right)<0
\end{array}\right.
$$

which can be written explicitly as

$$
\psi(t)=\mu_{0} t-\frac{1}{p-1} \log \left(1+\frac{1}{\mu_{0}} e^{\mu_{0}(p-1) t}\right) .
$$

Now we take

$$
\bar{u}(r, t):=\varphi_{\alpha}(r)-\varepsilon e^{\psi(t)} U(r), \quad r \geq 0, \quad t \leq 0
$$

and then

$$
\begin{aligned}
\bar{u}_{t}-\bar{u}_{r r} & -\frac{N-1}{r} \bar{u}_{r}-(\bar{u})^{p} \\
& =\varphi_{\alpha}^{p}-(\bar{u})^{p}-p \varepsilon e^{\psi} \varphi_{\alpha}^{p-1} U-\varepsilon e^{\psi} \psi^{\prime} U+\mu_{0} \varepsilon e^{\psi} U \\
& \geq \varepsilon e^{\psi} U\left[p\left((\bar{u})^{p-1}-\varphi_{\alpha}^{p-1}\right)-\psi^{\prime}+\mu_{0}\right] \\
& \geq \varepsilon e^{\psi} U\left[-p(p-1)\left(\varepsilon e^{\psi} U\right)^{p-1}-\psi^{\prime}+\mu_{0}\right] \\
& \geq \varepsilon e^{\psi} U\left[-e^{(p-1) \psi}-\psi^{\prime}+\mu_{0}\right]=0,
\end{aligned}
$$

where we have chosen $\varepsilon>0$ such that $\varphi_{\alpha}>2 \varepsilon U$ and $p(p-1)(\varepsilon U)^{p-1} \leq 1$.

If $p \geq 2$ then we take $\psi$ satisfying (5) with $p=2$, choose $\varepsilon>0$ such that $p$ ( $p-$ 1) $\varepsilon U \varphi_{\alpha}^{p-2} \leq 1$, and use the inequalities

$$
\varphi_{\alpha}^{p-1}-(\bar{u})^{p-1} \leq(p-1) \varepsilon U \varphi_{\alpha}^{p-2} e^{\psi} \leq \frac{1}{p} e^{\psi} .
$$

Using the supersolution $\bar{u}$ and a sequence of solutions $\left\{u_{i}\right\}$ of (1) with the initial data $u_{i}(x,-i)=\bar{u}(|x|,-i)$, we can show as in [17] that the sequence $\left\{u_{i}\right\}$ converges to a solution $u$ of (1) defined for $t<0$ and decreasing in $t$. Therefore the solution can be continued for $t \geq 0$, and since there is no steady state between $\varphi_{\alpha}$ and 0 , we have $u \rightarrow 0$ as $t \rightarrow \infty$.

In the case (ii) we construct a subsolution $\underline{u}$ and a supersolution $\bar{u}$ in the following way.
Let $\mu_{0}$ and $U$ be as in Lemma 3.3 and let $\varepsilon_{1}>0$ be specified later. If

$$
\underline{u}(r, t):=\varphi_{\alpha}(r)+\varepsilon_{1} e^{\mu_{0} t} U(r), \quad r \geq 0, \quad s \leq 0
$$

then

$$
\underline{u}_{t}-\underline{u}_{r r}-\frac{N-1}{r} \underline{u}_{r}-\underline{u}^{p}=\varphi_{\alpha}^{p}-\underline{u}^{p}+p \varepsilon_{1} e^{\mu_{0} t} \varphi_{\alpha}^{p-1} U \leq 0 .
$$

To construct a supersolution we again consider first the case when $1<p<2$. Let $\Psi$ be the solution of

$$
\left\{\begin{array}{l}
\Psi^{\prime}=\mu_{0}+e^{(p-1) \Psi}, \quad t \leq 0  \tag{6}\\
\Psi(0)=0
\end{array}\right.
$$

which can be written explicitly as

$$
\Psi(t)=\mu_{0} t-\frac{1}{p-1} \log \left[1+\frac{1}{\mu_{0}}\left(1-e^{\mu_{0}(p-1) t}\right)\right] .
$$

If we set

$$
\bar{u}(r, t):=\varphi_{\alpha}(r)+\varepsilon_{2} e^{\Psi(t)} U(r), \quad r \geq 0, \quad t \leq 0, \quad \varepsilon_{2}>0
$$

then

$$
\begin{aligned}
\bar{u}_{t}-\bar{u}_{r r} & -\frac{N-1}{r} \bar{u}_{r}-(\bar{u})^{p} \\
& =\varphi_{\alpha}^{p}-(\bar{u})^{p}+p \varepsilon_{2} e^{\Psi} \varphi_{\alpha}^{p-1} U+\varepsilon_{2} e^{\Psi} \Psi^{\prime} U-\mu_{0} \varepsilon_{2} e^{\Psi} U \\
& \geq \varepsilon_{2} e^{\Psi} U\left[-p\left((\bar{u})^{p-1}-\varphi_{\alpha}^{p-1}\right)+\Psi^{\prime}-\mu_{0}\right] \\
& \geq \varepsilon_{2} e^{\Psi} U\left[-p(p-1)\left(\varepsilon_{2} e^{\Psi} U\right)^{p-1}+\Psi^{\prime}-\mu_{0}\right] \\
& \geq \varepsilon_{2} e^{\Psi} U\left[-e^{(p-1) \Psi}+\Psi^{\prime}-\mu_{0}\right]=0,
\end{aligned}
$$

where we have chosen $\varepsilon_{2}>0$ such that $\varphi_{\alpha}>\varepsilon_{2} U$ and $p(p-1)\left(\varepsilon_{2} U\right)^{p-1} \leq 1$.
If $p \geq 2$ then we take $\Psi$ satisfying (6) with $p=2$, choose $\varepsilon_{2}>0$ such that $\varphi_{\alpha}>\varepsilon_{2} U$, $p(p-1) \varepsilon_{2} U\left(2 \varphi_{\alpha}\right)^{p-2} \leq 1$, and use the inequalities

$$
(\bar{u})^{p-1}-\varphi_{\alpha}^{p-1} \leq(p-1) \varepsilon_{2} U\left(2 \varphi_{\alpha}\right)^{p-2} e^{\Psi} \leq \frac{1}{p} e^{\Psi}
$$

If we now take $\varepsilon_{1}>0$ such that

$$
\varepsilon_{1}<\varepsilon_{2}\left(1+\frac{1}{\mu_{0}}\right)^{-1 /(p-1)}
$$

then

$$
0<\bar{u}(r, t)-\underline{u}(r, t)<\varepsilon_{2} e^{\mu_{0} t}, \quad r \geq 0, \quad t \leq 0 .
$$

Since the subsolution $\underline{u}$ is increasing in $t$, by using a sequence of solutions $\left\{u_{i}\right\}$ of (1) with the initial data $u_{i}(x,-i)=\underline{u}(|x|,-i)$, we can show as in [17] that the sequence $\left\{u_{i}\right\}$ converges to a solution $u$ of (1) defined for $t<0$ and increasing in $t$.
4. Properties of backward self-similar solutions. For a solution $u$ of (1) defined for $t \in(-\infty, 0)$, we set

$$
\begin{equation*}
w(y, s)=(-t)^{1 /(p-1)} u(x, t), \quad y=\frac{x}{\sqrt{-t}}, \quad s=-\log (-t) \tag{7}
\end{equation*}
$$

Then we obtain the following equation for $w$ :

$$
\begin{equation*}
w_{s}=\Delta w-\frac{1}{2} y \cdot \nabla w-\frac{1}{p-1} w+|w|^{p-1} w, \quad y \in \boldsymbol{R}^{N}, s \in \boldsymbol{R} . \tag{8}
\end{equation*}
$$

Let $w=b(r), r=|y|$, be any radially symmetric steady state of this equation. Then $b$ must satisfy

$$
\left\{\begin{array}{l}
b_{r r}+\frac{N-1}{r} b_{r}-\frac{r}{2} b_{r}-\frac{1}{p-1} b+|b|^{p-1} b=0, \quad r>0,  \tag{9}\\
b(0)=\alpha, \quad b_{r}(0)=0,
\end{array}\right.
$$

for some $\alpha>0$. If $b(r)>0$ for all $r>0$, then

$$
\begin{equation*}
u=B(x, t):=(-t)^{-1 /(p-1)} b\left((-t)^{-1 / 2}|x|\right), \quad x \in R^{N}, t<0, \tag{10}
\end{equation*}
$$

is called a (positive radial) backward self-similar solution of (1). We note that $b=\varphi_{\infty}(r)$ satisfies the equation in (9).

For a proof of the following lemma we refer to [24, 25] or [19, Theorem 12.1].
Lemma 4.1. Let $p_{S}<p<p_{L}$. Then there exists $\alpha_{*}>0$ such that the solution $b$ of (9) has the following properties:
(i) If $\alpha=\alpha_{*}$, then $b(r)$ is positive for all $r>0$, decreasing in $r>0$, and intersects exactly twice with $\varphi_{\infty}$. Moreover, there exists a constant $l \in(0, L)$ such that $b(r)=l r^{-m}+$ $o\left(r^{-m}\right)$ as $r \rightarrow \infty$.
(ii) If $\alpha<\alpha_{*}$, then $b(r)$ vanishes at some finite $r$.

Let $b$ be the solution of $(9)$ with $b(0)=\alpha_{*}$, and $W$ be the unique solution of the linearized problem

$$
\left\{\begin{array}{l}
\mu W=W_{r r}+\frac{N-1}{r} W_{r}-\frac{r}{2} W_{r}-\frac{1}{p-1} W+p b^{p-1} W, \quad r>0,  \tag{11}\\
W(0)=1, \quad W_{r}(0)=0 .
\end{array}\right.
$$

Lemma 4.2. Let $p_{S}<p<p_{L}$. Then there exists a unique $\mu_{0}>0$ such that the solution of (11) with $\mu=\mu_{0}$ satisfies $W(r)>0$ for all $r>0$ and $W(s)=o\left(e^{-r^{2} / 4}\right)$ as $r \rightarrow \infty$.

Proof. Set

$$
\tilde{W}:=b-\varphi_{\infty} .
$$

Then $\tilde{W}$ satisfies

$$
\tilde{W}_{r r}+\frac{N-1}{r} \tilde{W}_{r}-\frac{r}{2} \tilde{W}_{r}-\frac{1}{p-1} \tilde{W}+\tilde{q}(r) \tilde{W}=0, \quad r>0,
$$

where

$$
\tilde{q}(r):=\frac{b^{p}-\varphi_{\infty}^{p}}{b-\varphi_{\infty}} .
$$

By Lemma 4.1, $\tilde{W}$ has exactly two zeros $0<z_{1}<z_{2}<\infty$ so that $\tilde{W}\left(z_{1}\right)=\tilde{W}\left(z_{2}\right)=0$ and $\tilde{q}(r)<p b^{p-1}$ for $r \in\left(z_{1}, z_{2}\right)$. By the Sturm comparison theorem, $W$ must vanish at some $r \in\left(z_{1}, z_{2}\right)$.

Next, define

$$
\mu_{0}:=\sup \{\mu>0 ; W(r) \text { changes sign }\} .
$$

If $\mu \geq-1 /(p-1)+p \alpha^{p-1}$, then $\mu>-1 /(p-1)+p \varphi_{\alpha}^{p-1}$ for all $r>0$. Then by the equation

$$
r^{N-1} e^{-r^{2} / 4} W_{r}=\int_{0}^{r} \rho^{N-1} e^{-\rho^{2} / 4}\left(\mu+\frac{1}{p-1}-p b(\rho)^{p-1}\right) W(\rho) d \rho,
$$

$W$ and $r^{N-1} e^{-r^{2} / 4} W_{r}$ are increasing in $r>0$. Hence $\mu_{0}$ is finite. Since $W$ depends on $\mu$ continuously and every zero of $W$ is nondegenerate, $W$ does not change sign for $\mu=\mu_{0}$. If $W$ changes sign for some $\mu_{1}>0$, then by the Sturm comparison theorem, $W$ changes sign for all $\mu<\mu_{1}$. Thus $W$ changes sign for all $\mu<\mu_{0}$.

Set

$$
W=e^{r^{2} / 4} \hat{W}
$$

Then we have the following relations:

$$
\begin{aligned}
& W_{r}=\frac{1}{2} r e^{r^{2} / 4} \hat{W}+e^{r^{2} / 4} \hat{W}_{r}, \\
& W_{r r}=\left(\frac{1}{2}+\frac{1}{4} r^{2}\right) e^{r^{2} / 4} \hat{W}+r e^{r^{2} / 4} \hat{W}_{r}+e^{r^{2} / 4} \hat{W}_{r r}
\end{aligned}
$$

Substituting these in (11), we find that $\hat{W}$ satisfies the initial value problem

$$
\left\{\begin{array}{l}
\hat{W}_{r r}+\left(\frac{N-1}{r}+\frac{r}{2}\right) \hat{W}_{r}+\left(-\mu-\frac{1}{p-1}+\frac{N}{2}+p b^{p-1}\right) \hat{W}=0, \\
\hat{W}(0)=1, \quad \hat{W}_{r}(0)=0 .
\end{array}\right.
$$

Hence $\hat{W}$ tends to $\infty$ or 0 exponentially as $r \rightarrow \infty$. Since $b(r)$ is decreasing in $r>0$, the function

$$
\hat{q}(r):=-\mu-\frac{1}{p-1}+\frac{N}{2}+p b^{p-1}(r)
$$

changes sign at most once:

$$
\hat{q}(r)>0 \text { for } r \in\left[0, r_{0}\right), \quad \hat{q}\left(r_{0}\right)=0, \quad \hat{q}(r)<0 \text { for } r \in\left(r_{0}, \infty\right)
$$

for some $r_{0}$. Note that $\hat{W}_{r}<0$ for $r \in\left(0, r_{0}\right)$.
Let $\mu<\mu_{0}$. Then $\hat{W}$ is decreasing in $r \in(0, z)$. Indeed, if $\hat{W}_{r}\left(r_{1}\right)=0$ and $W\left(r_{1}\right)>0$, then $r_{1}>r_{0}$ and $W_{r}(r)>0$ for all $r>r_{1}$ so that $\hat{W}$ has no zero for $r>r_{1}$, a contradiction. Taking the limit $r_{1} \rightarrow r_{0}$, we find that $\hat{W}$ is positive and decreasing for all $r>0$. Moreover, it is easy to see from the equation that $\hat{W} \rightarrow 0$ as $r \rightarrow \infty$. This implies $W(r)=o\left(e^{-r^{2} / 4}\right)$ as $r \rightarrow \infty$. Finally, by the same argument as in the proof of Lemma 3.3, $W>0$ for all $r>0$ but can not decay to 0 as $r \rightarrow \infty$ for $\mu>\mu_{0}$.

Proposition 4.3. Let $p_{S}<p<p_{L}$, and let b be the solution of (9) with $b(0)=$ $\alpha_{*}$. Then there exists an ancient solution of (8) such that $w$ is decreasing in $s$ and $\| w(\cdot, s)$ $-b(|\cdot|) \|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $s \rightarrow-\infty$.

Proof. To show the existence of an ancient solution of (8) that converges to $b$ exponentially as $s \rightarrow-\infty$, we employ an idea of Fukao, Morita and Ninomiya [17] to (8). We first construct a subsolution $\underline{w}$ and a supersolution $\bar{w}$ as follows.

Let $\mu_{0}$ and $W$ be as in Lemma 4.2 and choose $\varepsilon \in\left(0, \alpha_{*}\right)$ such that $b-\varepsilon W>0$. If

$$
\underline{w}(r, s):=b(r)-\varepsilon e^{\mu_{0} s} W(r), \quad r \geq 0, \quad s \leq 0,
$$

then

$$
\begin{aligned}
\underline{w}_{s}-\underline{w}_{r r} & -\frac{N-1}{r} \underline{w}_{r}+\frac{r}{2} \underline{w}_{r}-\underline{w}^{p}+\frac{1}{p-1} \underline{w} \\
& =b^{p}-\underline{w}^{p}-p \varepsilon e^{\mu_{0} s} b^{p-1} W \leq 0 .
\end{aligned}
$$

To construct a supersolution we distinguish two cases as before. Consider first the case when $1<p<2$. Let $\psi$ be the solution of the ODE-problem (5) and set

$$
\bar{w}(r, s):=b(r)-\varepsilon e^{\psi(s)} W(r), \quad r \geq 0, \quad s \leq 0
$$

Then

$$
\begin{aligned}
\bar{w}_{s}-\bar{w}_{r r} & -\frac{N-1}{r} \bar{w}_{r}+\frac{r}{2} \bar{w}_{r}-(\bar{w})^{p}+\frac{1}{p-1} \bar{w} \\
& =b^{p}-(\bar{w})^{p}-p \varepsilon e^{\psi} b^{p-1} W-\varepsilon e^{\psi} \psi^{\prime} W+\mu_{0} \varepsilon e^{\psi} W \\
& \geq \varepsilon e^{\psi} W\left[p\left((\bar{w})^{p-1}-b^{p-1}\right)-\psi^{\prime}+\mu_{0}\right] \\
& \geq \varepsilon e^{\psi} W\left[-p(p-1)\left(\varepsilon e^{\psi} W\right)^{p-1}-\psi^{\prime}+\mu_{0}\right] \\
& \geq \varepsilon e^{\psi} W\left[-e^{(p-1) \psi}-\psi^{\prime}+\mu_{0}\right]=0
\end{aligned}
$$

where we have chosen $\varepsilon>0$ such that $b>2 \varepsilon W$ and $p(p-1)(\varepsilon W)^{p-1} \leq 1$.

If $p \geq 2$ then we take $\psi$ satisfying (5) with $p=2$, choose $\varepsilon>0$ such that $p(p-$ 1) $\varepsilon W b^{p-2} \leq 1$, and use the inequalities

$$
b^{p-1}-(\bar{w})^{p-1} \leq(p-1) \varepsilon W b^{p-2} e^{\psi} \leq \frac{1}{p} e^{\psi}
$$

Using the supersolution $\bar{w}$, we define a sequence of solutions $\left\{w_{i}\right\}$ of (8) with the initial data $w_{i}(y,-i)=\bar{w}(|y|,-i)$. Although the right-hand side of (8) includes a gradient term, we can show as in [17] that the sequence $\left\{w_{i}\right\}$ converges to a solution $w$ of (8) defined for $s<0$ and decreasing in $s$.
5. Properties of forward self-similar solutions. For a solution $u$ of (1) defined for $t \in(0, \infty)$, we set

$$
\begin{equation*}
v(y, s)=t^{1 /(p-1)} u(x, t), \quad y=\frac{x}{\sqrt{t}}, \quad s=\log t \tag{12}
\end{equation*}
$$

Then we obtain the following equation for $v$ :

$$
\begin{equation*}
v_{s}=\Delta v+\frac{1}{2} y \cdot \nabla v+\frac{1}{p-1} v+|v|^{p-1} v, \quad s \in \boldsymbol{R}, y \in \boldsymbol{R}^{N} . \tag{13}
\end{equation*}
$$

Let $v=f(r), r=|y|$, be any radially symmetric steady state of this equation. Then $f$ must satisfy the initial value problem

$$
\left\{\begin{array}{l}
f_{r r}+\frac{N-1}{r} f_{r}+\frac{r}{2} f_{r}+\frac{m}{2} f+|f|^{p-1} f=0, \quad r>0  \tag{14}\\
f(0)=\alpha, \quad f_{r}(0)=0
\end{array}\right.
$$

for some $\alpha>0$. We denote the solution of the initial value problem by $f_{\alpha}(r)$. If $f_{\alpha}(r)>0$ for all $r>0$, then

$$
\begin{equation*}
u=F_{\alpha}(x, t):=t^{-1 /(p-1)} f_{\alpha}\left(t^{-1 / 2}|x|\right), \quad x \in \boldsymbol{R}^{N}, t>0, \tag{15}
\end{equation*}
$$

is called a (positive radial) forward self-similar solution of (1). We note that $f=\varphi_{\infty}(r)$ satisfies the equation in (14).

It was shown in [21] that (14) has a unique global solution $f_{\alpha}$, and it satisfies the condition

$$
f_{\alpha}(r)=l_{\alpha} r^{-m}+o\left(r^{-m}\right) \quad \text { as } r \rightarrow \infty
$$

with some constant $l_{\alpha}$ depending continuously on $\alpha$.
The next result is due to $[21,28,36]$.
Lemma 5.1. Let $p \geq p_{S}$. Then for any $\alpha>0$, the solution $f_{\alpha}(r)$ of (14) is positive for all $r>0$, and $l_{\alpha}$ is positive and continuous in $\alpha>0$. Moreover, there exists $\alpha^{*}=$ $\alpha^{*}(p, N) \in(0, \infty]$ with the following properties:
(i) $\alpha^{*}<\infty$ if $p_{S} \leq p<p_{c}$ and $\alpha^{*}=\infty$ if $p \geq p_{c}$.
(ii) The solution $f_{\alpha}(r)$ of (14) is increasing in $\alpha \in\left(0, \alpha^{*}\right)$ for every $r>0$.
(iii) $l_{\alpha}$ is increasing in $\alpha \in\left(0, \alpha^{*}\right)$.
(iv) If $p_{S} \leq p<p_{c}$, then $l_{\alpha} \rightarrow 0$ as $\alpha \rightarrow 0$ and $l_{\alpha^{*}}>L$.

Lemma 5.2. Let $p \geq p_{\text {s }}$. For any $l \in(0, L)$, there exists $\alpha \in\left(0, \alpha^{*}\right)$ such that $f_{\alpha}(r)=l r^{-m}+o\left(r^{-m}\right)$ as $r \rightarrow \infty$ and $0<f_{\alpha}(r)<\varphi_{\infty}(r)$ for all $r>0$.

Proof. By Lemma 5.1, for any $l \in(0, L)$, there exists $\alpha \in\left(0, \alpha^{*}\right)$ such that $l_{\alpha}=l$. Suppose that $f_{\alpha}$ intersects with $\varphi_{\infty}$ and let $0<z_{1}<z_{2}$ be two zeros of $Y(r):=f_{\alpha}-\varphi_{\infty}$ such that $Y\left(z_{1}\right)=Y\left(z_{2}\right)=0$ and $Y(r)>0$ for $r \in\left(z_{1}, z_{2}\right)$. We take $\beta>0$ such that $\beta \in\left(\alpha, \alpha^{*}\right)$ and set $Z(r):=f_{\beta}-\varphi_{\infty}$.

The functions $Y(r)$ and $Z(r)$ satisfy the equations

$$
\begin{aligned}
& Y_{r r}+\frac{N-1}{r} Y_{r}+\frac{r}{2} Y_{r}+\frac{1}{p-1} Y+\eta(r) Y=0, \quad r>0, \\
& Z_{r r}+\frac{N-1}{r} Z_{r}+\frac{r}{2} Z_{r}+\frac{1}{p-1} Z+\zeta(r) Z=0, \quad r>0,
\end{aligned}
$$

respectively, where

$$
\eta(r):=\frac{f_{\alpha}^{p}-\varphi_{\infty}^{p}}{f_{\alpha}-\varphi_{\infty}}, \quad \zeta(r):=\frac{f_{\beta}^{p}-\varphi_{\infty}^{p}}{f_{\beta}-\varphi_{\infty}} .
$$

Here since $f_{\alpha}<f_{\beta}$, we have $\eta(r)<\zeta(r)$ for $r \in\left[z_{1}, z_{2}\right]$. Then by the Sturm comparison theorem, $Z$ must vanish at some $r \in\left(z_{1}, z_{2}\right)$, a contradiction.
6. Proofs of the main results. In this section we complete the proofs of Theorems 2.1 through 2.4. We also give some related results.

We begin with the following lemma.
Lemma 6.1. Assume that $u(\cdot, 0) \in L^{\infty}\left(\boldsymbol{R}^{N}\right)$.
(i) Let $p_{s g}<p<p_{c}$. If $0 \leq u(x, 0) \leq \varphi_{\infty}(|x|)$ for all $x \in \boldsymbol{R}^{N} \backslash\{0\}$, then the solution of (1) satisfies $\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $t \rightarrow \infty$.
(ii) Let $p \geq p_{c}$. If $0 \leq u(x, 0) \leq \varphi_{\infty}(|x|)$ for all $x \in \boldsymbol{R}^{N} \backslash\{0\}$ and

$$
\limsup _{|x| \rightarrow \infty}|x|^{m} u(x, 0)<L,
$$

then the solution of (1) satisfies $\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $t \rightarrow \infty$.
Proof. For (i), see [19, 36]. The assertion (ii) is proved in [32, Theorem 4.5].
By Lemma 5.2, for any $l \in(0, L)$, there exists a unique $\alpha_{l}>0$ such that the solution of (14) satisfies the following two conditions:

$$
\begin{aligned}
& f_{\alpha_{l}}(r)=l r^{-m}+o\left(r^{-m}\right) \quad \text { as } \quad r \rightarrow \infty, \\
& 0<f_{\alpha_{l}}(r)<L r^{-m} \quad \text { for all } \quad r>0 .
\end{aligned}
$$

We give a sufficient condition for the convergence of solutions of (13) to $f_{\alpha_{l}}(|y|)$.
Lemma 6.2. Let $p_{S} \leq p<p_{c}$. Suppose that $v$ satisfies the following two conditions:

$$
\begin{aligned}
& 0 \leq v(y, 0) \leq \varphi_{\infty}(|y|) \text { for } y \in \boldsymbol{R}^{N} \backslash\{0\}, \\
& v(y, 0)=l|y|^{-m}+o\left(|y|^{-m}\right) \text { as }|y| \rightarrow \infty,
\end{aligned}
$$

with some $l \in(0, L)$. Then the solution of (13) exists for all $s>0$ and $\| v(\cdot, s)$ $-f_{\alpha_{l}}(|\cdot|) \|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \rightarrow 0$ as $s \rightarrow \infty$.

Proof. Let $u$ be the corresponding solution of (1). Then by Lemma 6.1, $u$ exists for all $t>0$ and becomes smaller than $f_{\alpha^{*}}$ in finite time. Then we can apply [15, Lemma 3.1] to show that for any $\varepsilon>0$, there exists $s_{\varepsilon}>0$ such that

$$
f_{\alpha_{l}-\varepsilon}(|y|)<v(y, s)<f_{\alpha_{l}+\varepsilon}(|y|) \text { for all } y \in \boldsymbol{R}^{N}, s>s_{\varepsilon} .
$$

Since $\varepsilon>0$ is arbitrary, this implies the uniform convergence to $f_{\alpha_{l}}$.
Now we are in a position to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. Let $w$ be the ancient solution of (8) given in Proposition 4.3. Then the corresponding solution $u$ of (1) given by

$$
u=(-t)^{-1 /(p-1)} w(y, s), \quad y=\frac{x}{\sqrt{-t}}, \quad s=-\log (-t), t<0
$$

is an ancient solution of (1) satisfying (i) and (ii). Since there is no positive steady state of (9) below $b$, the solution $w$ becomes smaller than $\varphi_{\infty}$ in finite time. This implies that $u$ also satisfies $u<\varphi_{\infty}$ for some finite $t$. Then from Lemma 6.2, we see that (iii) holds.

Corollary 6.3. Let $N=3,4$ and $p_{S}<p<p_{L}$. If $u$ is the homoclinic orbit constructed in the proof of Theorem 2.1, then $E[u(\cdot, t)]=+\infty$ for all $t \in \boldsymbol{R}$.

Proof. Since

$$
\begin{aligned}
E[u(\cdot, t)]= & \int_{0}^{R} r^{N-1}\left(\frac{1}{2} u_{r}^{2}-\frac{1}{p+1} u^{p+1}\right) d r \\
& +\int_{R}^{\infty} r^{N-1}\left(\frac{1}{2} u_{r}^{2}-\frac{1}{p+1} u^{p+1}\right) d r=: I_{1}+I_{2}
\end{aligned}
$$

where $I_{1}$ is finite and

$$
\begin{equation*}
I_{2} \sim h(l, p) \int_{R}^{\infty} r^{N-3-2 m} d r, \quad h(l, p):=\frac{l^{2}}{2}-\frac{l^{p+1}}{p+1} \tag{16}
\end{equation*}
$$

for $R$ large enough, we obtain $I_{2}=\infty$ if $N-3-2 m>-1$ and $h(l, p)>0$, which is equivalent to $p>p_{S}$ and

$$
l<\left(\frac{p+1}{2}\right)^{1 /(p-1)}
$$

The last inequality holds for $N=3,4$ because $l<L$ and $p>p_{S}$.
We note that in the case $N>4$, the right-hand side of (16) is infinite if $h(l, p) \neq 0$, but it is not easy to determine the sign of $h(l, p)$.

If $B$ is the backward self-similar solution given by (10) with $b$ as in Lemma 4.1 (i), and $F_{\alpha}$ is the forward self-similar solution given by (15) with $\alpha \in\left(0, \alpha^{*}\right)$ and $l_{\alpha}=l$, then

$$
\lim _{t \uparrow 0} B(x, t)=\lim _{t \downarrow 0} F_{\alpha}(x, t)=l|x|^{-m}, \quad x \in \boldsymbol{R}^{N} \backslash\{0\},
$$

and

$$
u^{\infty}(x, t):= \begin{cases}B(x, t) & (x, t) \in \boldsymbol{R}^{N} \times(-\infty, 0) \\ l|x|^{-m} & (x, t) \in\left(\boldsymbol{R}^{N} \backslash\{0\}\right) \times\{0\} \\ F_{\alpha}(x, t) & (x, t) \in \boldsymbol{R}^{N} \times(0, \infty)\end{cases}
$$

is an entire weak solution of (1) (see [19]), which converges uniformly to zero as $t \rightarrow \pm \infty$.
If $u$ is a homoclinic orbit, then

$$
u^{\lambda}(x, t):=\lambda^{m} u\left(\lambda x, \lambda^{2} t\right), \quad \lambda>0,
$$

is also a homoclinic orbit. In the next theorem we show the convergence of $u^{\lambda}$ to $u^{\infty}$ as $\lambda \rightarrow \infty$.

THEOREM 6.4. Let $u$ be the homoclinic orbit constructed in the proof of Theorem 2.1. Then $u^{\lambda}(x, t)$ approaches the singular homoclinic orbit $u^{\infty}$ in the following sense:
(i) For any $\tau<0, u^{\lambda}(x, t) / B(x, t) \rightarrow 1$ as $\lambda \rightarrow \infty$ uniformly in $(x, t) \in \boldsymbol{R}^{N} \times$ $(-\infty, \tau)$, where $B$ is the backward self-similar solution given by (10) with $b$ as in Lemma 4.1 (i).
(ii) For any $\tau>0, u^{\lambda}(x, t) \rightarrow F_{\alpha}(x, t)$ as $\lambda \rightarrow \infty$ uniformly in $(x, t) \in \boldsymbol{R}^{N} \times(\tau, \infty)$, where $F_{\alpha}$ is the forward self-similar solution given by (15) with $\alpha \in\left(0, \alpha^{*}\right)$ and $l_{\alpha}=l$.

Proof. Let $w(y, s)$ be the ancient solution of (8) given as above. Then we have

$$
\frac{w(y, s)}{b(|y|)} \rightarrow 1 \text { as } s \rightarrow-\infty
$$

uniformly in $y \in \boldsymbol{R}^{N}$. In the original variables $x$ and $t<0$, this implies

$$
\frac{(-t)^{1 /(p-1)} u(x, t)}{b\left((-t)^{-1 / 2}|x|\right)} \rightarrow 1 \text { as } t \rightarrow-\infty .
$$

Transforming $t \rightarrow \lambda^{2} t, x \rightarrow \lambda x$ with $\lambda>0$, this is rewritten as

$$
\frac{\left(-\lambda^{2} t\right)^{1 /(p-1)} u\left(\lambda x, \lambda^{2} t\right)}{b\left(\left(-\lambda^{2} t\right)^{-1 / 2}|\lambda x|\right)} \rightarrow 1 \text { as } \lambda^{2} t \rightarrow-\infty
$$

Hence for any $\tau<0$, we have

$$
\frac{\lambda^{m} u\left(\lambda x, \lambda^{2} t\right)}{(-t)^{-1 /(p-1)} b\left((-t)^{-1 / 2}|x|\right)}=\frac{u^{\lambda}(x, t)}{B(x, t)} \rightarrow 1 \text { as } \lambda \rightarrow \infty
$$

uniformly in $(x, t) \in \boldsymbol{R}^{N} \times(-\infty, \tau)$. Thus (i) is proved.
Next, let us consider the properties of the entire solution for $t>0$. Let $v$ be the corresponding solution of (13). By Lemma 6.2, we have

$$
v(y, s) \rightarrow f_{\alpha_{l}}(|y|) \text { as } s \rightarrow \infty
$$

uniformly in $y \in \boldsymbol{R}^{N}$. In the original variables $x$ and $t>0$, this implies

$$
t^{1 /(p-1)} u(x, t) \rightarrow f_{\alpha_{l}}\left(t^{-1 / 2}|x|\right) \text { as } t \rightarrow+\infty
$$

Transforming $t \rightarrow \lambda^{2} t, x \rightarrow \lambda x$ with $\lambda>0$, this is rewritten as

$$
\left(\lambda^{2} t\right)^{1 /(p-1)} u\left(\lambda x, \lambda^{2} t\right) \rightarrow f_{\alpha_{l}}\left(\left(\lambda^{2} t\right)^{-1 / 2}|\lambda x|\right) \text { as } \lambda^{2} t \rightarrow+\infty
$$

Hence for any $\tau>0$, we have

$$
\lambda^{m} u\left(\lambda x, \lambda^{2} t\right) \rightarrow t^{-1 /(p-1)} f_{\alpha_{l}}\left(t^{-1 / 2}|x|\right) \text { as } \lambda \rightarrow \infty
$$

uniformly in $\boldsymbol{R}^{N} \times(\tau, \infty)$. This completes the proof of (ii).
The following result is a consequence of [10, Theorems 1.2 and 1.3].
Lemma 6.5. Let $p>p_{F}$. Suppose that

$$
0 \leq u(x, 0) \leq \varphi_{\infty}(|x|) \text { for } x \in \boldsymbol{R}^{N} \backslash\{0\}
$$

and

$$
k_{1}|x|^{-d} \leq u(x, 0) \leq k_{2}|x|^{-d} \text { for }|x|>R
$$

with some positive constants $d>m, k_{1}, k_{2}$ and $R$. Then the solution of (1) exists globally in time and there are constants $C_{1}, C_{2}>0$ and $t_{1}>1$ such that

$$
C_{1} g_{d}(t) \leq\|u(\cdot, t)\|_{L^{\infty}\left(\boldsymbol{R}^{N}\right)} \leq C_{2} g_{d}(t) \text { for } t \geq t_{1}
$$

where

$$
g_{d}(t):= \begin{cases}t^{-d / 2} & \text { if } m<d<N \\ t^{-N / 2} \ln t & \text { if } d=N \\ t^{-N / 2} & \text { if } d>N\end{cases}
$$

PROOF OF THEOREM 2.2. Let $u$ be the ancient solution of (1) given in Proposition 3.4 (i). Then the assertion (i) is clear from the construction of the ancient solution. Since $u$ is below the steady state $\varphi_{\alpha}$ and decreasing in $t, u$ exists globally in time and becomes smaller than $\varphi_{\infty}$ in finite time. Then the conclusion immediately follows from Lemmas 3.2 and 6.5.

PROOF OF THEOREM 2.3. Let $u$ be the ancient solution of (1) given in Proposition 3.4 (ii). Then the assertion (i) is clear from the construction of the ancient solution defined for $t<T$, where $T>0$ is the maximal existence time of the solution.

Let $B_{1}$ be the unit ball centered at the origin. Since the solution is radial and decreasing in $r=|x|$, we can show in a similar manner to [16] that the solution is bounded on $\partial B_{1}$ for $t \in(-\infty, T)$. On the other hand, since $U=u_{t}$ satisfies the inequality

$$
U_{t} \geq \Delta U
$$

it follows from the maximum principle that $u_{t}=U>\delta$ for all $t \in(0, T)$ and $x \in B_{1}$.
Following an argument in [16], we set

$$
J:=u_{t}-\varepsilon u^{p}
$$

and take $\varepsilon>0$ so small that $J(x, 0)>0$ for $x \in B_{1}$ and $J(x, t)>0$ for $(x, t) \in \partial B_{1} \times(0, T)$. Since

$$
\begin{aligned}
J_{t}-\Delta J & =u_{t t}-\varepsilon p u^{p-1} u_{t}-\left\{\Delta u_{t}-\varepsilon p(p-1) u^{p-2}|\nabla u|^{2}-\varepsilon p u^{p-1} \Delta u\right\} \\
& =\left(u_{t}-\Delta u\right)_{t}-\varepsilon p u^{p-1}\left(u_{t}-\Delta u\right)+\varepsilon p(p-1) u^{p-2}|\nabla u|^{2} \\
& \geq p u^{p-1} u_{t}-\varepsilon p u^{2 p-1} \\
& =p u^{p-1} J,
\end{aligned}
$$

we have $J(x, t)>0$ for all $(x, t)$ by the maximum principle. Thus we obtain the inequality

$$
u_{t} \geq \varepsilon u^{p}
$$

for all $(x, t) \in B_{1} \times(0, T)$.
Therefore $m(t):=\max u=u(0, t)$ satisfies the inequality

$$
m_{t} \geq \varepsilon m^{p}
$$

for some $\varepsilon>0$. This shows that $T<\infty$ and the blow-up is of Type I.
Proof of Theorem 2.4. Suppose that there exists such an ancient solution $u$. By Lemma 5.1 (iv), there is a forward self-similar solution $F_{\alpha}(x, t)$ with $l_{\alpha}>L$. Since

$$
F_{\alpha}(x, t) \rightarrow l|x|^{-m} \text { as } t \downarrow 0,
$$

and $u$ is bounded by the singular steady state, we have

$$
-F_{\alpha}(x, t+\tau)<u(x, t)<F_{\alpha}(x, t+\tau), \quad x \in \boldsymbol{R}^{N}, t>\tau
$$

where $\tau>0$ is an arbitrary constant. Setting $t=0$, we obtain

$$
-F_{\alpha}(x, \tau)<u(x, 0)<F_{\alpha}(x, \tau), \quad x \in \boldsymbol{R}^{N}
$$

Letting $\tau \rightarrow \infty$, we have $F_{\alpha}(x, \tau) \rightarrow 0$ so that $u(x, 0) \equiv 0$, a contradiction.
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