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#### Abstract

In this dissertation, parabolic-pseudoparabolic equations are proposed to couple chemical reactions, diffusion, flow and mechanics in heterogeneous materials using the framework of mixture theory. The weak solvability is obtained in a one dimensional setting for the full system posed in a homogeneous domain - a formulation which we have obtained using the classical mixture theory. To give a glimpse of what each component of the system does, we illustrate numerically that approximate solutions according to the Rothe method exhibit realistic behaviour in suitable parameter regimes. The periodic homogenization in higher space dimensions is performed for a particular case of the initial system of partial differential equations posed in perforated domains. Besides obtaining upscaled model equations and formulas for computing effective transport coefficients, we also derive corrector/convergence estimates which delimitate the precision of the upscaling procedure. Finally, the periodic homogenization is performed for a thin vanishing multidomain. Corrector estimates are obtained for a comb-like domain placed on a thin plate in a monotone operator setting for pseudoparabolic equations.
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## Introduction

### 1.1 Background, motivation and research objectives

The starting point of this work is a partly dissipative model that consists of a nonlinearly coupled parabolic-pseudoparabolic system of partial differential equations based on the classical theory of mixtures, which is coupled with a nonlinear, non-monotonic ordinary differential equation. This way we model explicitly the evolution of the mechanics of the material and keep track of both chemical changes in volume fractions and moisture- and heatinduced mechanical displacements in the presence of small-wavelength oscillations. Such kind of partial differential equation structure arises when modeling geothermal flows and designing devices for the harvesting of geothermal energy (see [43], [44], [95], [98]), acid attack on concrete (see [6], [9], [14], [26], [32], [53], [56], [57], [101], [102], [103]), as well as in the design of solar cells (see [7], [51], [63]).

Interestingly, there is no general solvability theory for such systems; see [70], [71], [92], [128]. One reason for this is that it is not clear-cut how balance laws for multi-physics naturally couple with each other (i.e. often the constitutive laws for the structure of the transport fluxes are debatable; see for example [17], [31], [47], [81], [94], [104], [109], [145]). As typical feature of what we have in mind, the weak solvability of the system cannot be ensured in the absence of the pseudo-parabolic regularization (arising from e.g. a KevinVoigt viscoelasticity model [21]). Preliminary studies on remotely resembling evolution systems with pseudo-parabolic terms are [15], [25], [33], [50], [55], [107], [108], [112], [115].

Since it is not clear-cut how balance laws for multi-physics naturally couple each other, any chosen coupling is a modeling choice. While determining which model is appropriate for the problem at hand, one must, therefore, take the philosophy of modeling into account. A model is a tool for addressing predetermined questions. These questions are essential in choosing a known model or creating a new model as the length-scales, time-scales, quantities and errors used within the questions determine which concepts fit a model description. The model description itself can be contradictory, missing information, or not having the right level of complexity. For a mathematical model described by partial differential equations, these description problems arise when checking the existence, uniqueness, dependence on parameters, and shape/behavior of the solution. Passing this mathematical validation step means that the model is consistent in some parameter region, but not necessarily yielding physical behaviour. For example, if the model yields negative mass or blow up in certain quantities, then the model needs additional
physical constraints, which can severely restrict the parameter region even further. Passing this physical validation step means that the model can be used to describe the physical problem, but not necessarily that the model gives an accurate description of the real situation. Experimental validation against known data of the problem yields how accurate the model describes the problem. At each validation step it is determined whether the model is appropriate for answering the questions. Only when a model passes all validation steps, it can be deemed useful to answer the chosen predetermined questions.
This dissertation addresses the derivation and the mathematical and physical validation of a multi-physics model for in particular a concrete corrosion problem, but it is also related to generalizations where multi-physics scenarios are involved.

The main questions, which we address in this dissertation, are:
Q1: Under which assumptions on the non-linearities can we ensure the weak solvability of the well-posedness of the nonlinearly coupled parabolic-pseudoparabolic system describing the interplay between flow, diffusion, mechanical deformation and chemical reactions?

Q2: To which extent do the model parameters delimitate the existence (and eventually also the stability) of the target weak solutions?

Q3: In an attempt to handle the durability of large scale heterogeneous multistructures, to which extent can the upscaling of alike coupled systems be done? Is the pseudo-parabolic part of the system hindering the upscaling or is its presence rather an advantage?

Q4: Can the upscaling of our PDE systems be controlled in terms of corrector/convergence estimates?

Q5: In the specific case of a nonlinearly coupled parabolic-pseudoparabolic system posed in a perforated domain lying on a vanishing thin layer, can then the upscaling be performed also in a controlled manner (in terms of corrector/convergence estimates)?

In this work, we give partial answers to these questions. Most of the results are published or accepted for publication; we refer the reader to [136], [137], [142], [140], [143].

### 1.2 Outline of the dissertation

Chapter 2
This chapter contains a brief summary of known basic results used in this dissertation. The main parts of this chapter are about function spaces, twoscale convergence, periodic homogenization, general inequalities and embedding results.

Chapter 3
In this chapter, we built a 3-D continuum mixture model describing the corrosion of concrete with sulfuric acid. Essentially, the chemical reaction transforms slaked lime (calcium hydroxide) and sulfuric acid into gypsum releasing water. The model incorporates the evolution of chemical reaction, diffusion of species within the porous material and mechanical deformations. We apply this model to a 1-D problem of a plate-layer between concrete and sewer air. The influx of slaked lime from the concrete and sulfuric acid from the sewer air sustains a gypsum-creating chemical reaction (sulfatation or sulfate attack). The combination of the influx of matter and the chemical reaction causes a net growth in the thickness of the gypsum layer on top of the concrete base. The model allows for the determination of the plate layer thickness $h=h(t)$ as function of time, which indicates both the amount of gypsum being created due to concrete corrosion and the amount of slaked lime and sulfuric acid in the material. We identify numerically the existence of a parameter regime for which the model yields a non-decreasing plate layer thickness $h(t)$. Also we investigate the robustness of the model with respect to changes in the model parameters.

Chapter 4
In this chapter, we study the weak solvability of a nonlinearly coupled system of parabolic and pseudo-parabolic equations describing the interplay between mechanics, chemical reactions, diffusion and flow modelled within a mixture theory framework via energy-like estimates and Gronwall inequalities. In analytically derived parameter regimes, these estimates ensure the convergence of discretized-in-time partial differential equations. Additionally, we test and extend numerically these regimes. Especially, the size of the time-interval in which physical behaviour is observed, has our focus with emphasis on its dependence on selected parameters.

Chapter 5
In this chapter, we determine corrector estimates, which quantify the convergence speed of the upscaling of a pseudo-parabolic system containing drift
terms incorporating the separation of length scales with relative size $\epsilon \ll 1$. To achieve this goal, we exploit a natural spatial-temporal decomposition, which splits the pseudo-parabolic system into an elliptic partial differential equation and an ordinary differential equation coupled together. We obtain upscaled model equations, explicit equations for effective transport coefficients, as well as corrector estimates delimitating the quality of the upscaling. Finally, for special cases, we show convergence speeds for global times, i.e. $t \in \mathbf{R}_{+}$, by using time intervals expanding to the whole of $\mathbf{R}_{+}$simultaneously with passing to the homogenization limit $\epsilon \downarrow 0$.

## Chapter 6

In this chapter, we modify the pseudo-parabolic problem in two ways. First, we make the system of equations nonlinear with the use of monotone operators. Second, we change the domain to a simply-connected set of periodically placed parallel cylinders on a substrate, such that the thickness of the individual cylinders, the spacing between the cylinders, and the thickness of the substrate tend to 0 as $\epsilon$ tends to 0 . This domain represents a geometry used in solar cell production. For this nonlinear pseudo-parabolic problem, we obtain upscaled model equations, explicit equations for effective transport coefficients, as well as corrector estimates delimitating the quality of the upscaling.

## Chapter 7

This chapter is the final chapter of the dissertation. It describes briefly the results we accomplished in this dissertation (in relation to questions Q1-Q5 from Section 1.1), the conclusions we can draw from them and what type of research directions seem natural extensions or complements of the results presented in this dissertation.

## Chapter <br> 2

## Preliminaries

### 2.1 Function spaces

In this section, we give the definition and associated norms and also inner products in the case of Hilbert spaces for all the function spaces used in this dissertation. For general theory about these function spaces and their interrelations, we recommend [20], [48], [79], [121], and [146].

For simplicity, we assume that every domain $\Omega \subset \mathbf{R}^{d}$ for $d \in \mathbf{N}$ is equipped with the Lebesgue measure $\mathrm{d} \boldsymbol{x}$. Moreover, we assume that $p \in[1, \infty]$ and $n \in \mathbf{N}$ unless otherwise stated.
We start with the function spaces of continuous functions.
The space $C^{n}(\Omega)$ is the set of all functions $f: \Omega \rightarrow \mathbf{R}$ such that all derivatives up to and including $n$-th order exists and are continuous on $\Omega$.
The space $C^{\infty}(\Omega)$ is defined as $\bigcap_{n \in \mathbf{N}} C^{n}(\Omega)$.
The associated norms are $\|f\|_{C^{n}(\Omega)}:=\sum_{0 \leq|\boldsymbol{\alpha}| \leq n} \sup _{\boldsymbol{x} \in \Omega}\left|D^{\boldsymbol{\alpha}} f(\boldsymbol{x})\right|$.
Related are the continuous functions with compact support.
The space $C_{c}^{n}(\Omega)$ is the set of all functions $f: \Omega \rightarrow \mathbf{R}$ such that all derivatives up to and including $n$-th order exist and are continuous on $\Omega$ and there is a compact set $\mathbb{K} \subset \Omega$ such that $f$ is 0 on $\Omega \backslash \mathbb{K}$.
The space $C_{c}^{\infty}(\Omega)$, also denoted as $\mathcal{D}(\Omega)$, is defined as $\bigcap_{n \in \mathbf{N}} C_{c}^{n}(\Omega)$. Their associated norms are identical to the norms of $C^{n}(\Omega)$.

When one takes integrability as a more important property than continuity, one arrives naturally to the Lebesgue spaces.

The Lebesgue space $L^{p}(\Omega)$ for $p \in[1, \infty)$ is defined as the set of functions $f: \Omega \rightarrow \mathbf{R}$ such that the norm $\|f\|_{L^{p}(\Omega)}:=\int_{\Omega}|f(\boldsymbol{x})|^{p} \mathrm{~d} \boldsymbol{x}$ exists and is finite and with the identification of functions that only differ on null-sets.
The Lebesgue space $L^{\infty}(\Omega)$ is defined as the set of functions $f: \Omega \rightarrow \mathbf{R}$ such that the norm $\|f\|_{L^{\infty}(\Omega)}:=\operatorname{esssup}_{\boldsymbol{x} \in \Omega}|f(\boldsymbol{x})|$ exists and is finite and with the identification of functions that only differ on null-sets.
The Lebesgue space $L^{2}(\Omega)$ is also a Hilbert space with respect to the inner product $(f, g)_{L^{2}(\Omega)}=\int_{\Omega} f(\boldsymbol{x}) g(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}$.
Moreover, the space $L_{l o c}^{p}(\Omega)$ is defined as the set of all functions $f \in L^{p}(\Omega)$ such that $f$ has compact support within $\Omega$, i.e. there is a compact set $\mathbb{K} \subset \Omega$ such that $f$ is 0 on $\Omega \backslash \mathbb{K}$.

Related to the Lebesgue spaces are the Sobolev spaces.

The Sobolev space $W^{1, p}(\Omega)$ is defined as the set of functions $f \in L^{p}(\Omega)$ such that there exists a function $\boldsymbol{g} \in L^{p}(\Omega)^{d}$ which satisfies $\int_{\Omega} f \nabla \phi \cdot \boldsymbol{n} \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} \phi \boldsymbol{g} \cdot \boldsymbol{n} \mathrm{d} \boldsymbol{x}$ for all $\phi \in C_{c}^{\infty}(\Omega)$ and for all $\boldsymbol{n} \in \mathbf{R}^{n}$. The Sobolev spaces $W^{n, p}(\Omega)$ for $n \geq 1$ are defined recursively as the set of functions $f \in W^{n-1, p}(\Omega)$ such that there exists a function $D^{\alpha} f \in W^{n-1, p}(\Omega)^{d}$ for all $|\boldsymbol{\alpha}|_{1}=1$.
The associated norms are $\|f\|_{W^{n, p}(\Omega)}:=\left(\sum_{0 \leq|\boldsymbol{\alpha}|_{1} \leq n}\left\|D^{\boldsymbol{\alpha}} f\right\|_{L^{p}(\Omega)}^{p}\right)^{\frac{1}{p}}$ for $p \in$ $[1, \infty)$ and $\|f\|_{W^{n, \infty}(\Omega)}:=\max _{0 \leq|\boldsymbol{\alpha}|_{1} \leq n} \operatorname{esssup}_{\boldsymbol{x} \in \Omega}\left|D^{\boldsymbol{\alpha}} f(\boldsymbol{x})\right|$.
The Sobolev space $W^{n, 2}(\Omega)$ is also a Hilbert space with respect to the inner product $(f, g)_{W^{n, 2}(\Omega)}=\int_{\Omega} \sum_{0 \leq|\boldsymbol{\alpha}|_{1} \leq n} D^{\boldsymbol{\alpha}} f(\boldsymbol{x}) \cdot D^{\boldsymbol{\alpha}} g(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}$. This Hilbert space can also be denoted as $H^{n}(\Omega)$.
The Lebesgue spaces $L^{p}(\Omega)$ can now be interpreted as $W^{0, p}(\Omega)$.
Moreover, the space $W_{0}^{n, p}(\Omega)$ is the closure of $C_{c}^{n}(\Omega)$ with respect to the norm $\|\cdot\|_{W^{n, p}(\Omega)}$.

A special set of function spaces are those of periodic functions.
Let $G$ be a closed subset of the group of all translations on $\mathbf{R}^{d}$ such that the quotient group $\mathbf{R}^{d} / G$ can be identified with a finite subset $Y$ of $\mathbf{R}^{d}$ that is not a null-set.
A function $f$ is called $Y$-periodic if $f=f \circ g$ for all mappings $g \in G$.
The space $C_{\#}^{n}(Y)$ is the space of all $Y$-periodic functions in $C^{n}(Y)$.
The space $L_{\#}^{p}(Y)$ is the space of all $Y$-periodic functions in $L^{p}(Y)$.
The space $W_{\#}^{n, p}(Y)$ is the space of all $Y$-periodic functions in $W^{n, p}(Y)$.
The space $W_{\#}^{n, p}(Y) / \mathbf{R}$ is the space of all $Y$-periodic functions in $W^{n, p}(Y)$ with $\int_{Y} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}=0$.
The associated norms of these periodic function spaces are those of their nonperiodic counterparts.

More complicated function spaces to construct are the Bochner spaces, which are function spaces of functions that take values in other function spaces instead of $\mathbf{R}$.

Let $\mathbb{B}$ denote a Banach space. A Bochner space is in general a space of functions $f: \Omega \rightarrow \mathbb{B}$. A Bochner space can only be a Hilbert space if $\mathbb{B}$ is a Hilbert space, which we denote by $\mathbb{H}$ for differentiation with Banach spaces. Let $\mathbb{B}_{1}(\Omega)$ and $\mathbb{B}_{2}$ be Banach spaces and $\mathbb{H}_{1}(\Omega)$ and $\mathbb{H}_{2}$ be Hilbert spaces. In general The Bochner space $\mathbb{B}_{1}\left(\Omega ; \mathbb{B}_{2}\right)$ is a Banach space of functions for which
the following norm exists and is finite: $\|f\|_{\mathbb{B}_{1}\left(\Omega ; \mathbb{B}_{2}\right)}=\| \| f\left\|_{\mathbb{B}_{2}}(\boldsymbol{x})\right\|_{\mathbb{B}_{1}(\Omega)}$.
The Bochner space $\mathbb{H}_{1}\left(\Omega ; \mathbb{H}_{2}\right)$ is a Hilbert space of functions for which the following norm exists and is finite: $\|f\|_{\mathbb{H}_{1}\left(\Omega ; \mathbb{H}_{2}\right)}=\| \| f\left\|_{\mathbb{H}_{2}}(\boldsymbol{x})\right\|_{\mathbb{H}_{1}(\Omega)}$. We refrain from writing the inner product in general form as this form depends on the choice of $\mathbb{H}_{1}(\Omega)$.
The following two spaces are examples of Bochner spaces:
The Bochner space $W^{2,3}\left(\Omega ; L^{5}(0,1)\right)$ is a Banach space of functions for which the following norm exists and is finite:

$$
\begin{aligned}
&\|f\|_{W^{2,3}\left(\Omega ; L^{5}(0,1)\right)}=\| \| f\left\|_{L^{5}(0,1)}(\boldsymbol{x})\right\|_{W^{2,3}(\Omega)} \\
&=\left(\left.\left.\sum_{0 \leq|\boldsymbol{\alpha}|_{1} \leq 2} \int_{\Omega}\left|D^{\boldsymbol{\alpha}} \int_{0}^{1}\right| f(\boldsymbol{x}, t)\right|^{5} \mathrm{~d} t\right|^{\frac{3}{5}} \mathrm{~d} \boldsymbol{x}\right)^{\frac{1}{3}}
\end{aligned}
$$

The Bochner space $L^{2}\left(\Omega ; H^{1}(0,1)\right)$ is a Hilbert space of functions for which the following norm exists and is finite: $\|f\|_{L^{2}\left(\Omega ; H^{1}(0,1)\right)}=\| \| f\left\|_{H^{1}(0,1)}(\boldsymbol{x})\right\|_{L^{2}(\Omega)}=$ $\left(\left.\int_{\Omega}\left|\int_{0}^{1}\right| f(\boldsymbol{x}, t)\right|^{2}+\left.\left|\frac{\partial f(\boldsymbol{x}, t)}{\partial t}\right|^{2} \mathrm{~d} t\right|^{2} \mathrm{~d} \boldsymbol{x}\right)^{\frac{1}{2}}$. Moreover, the inner product is given by $(f, g)_{L^{2}\left(\Omega ; H^{1}(0,1)\right)}=\int_{\Omega} \int_{0}^{1} f(\boldsymbol{x}, t) g(\boldsymbol{x}, t)+\frac{\partial f(\boldsymbol{x}, t)}{\partial t} \frac{\partial g(\boldsymbol{x}, t)}{\partial t} \mathrm{~d} t \mathrm{~d} \boldsymbol{x}$.

### 2.2 Inequalities and embedding results

In this section, we list a number of inequalities that we found useful in our work as well as a selection of embedding results between function spaces. These inequalities and embedding results can be found in [20] and [48].

Inequality $\mathbf{1}$ (Triangle). Let $\mathbb{X}$ denote a vector space with a norm $\|\cdot\|$, then the norm must satisfy (by definition)

$$
\begin{equation*}
|\|a\|-\|b\|| \leq\|a+b\| \leq\|a\|+\|b\| \tag{2.1}
\end{equation*}
$$

for $a, b \in \mathbb{X}$.

Inequality 2 (Cauchy-Schwartz). Let $\mathbb{X}$ denote a vector space with an inner product $(\cdot, \cdot)$ and a corresponding norm $\|\cdot\|$, then the inner product of two vectors $a, b \in \mathbb{X}$ is bounded.

$$
\begin{equation*}
|(a, b)| \leq\|a\|\|b\| \tag{2.2}
\end{equation*}
$$

Inequality $\mathbf{3}$ (Young's). Let $a, b \in \mathbf{R}^{+}$, let $\eta>0$ and let $p, q \in[1, \infty]$ satisfy $1 / p+1 / q=1$ then holds

$$
\begin{equation*}
a b \leq \frac{\eta^{p} a^{p}}{p}+\frac{b^{q}}{q \eta^{q}} . \tag{2.3}
\end{equation*}
$$

Inequality 4 (Hölder's). Let $p_{1}, p_{2}, \ldots p_{n} \in[1, \infty]$ satisfy $\sum_{j \leq n} 1 / p_{j}=1$, and let $u_{j} \in L^{p_{j}}(\Omega)$ for all $j \leq n$, then

$$
\begin{equation*}
\int_{\Omega} \prod_{j \leq n}\left|u_{j}\right| d \boldsymbol{x} \leq \prod_{j \leq n}\left\|u_{j}\right\|_{L^{p_{j}}(\Omega)} \tag{2.4}
\end{equation*}
$$

Inequality 5 (Minkowski's). Let $p \in[1, \infty]$ and $u, v \in L^{p}(\Omega)$, then the triangle inequality is satisfied by the integral norm of $L^{p}$-spaces.

$$
\begin{equation*}
\|u+v\|_{L^{p}(\Omega)} \leq\|u\|_{L^{p}(\Omega)}+\|v\|_{L^{p}(\Omega)} \tag{2.5}
\end{equation*}
$$

Inequality 6 (Hanner's). Let $p \in[1, \infty)$, let $u, v \in L^{p}(\Omega)$ and let $\|\cdot\|$ denote the norm of $L^{p}(\Omega)$, then a parallelogram rule like inequality for the integral norm of $L^{p}$ spaces can be obtained

$$
\begin{equation*}
\|u+v\|^{p}+\|u-v\|^{p} \diamond(\|u\|+\|v\|)^{p}+\mid\|u\|-\|v\| \|^{p} \tag{2.6}
\end{equation*}
$$

with the relational operator $\diamond$ defined as

$$
\diamond \begin{cases}\geq & \text { for } p \in[1,2]  \tag{2.7}\\ = & \text { for } p=2, \\ \leq & \text { for } p \in[2, \infty)\end{cases}
$$

Inequality 7 (Clarkson's). Let $p, q \in[1, \infty]$ satisfy $1 / p+1 / q=1$, let $u, v \in$ $L^{p}(\Omega)$, and let $\|\cdot\|$ denote the norm of $L^{p}(\Omega)$, then

$$
\begin{equation*}
\left\|\frac{u+v}{2}\right\|^{\max \{p, q\}}+\left\|\frac{u-v}{2}\right\|^{\max \{p, q\}} \leq\left(\frac{\|u\|^{p}+\|v\|^{p}}{2}\right)^{\max \{p, q\} / p} \tag{2.8}
\end{equation*}
$$

Inequality 8 (Generalized Mean). Let $\boldsymbol{x}, \boldsymbol{w} \in \mathbf{R}_{+}^{n}$ with $\|\boldsymbol{w}\|_{1}=1$. Introduce

$$
\mathcal{M}_{p}(\boldsymbol{x})= \begin{cases}\min \{\boldsymbol{x}\} & \text { for } p=-\infty  \tag{2.9}\\ \left(\sum_{i=1}^{n} w_{i} x_{i}^{p}\right)^{1 / p} & \text { for } p \in \mathbf{R} \backslash\{0\}, \\ \prod_{i=1}^{n} x_{i}^{w_{i}} & \text { for } p=0, \\ \max \{\boldsymbol{x}\} & \text { for } p=\infty\end{cases}
$$

If $p<q$, then $\mathcal{M}_{p}(\boldsymbol{x}) \leq \mathcal{M}_{q}(\boldsymbol{x})$. Note, the unweighted version has $w_{i}=1 / n$. Moreover, equality only occurs when $\boldsymbol{x}=x_{1} \mathbf{1}$.

Inequality 9 (Equivalence of $p$-norms on $\mathbf{R}^{n}$ ). Let $0<p<q$, then we have the equivalence inequalities $|\cdot|_{q} \leq|\cdot|_{p} \leq n^{1 / p-1 / q}|\cdot|_{q}$.

Inequality 10 (Jensen's). Let $f$ be a positive Lebesgue-integrable function on $\Omega$ with $|\Omega|<\infty$ and let $\psi$ be a convex function on the range of $f$, then

$$
\begin{equation*}
\psi\left(\frac{1}{|\Omega|} \int_{\Omega} f(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right) \leq \frac{1}{|\Omega|} \int_{\Omega} \psi(f(\boldsymbol{x})) \mathrm{d} \boldsymbol{x} . \tag{2.10}
\end{equation*}
$$

Inequality 11 (Continuous Gronwall). Let $x, u$ and $v$ be real continuous functions defined in $[a, b], v(t) \geq 0$ for $t \in[a, b]$. We suppose that on $[a, b]$ we have the inequality

$$
\begin{equation*}
x(t) \leq u(t)+\int_{a}^{t} v(s) x(s) \mathrm{d} s \tag{2.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
x(t) \leq u(t)+\int_{a}^{t} v(s) u(s) \exp \left(\int_{s}^{t} v(r) \mathrm{d} r\right) \mathrm{d} s \tag{2.12}
\end{equation*}
$$

in $[a, b]$. If $u$ is constant, then

$$
\begin{equation*}
x(t) \leq u \exp \left(\int_{a}^{t} v(r) \mathrm{d} r\right) \tag{2.13}
\end{equation*}
$$

Inequality 12 (Discrete Gronwall \#1). Suppose $h \in(0, H)$. Let $\left(x^{k}\right),\left(y^{k+1}\right)$ and $\left(z^{k}\right)$ for $k=0,1, \ldots$ be sequences in $\mathbf{R}_{+}$satisfying

$$
y^{k}+\frac{x^{k}-x^{k-1}}{h} \leq A+z^{k-1}+B x^{k}+C x^{k-1} \quad \text { and } \quad \sum_{j=0}^{k-1} z^{j} h \leq Z
$$

for all $k=1,2, \ldots$ with constants $A, B, C$ and $Z$ independent of $h$ satisfying

$$
A>0, \quad Z>0, \quad B+C>0, \quad \text { and } \quad B H \leq 0.6838
$$

then

$$
\begin{aligned}
x^{k} & \leq\left(x^{0}+Z+A \frac{C+1.6838 B}{C+B} k h\right) e^{(C+1.6838 B) k h} \quad \text { and } \\
\sum_{j=1}^{k} y^{j} h & \leq\left(x^{0}+Z+A k h\right) e^{(C+1.6838 B) k h}
\end{aligned}
$$

Inequality 13 (Discrete Gronwall \#2). Let $c>0$ and $\left(y_{k}\right),\left(g_{k}\right)$ be sequences of positive numbers satisfying

$$
y_{k} \leq c+\sum_{0 \leq j<k} g_{j} y_{j} \quad \text { for } k \geq 0
$$

then

$$
y_{k} \leq c \exp \left(\sum_{0 \leq j<k} g_{j}\right) \quad \text { for } k \geq 0
$$

Lemma 2.1 (Inclusion inequality). Let $\Omega$ be an open connected subset of $\mathbf{R}^{n}$ with $|\Omega|<\infty$, let $1 \leq p_{0} \leq p_{1} \leq \infty$ then $L^{p_{1}}(\Omega) \subset L^{p_{0}}(\Omega)$ by the inequality

$$
\begin{equation*}
\frac{1}{|\Omega|^{\frac{1}{p_{0}}}}\|u\|_{L^{p_{0}}(\Omega)} \leq \frac{1}{|\Omega|^{\frac{1}{p_{1}}}}\|u\|_{L^{p_{1}}(\Omega)} \tag{2.15}
\end{equation*}
$$

which holds for all $u \in L^{p_{1}}(\Omega)$.

Lemma 2.2 (Infinity limit). Let $\Omega$ be an open connected subset of $\mathbf{R}^{n}$ with $|\Omega|<\infty$, let $p \in[1, \infty)$ and $u \in L^{\infty}(\Omega)$, then holds

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)} \rightarrow\|u\|_{L^{\infty}(\Omega)} \text { as } p \rightarrow \infty \tag{2.16}
\end{equation*}
$$

Remark that $u \in L^{p}(\Omega)$ holds by the inclusion inequality, see Lemma 2.1.

Theorem 2.3 (Interpolation inequality). Let $r \in[s, t] \subseteq[1, \infty]$ satisfy

$$
\begin{equation*}
\frac{1}{r}=\frac{\theta}{s}+\frac{1-\theta}{t} \tag{2.17}
\end{equation*}
$$

for some $\theta \in[0,1]$ and let $u \in L^{s}(\Omega) \cap L^{t}(\Omega)$, then $u \in L^{r}(\Omega)$ and

$$
\begin{equation*}
\|u\|_{L^{r}(\Omega)} \leq\|u\|_{L^{s}(\Omega)}^{\theta}\|u\|_{L^{t}(\Omega)}^{1-\theta} . \tag{2.18}
\end{equation*}
$$

Theorem 2.4 (Gagliardo-Nirenberg interpolation). Let $\Omega$ be a connected open subset of $\mathbf{R}^{n}$ with a Lipschitz boundary, let $q, r \in[1, \infty], m \geq 0$ integer and $u \in L^{q}(\Omega)$ with $D^{\boldsymbol{\alpha}} u \in L^{r}(\Omega)$ for $|\boldsymbol{\alpha}|_{1}=m$. Suppose there exists a $p \in[1, \infty]$ and $j \geq 0$ integer such that

$$
\begin{equation*}
\frac{1}{p}-\frac{j}{n}=\beta\left(\frac{1}{r}-\frac{m}{n}\right)+\frac{1-\beta}{q} \quad \text { for } \beta \in\left[\frac{j}{m}, 1\right] \tag{2.19}
\end{equation*}
$$

is satisfied, then there exist constants $C_{1}, C_{2}<\infty$ depending on $\Omega$ and $p, q, r, j, k$ and $n$ such that the following inequality holds

$$
\begin{equation*}
\left\|D^{\gamma} u\right\|_{L^{p}(\Omega)} \leq C_{1}\left\|D^{\alpha} u\right\|_{L^{r}(\Omega)}^{\beta}\|u\|_{L^{q}(\Omega)}^{1-\beta}+C_{2}\|u\|_{L^{s}(\Omega)} \tag{2.20}
\end{equation*}
$$

with $|\gamma|_{1}=j$ and $s>0$ arbitrary.

Theorem 2.5 (Sobolev inequality). Let $\Omega$ be a connected open subset of $\mathbf{R}^{n}$, let $1 \leq p<q<\infty, k \geq 0$ integer and $u \in W^{k, p}(\Omega)$. Suppose there exists an $l \in(0, k)$ integer such that

$$
\begin{equation*}
\frac{1}{q}-\frac{l}{n}=\frac{1}{p}-\frac{k}{n} \tag{2.21}
\end{equation*}
$$

is satisfied, then there exists a constant $C<\infty$ depending on $\Omega$ and $p, q, k, l$ and $n$ such that the following inequality holds.

$$
\begin{equation*}
\|u\|_{W^{l, q}(\Omega)} \leq C\|u\|_{W^{k, p}(\Omega)} \tag{2.22}
\end{equation*}
$$

Theorem 2.6 (Rellich-Kondrachov). Let $\Omega$ be an finite open interval or a connected open subset of $\mathbf{R}^{n}$ with a Lipschitz boundary and $|\Omega|<\infty$, then there exists a constant $C<\infty$ depending on $\Omega$ and $p$ such that the inequality

$$
\begin{equation*}
\|u\|_{L^{q}(\Omega)} \leq C\|u\|_{W^{1, p}(\Omega)} \tag{2.23}
\end{equation*}
$$

holds for

$$
\begin{array}{cl}
q \in\left[1, p^{*}\right] & \text { if } p<n, \\
q \in[p, \infty) & \text { if } p=n,  \tag{2.24}\\
q=\infty & \text { if } p>n,
\end{array}
$$

where $1 / p^{*}=1 / p-1 / n$.
Moreover, these embeddings are compact except for two cases: 1. $q=p^{*}$ for $p<n$ and 2. $q=\infty$ for $p>n$. For $p>n$, we have the compact embedding of $W^{1, p}(\Omega)$ in $C(\bar{\Omega})$.

Theorem 2.7 (Friedrich's inequality). Let $\Omega$ be an open connected subset of $\mathbf{R}^{n}$ with $|\Omega|<\infty$, let $p \in[1, \infty), k \geq 0$ integer and $u \in W_{0}^{k, p}(\Omega)$, then we have

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)}^{p} \leq|\Omega|^{p k} \sum_{|\alpha|_{1}=k}\left\|D^{\boldsymbol{\alpha}} u\right\|_{L^{p}(\Omega)}^{p} \tag{2.25}
\end{equation*}
$$

Theorem 2.8 (Poincaré inequality). Let $\Omega$ be an open connected subset of $\mathbf{R}^{n}$ between two parallel hyperplanes separated by a distance d, let $p \in[1, \infty)$ and $u \in W_{0}^{1, p}(\Omega)$, then

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)}^{p} \leq \frac{d^{p}}{p}\|\nabla u\|_{L^{p}(\Omega)}^{p} \tag{2.26}
\end{equation*}
$$

Theorem 2.9 (Poincaré-Wirtinger inequality). Let $\Omega$ be a connected convex open subset of $\mathbf{R}^{n}$ with $|\Omega|<\infty$ and $C^{1}$-boundary. Let $p \in[1, \infty)$ and $u \in W^{1, p}(\Omega)$. Then there exists a constant $C<\infty$ depending only on $p$ and $\Omega$ such that

$$
\begin{equation*}
\left\|u-\frac{1}{|\Omega|} \int_{\Omega} u(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}\right\|_{L^{p}(\Omega)}^{p} \leq C \operatorname{diam}(\Omega)^{p}\|\nabla u\|_{L^{p}(\Omega)}^{p} . \tag{2.27}
\end{equation*}
$$

Theorem 2.10 (Trace inequality for $n \geq 2$ ). Let $\Omega$ be an open connected subset of $\mathbf{R}^{n}$ for $n \geq 2$ with $|\Omega|<\infty$ and Lipschitz boundary $\partial \Omega$, let $p \in[1, \infty]$ and $u \in W^{1, p}(\Omega)$, then there exists a constant $C$ depending only on $p$ and $\Omega$ such that the following inequality holds

$$
\begin{equation*}
\left\|\left.u\right|_{\partial \Omega}\right\|_{L^{p}(\partial \Omega)} \leq C\|u\|_{W^{1, p}(\Omega)} \tag{2.28}
\end{equation*}
$$

where $\left.u\right|_{\partial \Omega}$ denotes the function $u$ restricted to the boundary of $\Omega$.

Proposition 2.11 (Trace inequality for $n=1$ ). Let $\Omega$ be an open bounded interval, $p \in[1, \infty]$ and $u \in W^{1, p}(\Omega)$. Then the following inequality holds

$$
\begin{equation*}
\left\|\left.u\right|_{\partial \Omega}\right\|_{L^{p}(\partial \Omega)} \leq p^{1 / p}\|u\|_{L^{p}(\Omega)}^{1 / q}\left\|\frac{\partial u}{\partial x}\right\|_{L^{p}(\Omega)}^{1 / p} \tag{2.29}
\end{equation*}
$$

where $\left.u\right|_{\partial \Omega}$ denotes the function $u$ restricted to the boundary of $\Omega$ and $q$ satisfies $1 / p+1 / q=1$.

### 2.3 Basic solvability results

For results concerning the weak solvability of elliptic equations and systems, we refer the reader to for example [20], [121]. What concerns weak/strong solutions for parabolic equations, we have mainly used the method by Rothe. Our main references are [40], [48], [74], [121], [129]. Last but not least, we were very much inspired by the work of Showalter and co-authors, e.g. [15], [107], [128], and others, e.g. [43], [50], [55], [112], [115] in the framework of pseudo-parabolic equations. In Chapter 6, we use a similar framework, when monotone operators are used. We refer the reader to [8], [28], [58], [85], [127], [130], [146].

### 2.4 Two-scale convergence

Our work in Chapter 5 and Chapter 6 relies essentially on the use of the concept of two-scale convergence. Two-scale convergence is a method invented in 1989 by G. Nguetseng, see [99], and further development by G. Allaire, see [4], and many other authors. This method removes many technicalities by basing the convergence itself on functional analytic grounds as a property of functions in certain spaces. In some sense the function spaces natural to periodic boundary conditions have nice convergence properties of their oscillating continuous functions. This is made precise in the First Oscillation Lemma:

Lemma 2.12 ('First Oscillation Lemma'). Let $\Omega \subset \mathbf{R}^{d}$ be a connected domain and let $Y \subset \mathbf{R}^{d}$ be a parallelepiped given by $Y=\left[0, l_{1}\right] \times \ldots \times\left[0, l_{d}\right]$. Let $B_{p}(\Omega, Y), 1 \leq p<\infty$, denote any of the spaces $L^{p}\left(\Omega ; C_{\#}(Y)\right), L_{\#}^{p}(\Omega ; C(\bar{Y}))$, $C\left(\bar{\Omega} ; C_{\#}(Y)\right)$. Then $B_{p}(\Omega, Y)$ has the following properties:

1. $B_{p}(\Omega, Y)$ is a separable Banach space.
2. $B_{p}(\Omega, Y)$ is dense in $L^{p}(\Omega \times Y)$.
3. If $f(\boldsymbol{x}, \boldsymbol{y}) \in B_{p}(\Omega, Y)$. Then $f(\boldsymbol{x}, \boldsymbol{x} / \epsilon)$ is a measurable function on $\Omega$ such that

$$
\begin{equation*}
\left\|f\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)\right\|_{L^{p}(\Omega)} \leq\|f(\boldsymbol{x}, \boldsymbol{y})\|_{B_{p}(\Omega, Y)} . \tag{2.30}
\end{equation*}
$$

4. For every $f(\boldsymbol{x}, \boldsymbol{y}) \in B_{p}(\Omega, Y)$, one has

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\Omega} f\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x}=\frac{1}{|Y|} \int_{\Omega} \int_{Y} f(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{2.31}
\end{equation*}
$$

5. For every $f(\boldsymbol{x}, \boldsymbol{y}) \in B_{p}(\Omega, Y)$, one has

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\Omega}\left|f\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)\right|^{p} \mathrm{~d} \boldsymbol{x}=\frac{1}{|Y|} \int_{\Omega} \int_{Y}|f(\boldsymbol{x}, \boldsymbol{y})|^{p} \mathrm{~d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{2.32}
\end{equation*}
$$

See Theorems 2 and 4 in [86].
However, the application of the First Oscillation Lemma is not sufficient as it cannot be applied to weak solutions nor to gradients. Essentially the concept of two-scale convergence overcomes these problems by extending the First Oscillation Lemma in a weak sense, see [116].

## Two-scale convergence: definition and results

For each function $c(t, \boldsymbol{x}, \boldsymbol{y})$ on $(0, T) \times \Omega \times Y$, we introduce a corresponding sequence of functions $c_{\epsilon}(t, \boldsymbol{x})$ on $(0, T) \times \Omega$ by

$$
\begin{equation*}
c_{\epsilon}(t, \boldsymbol{x})=c\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \tag{2.33}
\end{equation*}
$$

for all $\epsilon \in\left(0, \epsilon_{0}\right)$, although two-scale convergence is valid for more general class of bounded sequences of functions $c_{\epsilon}(t, \boldsymbol{x})$.
Introduce the notation $\nabla_{\boldsymbol{y}}$ for the gradient in the $\boldsymbol{y}$-variable. Moreover, we introduce the notations $\rightarrow, \rightharpoonup$, and $\xrightarrow{2}$ to point out strong convergence, weak convergence, and two-scale convergence, respectively. See List of Symbols for more notation.

The two-scale convergence was first introduced in [99] and popularized with the seminal paper [4], in which the term two-scale convergence was actually coined. For our explanation we use both the seminal paper [4] as the modern exposition of two-scale convergence in [86]. From now on, $p$ and $q$ are real numbers such that $1<p<\infty$ and $1 / p+1 / q=1$.

Definition 2.13. Let $\left(\epsilon_{h}\right)_{h}$ be a fixed sequence of positive real numbers ${ }^{1}$ converging to 0 . A sequence $\left(u_{\epsilon}\right)$ of functions in $L^{p}(\Omega)$ is said to two-scale converge to a limit $u_{0} \in L^{p}(\Omega \times Y)$ if

$$
\begin{equation*}
\int_{\Omega} u_{\epsilon}(\boldsymbol{x}) \phi\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x} \rightarrow \frac{1}{|Y|} \int_{\Omega} \int_{Y} u_{0}(\boldsymbol{x}, \boldsymbol{y}) \phi(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{2.34}
\end{equation*}
$$

for every $\phi \in L^{q}\left(\Omega ; C_{\#}(Y)\right)$.
See Definition 6 on page 41 of [86].

[^0]Remark 2.1. Definition 2.13 allows for an extension of two-scale convergence to Bochner spaces $L^{r}\left(I ; L^{p}(\Omega \times Y)\right)$ for $r>1$ of the additional variable $t \in$ $I$ by having the regularity $u_{\epsilon} \in L^{p}(I \times \Omega)$, $u_{0} \in L^{p}(I \times \Omega \times Y)$ and $\phi \in$ $L^{s}\left(I ; L^{q}\left(\Omega ; C_{\#}(Y)\right)\right)$ for $1 / r+1 / s=1$. Moreover (2.34) changes into

$$
\begin{equation*}
\int_{I} \int_{\Omega} u_{\epsilon}(t, \boldsymbol{x}) \phi\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \rightarrow \frac{1}{|Y|} \int_{I} \int_{\Omega} \int_{Y} u_{0}(t, \boldsymbol{x}, \boldsymbol{y}) \phi(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \tag{2.35}
\end{equation*}
$$

This Bochner-like extension is well-defined because for $y$-independent $u_{0}$ limits two-scale convergence is identical to weak convergence.
Note, for $r \neq p$ convergence (2.35) is valid for the regularity $u_{\epsilon} \in L^{r}\left(I ; L^{p}(\Omega)\right)$, $u_{0} \in L^{r}\left(I ; L^{p}(\Omega \times Y)\right)$ and $\phi \in L^{s}\left(I ; L^{1}\left(\Omega ; C_{\#}(Y)\right)\right)$ for $s=\frac{r}{r-1}$.
For $r=\infty$ we need $\phi \in b a_{a c}\left(I ; L^{1}\left(\Omega ; C_{\#}(Y)\right)\right)$, where $b a_{a c}(I)$ denotes $L^{\infty}(I)^{*}$ as the dual of $L^{\infty}(I)$ can be identified with the set of all finitely additive signed measures that are absolutely continuous with respect to $\mathrm{d} t$ on $I$.

With the Bochner version of Definition 2.13 introduced in Remark 2.1, we can give the Sobolev space version of Definition 2.13.

Definition 2.14. Let $r, p \in[1, \infty), s=\frac{r}{r-1}$, and $q=\frac{p}{p-1}$. A sequence $\left(u_{\epsilon}\right)$ of functions in $W^{1, r}\left(I ; L^{p}(\Omega)\right)$ is said to two-scale converge to a limit $u_{0} \in W^{1, r}\left(I ; L^{p}(\Omega \times Y)\right)$ if both

$$
\begin{array}{r}
\int_{I} \int_{\Omega} u_{\epsilon}(t, \boldsymbol{x}) \phi\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \rightarrow \frac{1}{|Y|} \int_{I} \int_{\Omega} \int_{Y} u_{0}(t, \boldsymbol{x}, \boldsymbol{y}) \phi(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
\int_{I} \int_{\Omega} \frac{\partial u_{\epsilon}}{\partial t}(t, \boldsymbol{x}) \phi\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} t \rightarrow \frac{1}{|Y|} \int_{I} \int_{\Omega} \int_{Y} \frac{\partial u_{0}}{\partial t}(t, \boldsymbol{x}, \boldsymbol{y}) \phi(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \tag{2.36b}
\end{array}
$$

hold for every $\phi \in L^{s}\left(I ; L^{q}\left(\Omega ; C_{\#}(Y)\right)\right)$. Or in short notation

$$
\begin{equation*}
u_{\epsilon} \xrightarrow{2} u_{0} \text { in } L^{r}\left(I ; L^{p}(\Omega)\right) \text { and } \frac{\partial u_{\epsilon}}{\partial t} \xrightarrow{2} \frac{\partial u_{0}}{\partial t} \text { in } L^{r}\left(I ; L^{p}(\Omega)\right) . \tag{2.37}
\end{equation*}
$$

We now list several important results concerning the two-scale convergence, which can all be extended in a natural way for Bochner spaces, see Section 2.5.2 in [106] or Section 1.1.5 of [116].

Proposition 2.15. Let $\left(u_{\epsilon}\right)$ be a bounded sequence in $W^{1, p}(\Omega)$ for $1<p \leq \infty$ such that

$$
\begin{equation*}
u_{\epsilon} \rightharpoonup u_{0} \quad \text { in } \quad W^{1, p}(\Omega) \tag{2.38}
\end{equation*}
$$

Then $u_{\epsilon} \xrightarrow{2} u_{0}$ and there exist a subsequence $\epsilon^{\prime}$ and a $u_{1} \in L^{p}\left(\Omega ; W_{\#}^{1, p}(Y) / \mathbf{R}\right)$ such that

$$
\begin{equation*}
\nabla u_{\epsilon^{\prime}} \xrightarrow{2} \nabla u_{0}+\nabla_{\boldsymbol{y}} u_{1} \tag{2.39}
\end{equation*}
$$

Proposition 2.15 for $1<p<\infty$ is Theorem 20 in [86], while for $p=2$ it is identity (i) in Proposition 1.14 in [4]. On page 1492 of [4] it is mentioned that the $p=\infty$ case holds as well. The case of interest for us here is $p=2$.

Proposition 2.16. Let $\left(u_{\epsilon}\right)$ and $\left(\epsilon \nabla u_{\epsilon}\right)$ be two bounded sequence in $L^{2}(\Omega)$. Then there exists a function $u_{0}(\boldsymbol{x}, \boldsymbol{y})$ in $L^{2}\left(\Omega ; H_{\#}^{1}(Y)\right)$ such that, up to a subsequence, $u_{\epsilon} \xrightarrow{2} u_{0}(\boldsymbol{x}, \boldsymbol{y})$ and $\epsilon \nabla u_{\epsilon} \xrightarrow{2} \nabla_{\boldsymbol{y}} u_{0}(\boldsymbol{x}, \boldsymbol{y})$. See identity (ii) in Proposition 1.14 in [4].

Corollary 2.17. Let $\left(u_{\epsilon}\right)$ be a bounded sequence in $L^{p}(\Omega)$, with $1<p \leq \infty$. There exists a function $u_{0}(\boldsymbol{x}, \boldsymbol{y})$ in $L^{p}(\Omega \times Y)$ such that, up to a subsequence, $u_{\epsilon} \xrightarrow{2} u_{0}(\boldsymbol{x}, \boldsymbol{y})$, i.e., for any function $\psi(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}\left(\Omega ; C_{\#}^{\infty}(Y)\right)$, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\Omega} u_{\epsilon}(\boldsymbol{x}) \psi\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x}=\frac{1}{|Y|} \int_{\Omega} \int_{Y} u_{0}(\boldsymbol{x}, \boldsymbol{y}) \psi(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{2.40}
\end{equation*}
$$

See Corollary 1.15 in [4].
Note, that Propositions 2.15 and 2.16 are straightforwardly extended to Bochner spaces by applying the two-scale convergence notions of Remark 2.1 and Definition 2.14 instead of the notion from Definition 2.13.

Theorem 2.18. Let $\left(u_{\epsilon}\right)$ be a sequence in $L^{p}(\Omega)$ for $1<p<\infty$, which two-scale converges to $u_{0} \in L^{p}(\Omega \times Y)$ and assume that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon}\right\|_{L^{p}(\Omega)}=\left\|u_{0}\right\|_{L^{p}(\Omega \times Y)} \tag{2.41}
\end{equation*}
$$

Then, for any sequence $\left(v_{\epsilon}\right)$ in $L^{q}(\Omega)$ with $\frac{1}{p}+\frac{1}{q}=1$, which two-scale converges to $v_{0} \in L^{q}(\Omega \times Y)$, we have that

$$
\begin{equation*}
\int_{\Omega} u_{\epsilon}(\boldsymbol{x}) v_{\epsilon}(\boldsymbol{x}) \tau\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \mathrm{d} \boldsymbol{x} \rightarrow \int_{\Omega} \frac{1}{|Y|} \int_{Y} u_{0}(\boldsymbol{x}, \boldsymbol{y}) v_{0}(\boldsymbol{x}, \boldsymbol{y}) \tau(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{2.42}
\end{equation*}
$$

for every $\tau \operatorname{in} \mathcal{D}\left(\Omega, C_{\#}^{\infty}(Y)\right)$. Moreover, if the $Y$-periodic extension of $u$ belong to $L^{p}\left(\Omega ; C_{\#}(Y)\right)$, then

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|u_{\epsilon}(\boldsymbol{x})-u_{0}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)\right\|_{L^{p}(\Omega)}=0 \tag{2.43}
\end{equation*}
$$

See Theorem 18 in [86].

These results generalize properties 3, 4 and 5 of the First Oscillation Lemma in such a way that the convergence applies to weak solutions, products and gradients and it even guarantees that the convergence is strong for oscillating continuous functions. Hence, two-scale convergence can be seen as a tool for homogenization (upscaling, averaging, correctors).

### 2.5 Periodic homogenization via two-scale convergence

The homogenization method tries to describe macroscale behaviour from given microscale behaviour. Consequently, there are at least two scales present in a description of the microscale behaviour: $\boldsymbol{y}$ of the microscale and $\boldsymbol{x}$ of the macroscale. Hence, Bochner spaces are crucial function spaces in homogenization.
Different kinds of homogenization techniques exist due to different types of microscale structures causing the microscale behaviour. For understanding different kinds of homogenization techniques good starting references are [72], [84], [100]. We restrict ourselves to periodic homogenization and base our results on [26], [29], [30], [68], [97].

Let $g_{1}, \ldots, g_{n} \in \mathbf{R}^{n}$ denote a set linearly independent vectors at the microscale. Introduce the set $\bar{Y} \subset \mathbf{R}^{n}$ as $\left\{\sum_{i=1}^{n} t_{i} \boldsymbol{g}_{i} \mid t_{i} \in[0,1]\right.$ for all $\left.i\right\}$ and take $Y=\operatorname{Int}(\bar{Y})$. Let $\Omega \subset \mathbf{R}^{n}$ be an open simply-connected bounded domain at the macroscale. The set $Y$ is a domain and it is a representation of the quotient $\mathbf{R}^{n} / \mathbb{T}\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)$, where $\mathbb{T}\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)$ is a closed subgroup of the translation group $\mathbb{T}_{n}$ on the microscale domain $\mathbf{R}^{n}$. Hence, $\mathbb{T}\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)$ is equal to the set of mappings

$$
\begin{equation*}
\mathcal{T}_{\boldsymbol{g}}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n} \quad \boldsymbol{y} \mapsto \boldsymbol{y}+\boldsymbol{g} \tag{2.44}
\end{equation*}
$$

where $\boldsymbol{g}=\sum_{i=1}^{n} N_{i} \boldsymbol{g}_{i}$ with $N_{i} \in \mathbf{Z}$ for all $i \in\{1, \ldots, n\}$.
Remark 2.2. The domain $Y$ can be seen as a square on a chess board, that has been stretched, squeezed and rotated.

Since $Y$ describes a domain at the microscale, we introduce the parameter $\epsilon$ as the (homogeneous) scale separation variable such that a distance of 1 at the microscale represents a distance of $\epsilon$ in the macroscale. Implicitly, it is assumed that the microscale is embedded in the macroscale. Hence, we assume $\boldsymbol{y}=\boldsymbol{x} / \epsilon$. This allows us to use the translation group $\mathbb{T}\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)$ to tile $\Omega$ with copies of $Y$. Consequently, the boundary of $\Omega$ might split a translated copy of $Y$ into multiple parts. Even though, such a situation can be treated, we assume that this does not occur. Moreover, we assume there is
a sequence of $\left(\epsilon_{k}\right)_{k=1}^{\infty}$ such that $\epsilon_{k}>0, \epsilon_{k} \downarrow 0$ and for all $\epsilon_{k}$ any intersection of $\bar{\Omega}$ with a translated copy of $\bar{Y}$ at the $\epsilon_{k}$-microscale is either empty or the entire translated copy of $\bar{Y}$.

Remark 2.3. The region $\bar{\Omega}$ can be seen as a region that can be created by taking unions of adjacent translated copies of $\bar{Y}$.

We introduce two types of boundaries $\partial \Omega=\partial \Omega_{\text {ext }}$ and

$$
\begin{equation*}
\partial \Omega \cup \partial \Omega_{\text {int }}^{\epsilon}=\bigcup_{\mathcal{T}_{\boldsymbol{g}}(Y) \subset \Omega} \epsilon \partial\left(\mathcal{T}_{\boldsymbol{g}}(Y)\right) \text {, while } \partial \Omega \cap \partial \Omega_{\text {int }}^{\epsilon}=\emptyset . \tag{2.45}
\end{equation*}
$$

The first boundary, $\partial \Omega_{e x t}$, are all boundary segments of the separate $\epsilon$-sized translated $Y$ such that these segments coincide with a segment of $\partial \Omega$. Then, by assumption, the external boundary equals $\partial \Omega$. The second boundary, $\partial \Omega_{\text {int }}$, contains all boundary segments within $\Omega$ of the separate $\epsilon$-sized translated $Y$ in $\Omega$.

We introduce a toy model

$$
(\mathbf{P}):\left\{\begin{align*}
-\operatorname{div}\left(\mathrm{A}(\boldsymbol{x}, \boldsymbol{x} / \epsilon) \cdot \nabla u_{\epsilon}\right) & =f(\boldsymbol{x}, \boldsymbol{x} / \epsilon) & & \text { in } \Omega  \tag{2.46}\\
u_{\epsilon} & =0 & & \text { on } \partial \Omega \\
-\left(\mathrm{A}(\boldsymbol{x}, \boldsymbol{x} / \epsilon) \cdot \nabla u_{\epsilon}\right) \cdot \boldsymbol{n}_{\epsilon} & =g(\boldsymbol{x}, \boldsymbol{x} / \epsilon) & & \text { on } \partial \Omega_{i n t}^{\epsilon}
\end{align*}\right.
$$

where A $\in L^{\infty}\left(\Omega ; L_{\#}^{\infty}(Y)\right)^{n \times n}$ is uniformly elliptic, $f \in L^{2}\left(\Omega ; L_{\#}^{2}(Y)\right), g \in$ $L^{2}\left(\Omega ; L_{\#}^{2}(\partial Y)\right)$, and $\boldsymbol{n}_{\epsilon}$ the unit normal vector on $\partial Y$.

Remark 2.4. The space $L_{\#}^{p}(Y)$ is the set of elements of $L^{p}(Y) \cap L^{p}\left(\mathbf{R}^{n}\right)$ such that they are invariant under $\mathbb{T}\left(\boldsymbol{g}_{1}, \ldots, \boldsymbol{g}_{n}\right)$. This invariance is called $Y$-periodic.
This informal definition can be made more precise with Fourier basis-functions in $L^{p}\left(\mathbf{R}^{n}\right)$. Although, for $H_{\#}^{1}(Y)$, one often uses $Y$-periodic functions in $C^{\infty}\left(\mathbf{R}^{n}\right)$, see Section 3.4 in [29]. A proper definition of several periodic function spaces on the microscale can be found in Section B. 2 of [68] or in Section 1.1 of [72].

There are many homogenization methods for obtaining the macroscopic behaviour. One method is formal asymptotic expansions. This method takes a formal ansatz and decouples the microscale $\boldsymbol{y}$ from the macroscale $\boldsymbol{x}$. The ansatz and the decoupling make it a non-rigorous method that is very effective in deriving the macroscopic behaviour. Four other methods are convergence methods: $\Gamma$-convergence, $G$-convergence, $H$-convergence, and two-scale convergence. These methods are rigorous, but also have significant complications
in their applicability. See Appendix A of [68] for an introduction to these convergence methods.
The formal asymptotic expansion method and the two-scale convergence method should yield the same macroscopic behaviour. However, the steps necessary to obtain this result are quite different.

The formal asymptotic expansion method yields a set of related systems, one for obtaining each term in the formal asymptotic expansion ansatz of $u_{\epsilon}$. Solving these expansion systems can only occur when specific solvability conditions are met. The microscale solvability conditions yield the existence of so called cell functions as solutions of so called cell problems. The macroscopic solvability conditions yield a system describing the macroscopic behaviour, which is the desired upscaled behaviour.
The two-scale method first needs $u_{\epsilon}$ to be a weak solution of $(\mathbf{P})$ with $\epsilon$ independent a-priori estimates such that $u_{\epsilon}$ has a weak limit $u$. Using the properties of two-scale convergence, the weak limit implies the existence of a two-scale limit $\tilde{u}$, such that $u$ is the $Y$-average of $\tilde{u}$. Obtaining this two-scale limit is called a compactness step. With the existence of $\tilde{u}$, we are able to apply two-scale convergence to ( $\mathbf{P}$ ), which yields a two-scale limit system. In order to obtain a strong form of this system, one needs to remove the $\boldsymbol{y}$ dependence. This removal leads in a natural way to cell functions and cell problems and to a macroscopic system describing the macroscopic behaviour of $u$.
Both methods yield the same macroscopic system. However, their solutions might be different. Only when the macroscopic system admits only a single solution do they give the same solution.

Even though homogenization tries to obtain the macroscopic behaviour via a macroscopic system, the application of this result to the real world needs an error estimate for finite values of $\epsilon$. Such an error estimate is called a corrector estimate/convergence rate.

## Formal asymptotic expansion method

We start with the main ansatz of the formal asymptotic expansion method: it is assumed that there exist functions $u_{i}(\boldsymbol{x}, \boldsymbol{y})$ such that

$$
\begin{equation*}
u_{\epsilon}(\boldsymbol{x})=\sum_{i=0}^{N} \epsilon^{i} u_{i}(\boldsymbol{x}, \boldsymbol{x} / \epsilon)+\mathcal{O}\left(\epsilon^{N}\right) \tag{2.47}
\end{equation*}
$$

for some $N>0$, usually $N=2$. For smooth enough functions $v(\boldsymbol{x}, \boldsymbol{y})$ we have the chain rule

$$
\begin{equation*}
\nabla v(\boldsymbol{x}, \boldsymbol{x} / \epsilon)=\left[\nabla_{\boldsymbol{x}} v(\boldsymbol{x}, \boldsymbol{y})+\frac{1}{\epsilon} \nabla_{\boldsymbol{y}} v(\boldsymbol{x}, \boldsymbol{y})\right]_{\boldsymbol{y}=\boldsymbol{x} / \epsilon} \tag{2.48}
\end{equation*}
$$

Inserting Equation (2.47) and Equation (2.48) into (P) and collecting terms of same $\epsilon$ power for $N=2$, we obtain

$$
\begin{align*}
& (\mathbf{P})_{\mathbf{0}}:\left\{\begin{aligned}
-\operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} u_{0}\right)=0 & \text { in } \Omega, \\
u_{0}=0 & \text { on } \partial \Omega, \\
-\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} u_{0}\right) \cdot \boldsymbol{n}_{\epsilon}=0 & \text { on } \partial \Omega_{i n t}^{\epsilon},
\end{aligned}\right.  \tag{2.49a}\\
& (\mathbf{P})_{\mathbf{1}}:\left\{\begin{aligned}
&-\operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \\
&-\operatorname{div}_{\boldsymbol{x}}\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} u_{0}\right)=0 \text { in } \Omega, \\
& u_{1}=0 \text { on } \partial \Omega, \\
&-\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \cdot \boldsymbol{n}_{\epsilon}=0 \text { on } \partial \Omega_{i n t}^{\epsilon},
\end{aligned}\right.  \tag{2.49b}\\
& (\mathbf{P})_{\mathbf{2}}:\left\{\begin{aligned}
&-\operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{1}+\nabla_{\boldsymbol{y}} u_{2}\right]\right) \\
&-\operatorname{div}_{\boldsymbol{x}}\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right)=f \text { in } \Omega, \\
& u_{2}=0 \text { on } \partial \Omega, \\
&-\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{1}+\nabla_{\boldsymbol{y}} u_{2}\right]\right) \cdot \boldsymbol{n}_{\epsilon}=g \text { on } \partial \Omega_{i n t}^{\epsilon},
\end{aligned}\right. \tag{2.49c}
\end{align*}
$$

The existence of $u_{0}, u_{1}$ and $u_{2}$ follows from the following lemma.
Lemma 2.19. Let $f \in L^{2}(\Omega \times Y)$ and $g \in L^{2}(\Omega \times \partial Y)$ be $Y$-periodic. Let $\mathrm{A} \in L_{\#}^{\infty}(\Omega \times Y)^{n \times n}$ satisfy $\boldsymbol{\xi} \cdot(\mathrm{A} \cdot \boldsymbol{\xi}) \geq a|\boldsymbol{\xi}|^{2}$ for all $\boldsymbol{\xi} \in \mathbf{R}^{n}$ for some $a>0$. Consider the following boundary value problem for $v(\boldsymbol{y})$ :

$$
\left\{\begin{align*}
&-\nabla_{\boldsymbol{y}} \cdot\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} v\right)=f \text { in } Y  \tag{2.50}\\
&-\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} v\right) \cdot \boldsymbol{n}=g \\
& v \text { is } Y \text {-periodic. } \text { on } \partial Y,
\end{align*}\right.
$$

Then the following statements hold:
(i) There exists a weak $Y$-periodic solution $v \in H_{\#}^{1}(Y) / \mathbf{R}$ to Equation (2.50) if and only if $\int_{Y} f \mathrm{~d} \boldsymbol{y}=\int_{\partial Y} g \mathrm{~d} \sigma_{y}$.
(ii) If (i) holds, then the uniqueness of weak solutions is ensured up to an additive constant.

Direct application of Lemma 2.19 to $(\mathbf{P})_{\mathbf{0}}$ yields: $u_{0}(\boldsymbol{x}) \in H_{\#}^{1}(Y) / \mathbf{R}$. Then testing $(\mathbf{P})_{\mathbf{1}}$ with $u_{0}$ yields $\nabla_{\boldsymbol{y}} u_{0}=\mathbf{0}$. Thus $u_{0}$ is independent of $\boldsymbol{y}$. Direct application of Lemma 2.19 to $(\mathbf{P})_{\mathbf{1}}$ yields: $u_{1}(\boldsymbol{x}) \in H_{\#}^{1}(Y) / \mathbf{R}$ if

$$
\begin{equation*}
\int_{Y} \operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot \nabla_{\boldsymbol{x}} u_{0}\right)+\operatorname{div}_{\boldsymbol{x}}\left(\mathrm{A} \cdot \nabla_{\boldsymbol{y}} u_{0}\right) \mathrm{d} \boldsymbol{y}=\int_{\partial Y}\left(\mathrm{~A} \cdot \nabla_{\boldsymbol{x}} u_{0}\right) \cdot \mathrm{d} \sigma_{y} \tag{2.51}
\end{equation*}
$$

which follows from $\nabla_{\boldsymbol{y}} u_{0}=\mathbf{0}$ and the divergence theorem.
Direct application of Lemma 2.19 to $(\mathbf{P})_{\mathbf{2}}$ yields: $u_{2}(\boldsymbol{x}) \in H_{\#}^{1}(Y) / \mathbf{R}$ if

$$
\begin{align*}
& \int_{Y} f+\operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot \nabla_{\boldsymbol{x}} u_{1}\right)+\operatorname{div}_{\boldsymbol{x}}\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \mathrm{d} \boldsymbol{y} \\
&=\int_{\partial Y} g+\left(\mathrm{A} \cdot \nabla_{\boldsymbol{x}} u_{1}\right) \cdot \boldsymbol{n} \mathrm{d} \sigma_{y} \tag{2.52}
\end{align*}
$$

From the divergence theorem, Equation (2.52) is satisfied, if $u_{0}, u_{1} \in H_{0}^{1}\left(\Omega ; L_{\#}^{2}(Y)\right) \cap L^{2}\left(\Omega ; H_{\#}^{1}(Y) / \mathbf{R}\right)$ satisfy

$$
\begin{equation*}
\int_{Y} f+\operatorname{div}_{\boldsymbol{x}}\left(\mathrm{A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \mathrm{d} \boldsymbol{y}=\int_{\partial Y} g \mathrm{~d} \sigma_{y} \tag{2.53}
\end{equation*}
$$

Since $u_{1}$ satisfies $(\mathbf{P})_{\mathbf{1}}$, we expect $u_{1}$ to have the decomposition

$$
\begin{equation*}
u_{1}(\boldsymbol{x}, \boldsymbol{y})=\boldsymbol{W}(\boldsymbol{x}, \boldsymbol{y}) \cdot \nabla_{\boldsymbol{x}} u_{0}(\boldsymbol{x})+\tilde{u}_{1}(\boldsymbol{x}), \tag{2.54}
\end{equation*}
$$

where $\tilde{u}_{1}(\boldsymbol{x})$ is the local average value of $u_{1}$ for the translated $Y$ containing $\boldsymbol{x}$, and $\boldsymbol{W}$ is a cell-function satisfying the cell problem

$$
\left\{\begin{align*}
-\operatorname{div}_{\boldsymbol{y}}\left(\mathrm{A} \cdot\left[\mathrm{I}+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right]\right)=0 & \text { in } \Omega \times Y,  \tag{2.55}\\
\left(\mathrm{~A} \cdot\left[\mathbf{I}+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right]\right) \cdot \boldsymbol{n}=0 & \text { on } \Omega \times \partial Y, \\
\int_{Y} \boldsymbol{W} \mathrm{~d} \boldsymbol{y}=\mathbf{0}, & \text { on } \Omega, \\
\boldsymbol{W} \text { is } Y \text {-periodic } &
\end{align*}\right.
$$

due to inserting Equation (2.54) in $(\mathbf{P})_{\mathbf{1}}$. Again, the existence of $\boldsymbol{W}$ follows componentwise from applying Lemma 2.19.
Inserting Equation (2.54) in Equation (2.53), we obtain a macroscopic system as a solvability condition, which is the upscaled macroscopic behaviour we seek:

$$
(\mathbf{P})_{\mathbf{m}}:\left\{\begin{array}{rlrl}
-\operatorname{div}_{\boldsymbol{x}}\left(|Y| \mathrm{A}^{*} \cdot \nabla_{\boldsymbol{x}} u_{0}\right) & := \\
-\operatorname{div}_{\boldsymbol{x}}\left(\int_{Y} \mathrm{~A} \cdot\left[\mathrm{I}+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right] \mathrm{d} \boldsymbol{y} \cdot \nabla_{\boldsymbol{x}} u_{0}\right) & =\int_{Y} f \mathrm{~d} \boldsymbol{y}-\int_{\partial Y} g \mathrm{~d} \sigma_{y} & & \\
& =:|Y| \bar{f}-|\partial Y| \bar{g} & & \text { in } \Omega \\
u_{0} & =0 & & \text { on } \partial \Omega
\end{array}\right.
$$

where $\mathrm{A}^{*}=\frac{1}{|Y|} \int_{Y} \mathrm{~A} \cdot\left[\boldsymbol{I}+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right] \mathrm{d} \boldsymbol{y}$ is the homogenized/averaged tensor $\mathrm{A}, \bar{f}=\frac{1}{|Y|} \int_{Y} f \mathrm{~d} \boldsymbol{y}$ is the homogenized/averaged driving term $f$, and $\bar{g}=$ $\frac{1}{|\partial Y|} \int_{\partial Y} g \mathrm{~d} \sigma_{y}$ is the homogenized/averaged boundary term $g$.

## Two-scale convergence method

We start the two-scale convergence method by recalling that problem ( $\mathbf{P}$ ) has a weak solution in $H_{0}^{1}(\Omega)$ due to the elliptic existence theory. Moreover, due to the regularity of $\mathrm{A}, f$ and $g$, the elliptic existence theory yields that $\left\|u_{\epsilon}\right\|_{H_{0}^{1}(\Omega)}$ is bounded independent of $\epsilon$. This has profound consequences.
Lemma 2.20 (Compactness step). Let $u_{\epsilon} \in H_{0}^{1}(\Omega)$ be the weak solution of (P) with $\left\|u_{\epsilon}\right\|_{H_{0}^{1}(\Omega)}$ bounded independent of $\epsilon$, then there exists a $u_{0} \in H_{0}^{1}(\Omega)$ and $u_{1} \in L^{2}\left(\Omega ; H_{\#}^{1}(Y) / \mathbf{R}\right)$ such that

$$
\begin{cases}u_{\epsilon} \rightharpoonup u_{0} & \text { in } H^{1}(\Omega),  \tag{2.56}\\ u_{\epsilon} \xrightarrow{2} u_{0} & \text { in } L^{2}(\Omega \times Y), \\ \nabla u_{\epsilon} \xrightarrow{2} \nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1} & \text { in } L^{2}(\Omega \times Y)\end{cases}
$$

for a subsequence $\left(\epsilon^{\prime}\right) \subset(\epsilon)$.
Proof. Weak convergence follows directly from Eberlein-Šmuljan Theorem. Then the two-scale convergences follow from Proposition 2.15.

The compactness step allows one to directly obtain the macroscopic system $(\mathbf{P})_{\mathbf{m}}$, the cell function $\boldsymbol{W}$ from decomposition (2.54) and the cell problem (2.55).

Theorem 2.21. Let $u_{\epsilon} \in H_{0}^{1}(\Omega)$ be the weak solution of $(\mathbf{P})$ and satisfy the conditions of the Compactness step (Lemma 2.20), then there exists a subsequence $\left(\epsilon^{\prime}\right) \subset(\epsilon)$ such that $u_{\epsilon} \xrightarrow{2} u_{0}$ in $H_{0}^{1}(\Omega)$ and $u_{0}$ satisfies $(\mathbf{P})_{\mathbf{m}}$ with the homogenized tensor $\mathbf{A}^{*}$ derived from the cell function $\boldsymbol{W} \in L^{2}\left(\Omega ; H_{\#}^{1}(Y) / \mathbf{R}\right)$ that satisfies the cell problem (2.55).

Proof. Test $(\mathbf{P})$ with $\phi(\boldsymbol{x}, \boldsymbol{x} / \epsilon) \in H^{1}(\Omega)$ arbitrarily chosen, such that $\phi(\boldsymbol{x}, \boldsymbol{y}) \in$ $L^{2}\left(\Omega ; H_{\#}^{1}(Y)\right)$ and $\nabla_{\boldsymbol{x}} \phi \in \mathcal{D}\left(\Omega ; C_{\#}^{\infty}(Y)\right)^{n}$, and integrate over $\Omega \times Y$. Note that $\phi$ satisfies the conditions of Proposition 2.15. Hence, there is a $\phi_{0} \in H^{1}(\Omega)$ and $\Phi \in L^{2}\left(\Omega ; H_{\#}^{1}(Y) / \mathbf{R}\right)$ such that $\nabla \phi_{\epsilon^{\prime}} \xrightarrow{2} \nabla \phi_{0}+\nabla_{\boldsymbol{y}} \Phi$ for a subsequence $\left(\epsilon^{\prime}\right) \subset(\epsilon)$. By applying the divergence theorem, we obtain

$$
\begin{equation*}
\int_{\Omega}\left(\mathrm{A}_{\epsilon} \cdot \nabla u_{\epsilon}\right) \cdot \nabla \phi_{\epsilon} \mathrm{d} \boldsymbol{x}=\int_{\Omega} f_{\epsilon} \phi_{\epsilon} \mathrm{d} \boldsymbol{x}+\int_{\partial \Omega_{i n t}^{\epsilon}} g_{\epsilon} \phi_{\epsilon} \mathrm{d} \sigma_{x} \tag{2.57}
\end{equation*}
$$

where $\mathrm{A}_{\epsilon}=\mathrm{A}(\boldsymbol{x}, \boldsymbol{x} / \epsilon), f_{\epsilon}=f(\boldsymbol{x}, \boldsymbol{x} / \epsilon), g_{\epsilon}=g(\boldsymbol{x}, \boldsymbol{x} / \epsilon)$, and $\phi_{\epsilon}=\phi(\boldsymbol{x}, \boldsymbol{x} / \epsilon)$. Taking the limit $\epsilon \downarrow 0$ over a subsequence $\left(\epsilon^{\prime \prime}\right) \subset\left(\epsilon^{\prime}\right)$, we are allowed to apply Definition 2.13, Corollary 2.17 and Theorem 2.18, which leads to

$$
\begin{align*}
& \int_{\Omega} \frac{1}{|Y|} \int_{Y}\left(\mathrm{~A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \mathrm{d} \boldsymbol{y} \cdot \nabla_{\boldsymbol{x}} \phi_{0} \mathrm{~d} \boldsymbol{x} \\
& \quad=\int_{\Omega} \frac{1}{|Y|} \int_{Y} f \mathrm{~d} \boldsymbol{x} \phi_{0} \mathrm{~d} \boldsymbol{y}+\int_{\Omega} \frac{1}{|\partial Y|} \int_{\partial Y} g \mathrm{~d} \sigma_{y} \phi_{0} \mathrm{~d} \boldsymbol{x}  \tag{2.58a}\\
& \int_{\Omega} \frac{1}{|Y|} \int_{Y}\left(\mathrm{~A} \cdot\left[\nabla_{\boldsymbol{x}} u_{0}+\nabla_{\boldsymbol{y}} u_{1}\right]\right) \cdot \nabla_{\boldsymbol{y}} \Phi \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{y}=0 \tag{2.58b}
\end{align*}
$$

Obviously, Equation (2.58a) is the weak version of Equation (2.53). Moreover, inserting decomposition (2.54) into Equation (2.58b) yields the weak version of cell problem (2.55). Hence, $u_{0}$ satisfies $(\mathbf{P})_{\mathbf{m}}$.

Even though both the two-scale convergence method and the formal asymptotic expansion method yield the same system to which their macroscopic variable $u_{0}$ must adhere, there is no guarantee that these solutions are identical. Even more reason for this is the use of a subsequence of $(\epsilon)$ in the two-scale convergence method to obtain better properties. This is for two-scale convergence similar to the Eberlein-Šmuljan theorem of weak convergence.
It turns out that $(\mathbf{P})_{m}$ is linear in $u_{0}$. Moreover, it can be shown that $\mathrm{A}^{*}$ is elliptic, because A is elliptic. Hence, elliptic existence theory states that $(\mathbf{P})_{\mathbf{m}}$ has a unique weak solution. Thus both methods give the same weak solution.

A natural follow-up to obtaining the macroscopic solution $u_{0}$ tries to determine whether $u_{\epsilon} \rightarrow u_{0}(\boldsymbol{x})$ in some space $\mathbb{X}$. A positive answer would lead to the pursuit of finding a qualitative estimate of this convergence. Thus whether one can find a function $h: \mathbf{R}_{+} \rightarrow \mathbf{R}_{+}$such that $\left\|u_{\epsilon}-u_{0}(\boldsymbol{x})\right\|_{\mathbb{X}} \leq h(\epsilon) \downarrow 0$ as $\epsilon \downarrow 0$. This type of results are called corrector estimates and even for our toy problem ( $\mathbf{P}$ ) it is too complicated to give a quick introduction to corrector estimates. In Chapter 5 actual corrector estimates are derived for pseudo-parabolic systems.

# Modeling and Simulation of Concrete Corrosion - a Mixture Theory Perspective 

Based on:<br>A.J. Vromans, A. Muntean, and A.A.F. van de Ven, "A mixture theorybased concrete corrosion model coupling chemical reactions, diffusion and mechanics," 2018, Pacific Journal of Mathematics for Industry 10 5, online print only.

In this chapter a 3-D continuum mixture model describing the corrosion of concrete with sulfuric acid is built. Essentially, the chemical reaction transforms slaked lime (calcium hydroxide) and sulfuric acid into gypsum releasing water. The model incorporates the evolution of chemical reaction, diffusion of species within the porous material and mechanical deformations. This model is applied to a 1-D problem of a plate-layer between concrete and sewer air. The influx of slaked lime from the concrete and sulfuric acid from the sewer air sustains a gypsum creating chemical reaction (sulfatation or sulfate attack). The combination of the influx of matter and the chemical reaction causes a net growth in the thickness of the gypsum layer on top of the concrete base. The model allows for the determination of the plate layer thickness $h=h(t)$ as function of time, which indicates both the amount of gypsum being created due to concrete corrosion and the amount of slaked lime and sulfuric acid in the material. The existence of a parameter regime for which the model yields a non-decreasing plate layer thickness $h(t)$ is identified numerically. The robustness of the model with respect to changes in the model parameters is also investigated.

### 3.1 Introduction

Forecasting concrete corrosion is a major issue in civil engineering due to its potential of drastically decreasing the lifespan of constructions such as sewers, bridges and dams, see e.g. [42,118,123]. As an example, the differences in mechanical properties between gypsum and concrete result in volume expansion, cracking, and decrease in load-bearing capacity of the concrete resulting in compromised structural integrity followed by expensive repairs, construction replacements or even accidents due to (partial) collapse [69,132] resulting in major costs for society [45, 134].

We focus on three related topics: First, we construct a 3-D continuum mixture model describing concrete corrosion capable of exhibiting realistic behaviour of the growth of a concrete layer due to the formation of gypsum inside the concrete layer. Secondly, we apply the new model to a specific 1-D situation of the concrete layer and investigate the validity of the behavior of this 1-D model with respect to physical constraints and expected physical behavior. Finally, we investigate the parameter dependence of both the time span of realistic behavior and growth of the concrete layer for the 1-D model.

Even though concrete is a heterogeneous material, a lot of research has been
done relying on continuum models, where the heterogeneity details are averaged out. In [94] the reader can find a short historical overview of the use of continuum models in concrete research. Similar to the continuum models from [94], the authors of ref. [104] proposed a composite material model of concrete with an explicit volume division into mortar and aggregate. These models were mostly created to better describe the behavior of concrete under high stresses, and, hence, to predict the cracking behavior observed in the experiments reported in $[94,104]$. The mathematical community has addressed this corrosion issue mainly from a single-scale or multiple-scale reaction-diffusion perspective. Usually, the single-scale approach involves one or two moving sharp reaction interfaces $[3,32,56,57,102,103]$, while the multiple scale setting prefers exploiting a better understanding of the porosity and tortuosity of the material without involving free boundaries $[6,26,53]$. There are still a number of open issues concerning how poro-mechanics of the material couples with chemical reactions, flow, diffusion and heat transfer hindering a successful forecast of the durability of the concrete exposed to sulfate attack. In this chapter, we are interested in understanding and then predicting eventual critical situations occurring before cracking. Particularly, we want to describe the corrosion of concrete by acid attack [131], which usually leads at a later stage to cracking followed by erosion. The main inspiration source for our problem setting is the basic scenario described in [14] which considers a simple reaction mechanism producing gypsum, without involving the ettringite formation.

In [14] an isothermal acid attack continuum model for sulfuric acid corrosion was proposed with a similar sewer pipe geometry as in our model, but including also the porosity of the gypsum. This model focussed solely on the creation of hydrogen sulfide and sulfuric acid, which reacts at the boundary to create gypsum. The model assumed that almost all the gypsum was created at the boundary separating the uncorroded concrete causing a moving sharp corrosion front penetrating irreversibly the material. We deviate from this model by assuming that the gypsum reaction gradually takes place in the full domain, and that the corrosion front is caused by the penetration of sulfuric acid. In some sense our model can be seen as a description of the moving corrosion front in [14] as a fixed bulk reaction domain, and can, therefore, be idealized into a plate-layer model. To avoid describing the exact growth of the involved phases of the material, we take a modeling route in the spirit of the classical mixture theory.

Figure 3.1 shows the concrete geometry we have in mind. A concrete sewer pipe contains in the air phase acid droplets wanting to react with the concrete to form gypsum. When zooming in on the pipe wall, the curvature vanishes,
which allows for the formulation of a plate layer model of the concrete pipe. We neglect, therefore, the tangential directions and only focus on the normal $(z)$ direction. Hence, a 1-D model can be posed to approximate the concrete corrosion in a simplistic 3-D sewer pipe.


Figure 3.1: A concrete sewer pipe is corroded by sulfuric acid containing air at the top and by the acidic sewage at the tidal region of the sewage-air interface. The sulfuric acid is created by biodegradation of bio-matter in sewage. Extended corrosion leads to erosion of the concrete and potentially to sewer pipe collapse. Our model is meant to describe the beginning of corrosion, as shown in the small square, allowing the simplifications from a pipe to a plate layer, as shown in the large square. This simplification reduces a 3-D concrete corrosion model into a 1-D model only dependent on the spatial variable $z$. The thickness, $h(t)$, of the mixture layer changes over time due to both influx of material and the chemical reaction in the mixture.

It is worth noting that most of the assumptions mentioned in [14] are taken over here as well. Our model is supposed to reflect the entire corrosion process with no other contributing chemical reactions and species than those explicitly mentioned. Also, the external concentration and influx rates of sulfuric acid and hydrogen sulfide are constant. Both these assumptions are restrictive. For example, competing corrosion reactions and other reacting chemicals, such as nitrates, are present in an actual concrete corrosion process according to [14]. Moreover, in [22] it is explained that experiments show that external concentrations and influx rates are not even approximately constant because flow changes (changing Reynolds number) have enormous influences, which according to [14] could change rates and concentrations with many orders of magnitude. Therefore, the assumptions of ref. [14] are necessary to reduce the complexity of our model. Moreover, we have the additional assumption
that external forces such as gravity are negligible. Further, we assume that the absolute internal pressure of the concrete is only locally deviating in our small scale layer, which allows us to use relative pressure in the concrete.

This chapter is organized as follows. In Section 3.2, we construct several 3-D continuum mixture models of chemical corrosion of concrete. We take into account effective balance laws, diffusion processes, chemical reaction effects, mechanical effects due to elastic and/or viscoelastic stresses, local interactions due to for instance the Stokes drag, and influx from external reservoirs and from domain growth due to a moving corrosion layer. In Section 3.3, we focus on the normal $(z)$ direction to obtain an effective 1-D model of the corroding concrete for one of the constructed models. In Section 3.4, we briefly describe both the code used to simulate the model of Section 3.3 and the validation of this code with respect to the asymptotic expansion solution obtained in Section 3.7. In Section 3.5, we investigate the validity of the numerical behavior of the model of Section 3.3. First, we illustrate the typical behavior of the model and relate it to the expected realistic behavior. Second, we investigate the dependence of the realistic behavior on specific tuples of model parameters. Finally, in the conclusion we summarize our results and discuss the relation of these results with known literature.

### 3.2 Derivation of a mixture-theory-based concrete corrosion model

The presentation of a continuous 3-component mixture model in this section is based on the theory of mixtures of Bowen in [18].

## Preliminaries

Let the index $\alpha$ denote the different constituents of our mixture, $\alpha=1$ the gypsum (solid), $\alpha=2$ the lime (solid) and $\alpha=3$ the acid (fluid). The configuration $\mathbb{G}(t)$ indicates the domain occupied by the mixture body at time $t>0$ in $\mathbf{R}_{3}$, and $\mathbf{x}=\mathbf{x}(t) \in \mathbb{G}(t)$ is the momentary position of a material point of the mixture body. Let $g(t) \subset \mathbb{G}(t)$ be a generic element of material volume, which by definition has no fixed volume. This partial material volume $g(t)$ contains $n_{\alpha}(g(t))$ molecules of the constituent $\alpha$ with molecular mass $M_{\alpha}$. The mass $m_{\alpha}(g(t))$ of constituent $\alpha$ in $g(t)$ is given by

$$
\begin{equation*}
m_{\alpha}(g(t))=M_{\alpha} n_{\alpha}(g(t))=\mathcal{M}_{\alpha} n_{\alpha}(g(t)) / N_{A} \tag{3.1}
\end{equation*}
$$

where $N_{A}$ denotes the Avogadro constant (i.e. $6.022 \times 10^{23}$ molecules per mole) and $\mathcal{M}_{\alpha}$ the molar mass of constituent $\alpha$. The total mass $m(g(t))$ of the mixture in $g(t)$ is given by

$$
\begin{equation*}
m(g(t))=\sum_{\alpha} m_{\alpha}(g(t)) \tag{3.2}
\end{equation*}
$$

A strictly positive integrable function $\rho_{\alpha}(\mathbf{x}, t)$, called the partial density of component $\alpha$, is defined by

$$
\begin{equation*}
m_{\alpha}(g(t))=\int_{g(t)} \rho_{\alpha}(\mathbf{x}, t) \mathrm{d} \mathbf{x} \tag{3.3}
\end{equation*}
$$

The density of the mixture in the point $(\mathrm{x}, t)$ is

$$
\begin{equation*}
\rho(\mathbf{x}, t)=\sum_{\alpha} \rho_{\alpha}(\mathbf{x}, t) \tag{3.4}
\end{equation*}
$$

Let $\tilde{\rho}_{\alpha}$ be the intrinsic density of component $\alpha$ (i.e. the density of the isolated pure component) and let $\phi_{\alpha}(\mathbf{x}, t)$ be its volume fraction, then

$$
\begin{equation*}
\rho_{\alpha}(\mathbf{x}, t)=\tilde{\rho}_{\alpha} \phi_{\alpha}(\mathbf{x}, t), \quad \sum_{\alpha} \phi_{\alpha}(\mathbf{x}, t)=1 \text { for all }(\mathbf{x}, t) \in g(t) . \tag{3.5}
\end{equation*}
$$

We assume that the constituents of the mixture are incompressible. Hence, the intrinsic densities $\tilde{\rho}_{\alpha}$ are uniform constants.

## Balance laws

Following [18] and in analogy with [19] and [95], we describe the time evolution of our 3-component mixture by means of two sets of global balance laws for each component of the mixture: one for mass and one for momentum conservation. We assume that the chemical reaction is an isothermal process; the conservation of energy is then automatically satisfied.
The conservation of the partial mass for component $\alpha$ is formulated as the balance law for the partial density $\rho_{\alpha}=\rho_{\alpha}(\mathbf{x}, t)$ in the form:
$\frac{\mathrm{d}}{\mathrm{d} t} m_{\alpha}(g(t))=\frac{\mathrm{d}}{\mathrm{d} t} \int_{g(t)} \rho_{\alpha}(\mathbf{x}, t) \mathrm{d} V=\int_{\partial g(t)} \delta_{\alpha} \nabla \rho_{\alpha}(\mathbf{x}, t) \cdot \mathrm{d} \boldsymbol{S}+\int_{g(t)} R_{\alpha}(\mathbf{x}, t) \mathrm{d} V$.
In this balance law, the outward flux is given by Fick's law of diffusion, and equals $-\delta_{\alpha} \nabla \rho_{\alpha}$, where $\delta_{\alpha}$ is the diffusion coefficient of the $\alpha$-th component. The production term by chemical reaction $R_{\alpha}$ acts as a source or as a
sink when the constituent is being produced or consumed, respectively, in the chemical reaction. Equation (3.6) indicates that $g(t)$ is not an element of material volume for a single constituent, but it is an element of material volume for the mixture, i.e. for all constituents together. Hence, in Equation (3.6), summing up over $\alpha$ and using that $g(t)$ is an element of material volume for which $m(g(t))$ is constant, we obtain

$$
\begin{equation*}
0=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{g(t)} \rho(\mathbf{x}, t) \mathrm{d} \mathbf{x}=\int_{\partial g(t)} \sum_{\alpha}\left(\delta_{\alpha} \nabla \rho_{\alpha}\right)(\mathbf{x}, t) \cdot \mathrm{d} \mathbf{s}+\int_{g(t)} \sum_{\alpha} R_{\alpha}(\mathbf{x}, t) \mathrm{d} \mathbf{x} \tag{3.7}
\end{equation*}
$$

Since a chemical reaction is inherently a mass-conserving process, we obtain $\sum_{\alpha} R_{\alpha}=0$. Thus this global mass conservation is satisfied if $\sum_{\alpha} \delta_{\alpha} \nabla \rho_{\alpha}=$ $\sum_{\alpha} \delta_{\alpha} \tilde{\rho}_{\alpha} \nabla \phi_{\alpha}=0$, a compatibility condition for the allowed types of internal diffusion processes. This is satisfied if, for instance, $\delta_{\alpha}=\delta / \tilde{\rho}_{\alpha}$. Hence, $\delta=0$ (no internal diffusion) would suffice.
Conservation of linear momentum for the component $\alpha$ is formulated as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{g(t)}\left(\rho_{\alpha} \mathbf{v}_{\alpha}\right)(\mathbf{x}, t) \mathrm{d} V=\int_{\partial g(t)} \mathrm{T}_{\alpha}(\mathbf{x}, t) \cdot \mathrm{d} \boldsymbol{S}+\int_{g(t)} \mathbf{B}_{\alpha}(\mathbf{x}, t) \mathrm{d} V \tag{3.8}
\end{equation*}
$$

where $\rho_{\alpha} \mathbf{v}_{\alpha}$ is the linear momentum density of the component $\alpha$, while the outward flux is given by the partial stress tensor $\mathrm{T}_{\alpha}$ and the production term by the internal linear momentum production $\mathbf{B}_{\alpha}$. The latter two terms will be specified in the next section. Since in our setting the mechanical processes and flow dynamics are slow, we assume a quasi-static regime. This implies that the inertia term on the left-hand side in Equation (3.8) may be neglected. Moreover, the sum of the internal momentum-production terms $\mathbf{B}_{\alpha}$ must be zero, i.e. $\sum_{\alpha} \mathbf{B}_{\alpha}=0$, by Newton's third law.

## Local equations and jump conditions

The global balance equations can in the usual way, see e.g. [18], be converted into local balance equations and jump conditions across a singular surface $\Sigma(t)$, a surface defined by the location of a discontinuity in a quantity. Thus, we obtain from Equation (3.6) the local partial mass balance equations (or continuity equations):

$$
\begin{equation*}
\frac{\partial \rho_{\alpha}}{\partial t}+\operatorname{div}\left(\rho_{\alpha} \mathbf{v}_{\alpha}\right)-\delta_{\alpha} \Delta \rho_{\alpha}=R_{\alpha} \tag{3.9}
\end{equation*}
$$

together with the jump condition at $\Sigma(t)$

$$
\begin{equation*}
\llbracket \rho_{\alpha}\left(\mathbf{V} \cdot \mathbf{n}-\mathbf{v}_{\alpha} \cdot \mathbf{n}\right)+\delta_{\alpha} \nabla \rho_{\alpha} \cdot \mathbf{n} \rrbracket=0 \tag{3.10}
\end{equation*}
$$

where $\llbracket \rrbracket$ denotes the outward jump across the surface $\Sigma(t), \mathbf{V}$ the velocity of $\Sigma(t)$, and $\mathbf{n}$ the outward unit normal on $\Sigma(t)$. We rewrite the mass equations by elimination of $\rho_{\alpha}$ in favour of $\phi_{\alpha}$ yielding

$$
\begin{equation*}
\frac{\partial \phi_{\alpha}}{\partial t}+\operatorname{div}\left(\phi_{\alpha} \mathbf{v}_{\alpha}\right)-\delta_{\alpha} \Delta \phi_{\alpha}=\frac{R_{\alpha}}{\tilde{\rho}_{\alpha}} . \tag{3.11}
\end{equation*}
$$

Summing Equation (3.11) over all $\alpha$, we obtain

$$
\begin{equation*}
\sum_{\alpha} \operatorname{div}\left(\phi_{\alpha} \mathbf{v}_{\alpha}\right)=\sum_{\alpha}\left(\delta_{\alpha} \Delta \phi_{\alpha}+\frac{R_{\alpha}}{\tilde{\rho}_{\alpha}}\right)=\sum_{\alpha} \frac{1}{\tilde{\rho}_{\alpha}}\left(\delta \Delta \phi_{\alpha}+R_{\alpha}\right) \tag{3.12}
\end{equation*}
$$

with use of $\delta_{\alpha}=\delta / \tilde{\rho}_{\alpha}$. We refer to Equation (3.12) as the incompressibility condition. Later we shall use Equation (3.12) to replace one of the three mass equations (e.g. for $\alpha=2$, and then use $\phi_{2}=1-\phi_{1}-\phi_{3}$ ).
Analogously, the quasi-static momentum balance yields

$$
\begin{equation*}
\operatorname{div} \mathbf{T}_{\alpha}+\mathbf{B}_{\alpha}=0 \tag{3.13}
\end{equation*}
$$

with the jump condition

$$
\begin{equation*}
\llbracket \mathrm{T}_{\alpha} \cdot \mathbf{n} \rrbracket=0 . \tag{3.14}
\end{equation*}
$$

Summing Equation (3.13) over all $\alpha$ and using $\mathrm{T}=\sum_{\alpha} \mathrm{T}_{\alpha}$, the total stress tensor, and $\sum_{\alpha} \mathbf{B}_{\alpha}=0$, we find

$$
\begin{equation*}
\operatorname{div} \mathbf{T}=0 \tag{3.15}
\end{equation*}
$$

Before we can evaluate the local momentum equations any further we have to make constitutive assumptions concerning the structure of $\mathrm{T}_{\alpha}$ and $\mathbf{B}_{\alpha}$.
The two solid components, $\alpha=(1,2)$ are modeled as linearly (visco)elastic media, the stress tensor $\mathrm{T}_{\alpha}$ of which is given by

$$
\begin{equation*}
\mathrm{T}_{\alpha}=-\phi_{\alpha} p \mathbf{I}+\mathrm{T}_{\alpha}^{\mathrm{el}}+\mathrm{T}_{\alpha}^{\mathrm{ve}}, \tag{3.16}
\end{equation*}
$$

where $p$ is the relative pressure with respect to the inner tube pressure (this pressure term is needed to compensate for the incompressibility assumption), I the unit tensor, $\mathrm{T}_{\alpha}^{\mathrm{el}}$ is the linear elastic part and $\mathrm{T}_{\alpha}^{\mathrm{ve}}$ the linear viscoelastic part. The first one is given by Hooke's law as

$$
\begin{equation*}
\mathrm{T}_{\alpha}^{\mathrm{el}}=\lambda_{\alpha} \operatorname{Tr}\left(\mathrm{E}_{\alpha}\right) \mathrm{I}+2 \mu_{\alpha} \mathrm{E}_{\alpha} \quad \text { for } \alpha \in\{1,2\}, \tag{3.17}
\end{equation*}
$$

where $\mathrm{E}_{\alpha}=\left(\nabla \mathbf{u}_{\alpha}+\left(\nabla \mathbf{u}_{\alpha}\right)^{\top}\right) / 2$ is the linear deformation tensor written in terms of the displacement $\mathbf{u}_{\alpha}, \operatorname{Tr}(\mathrm{A})$ means the trace of the matrix A , and $\lambda_{\alpha}$ and $\mu_{\alpha}$ are the corresponding Lamé parameters. The viscoelastic part is
modeled such that Equation (3.16) follows the Kelvin-Voigt model, see [21,91], and has the general structure

$$
\begin{equation*}
\mathrm{T}_{\alpha}^{\mathrm{ve}}=\sum_{\beta=1}^{2} \gamma_{\alpha \beta} \mathrm{D}_{\beta} \quad \text { for } \alpha \in\{1,2\} \tag{3.18}
\end{equation*}
$$

where $\mathrm{D}_{\alpha}=\left(\nabla \mathbf{v}_{\alpha}+\left(\nabla \mathbf{v}_{\alpha}\right)^{\top}\right) / 2$ is the rate of deformation tensor based on the velocity $\mathbf{v}_{\alpha}=\partial \mathbf{u}_{\alpha} / \partial t$, while the coefficients $\gamma_{\alpha \beta}$ are material constants that will be further specified below.
The internal linear momentum production represents the Stokes Drag [95, eq. (92)], i.e.

$$
\begin{equation*}
\mathbf{B}_{\alpha}^{(S D)}=-\chi_{\alpha}\left(\mathbf{v}_{\alpha}-\mathbf{v}_{3}\right) \quad \text { for } \quad \alpha \in\{1,2\} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{B}_{3}^{(S D)}=\sum_{\beta=1}^{2} \chi_{\beta}\left(\mathbf{v}_{\beta}-\mathbf{v}_{3}\right) \tag{3.20}
\end{equation*}
$$

such that $\sum_{\alpha} \mathbf{B}_{\alpha}^{(S D)}=0$. For an explicit definition of the material parameter $\chi_{\alpha}$, we refer to the note ${ }^{\dagger}$ in Table 3.1.

The fluid is modeled as an inviscid fluid, possibly modified by an extra linear viscoelastic term, which in general is zero, except for the first of the four systems to be introduced next, i.e.

$$
\begin{equation*}
\mathrm{T}_{3}=-\phi_{3} p \mathrm{I}+\mathrm{T}_{3}^{\mathrm{ve}} \tag{3.21}
\end{equation*}
$$

The specification of $\gamma_{\alpha \beta}$ entering the structure of $\mathrm{T}_{\alpha}^{\mathrm{ve}}$ (cf. Equation (3.18)) differs for the four systems we introduce now:

1. System A: This system corresponds best to the evolution systems studied in [136], where conditions for the existence of weak solutions were obtained. Here, the individual constituents are assumed to be viscoelastic, such that the mixture as a whole remains purely elastic. For this, we choose $\gamma_{\alpha \beta}=\gamma_{\alpha}$ if $\beta=\alpha \in\{1,2\}$, and $\gamma_{\alpha \beta}=0$ if $\beta \neq \alpha$, resulting in

$$
\begin{equation*}
\mathrm{T}_{\alpha}^{\mathrm{ve}}=\gamma_{\alpha} \mathrm{D}_{\alpha} \quad \text { for } \alpha \in\{1,2\} \tag{3.22}
\end{equation*}
$$

Moreover, we take $\mathrm{T}_{3}^{\mathrm{ve}}$ such that

$$
\begin{equation*}
\mathrm{T}_{3}^{\mathrm{ve}}=-\sum_{\alpha=1}^{2} \gamma_{\alpha} \mathrm{D}_{\alpha}=-\sum_{\alpha=1}^{2} \mathrm{~T}_{\alpha}^{\mathrm{ve}} \tag{3.23}
\end{equation*}
$$

providing that $\mathrm{T}^{\mathrm{ve}}=\sum_{\alpha=1}^{3} \mathrm{~T}_{\alpha}^{\mathrm{ve}}=0$.
2. System B: Here, $\gamma_{\alpha \beta}=0$ : the solid components are thus purely elastic and the fluid inviscid.
3. System C: As in System A, the solid components are intrinsically viscoelastic, but the fluid is inviscid, so $\mathrm{T}_{3}=-\phi_{3} p \mathrm{l}$, implying that the mixture as a whole is also viscoelastic. This has consequences for the pressure term $p$, as can be seen in the 1-D problem described in Section 3.3; see Equation (3.41).
4. System D: In this case, we assume that the viscoelastic terms in the stresses are proportional to the differences in shear rates of the two solids so that these stresses are zero if the velocities, or displacements, of the solids are equal. Moreover, we let the sum of the two stresses equal zero and keep the fluid inviscid. Thus, the total stress is purely elastic. This results in the following choice for $\gamma_{\alpha \beta}$

$$
\begin{equation*}
\gamma_{11}=\gamma_{22}=\gamma, \quad \text { and } \quad \gamma_{12}=\gamma_{21}=-\gamma \tag{3.24}
\end{equation*}
$$

System A is well-posed mathematically (cf. [136]), but is possibly physically incorrect as we are not aware of any physical system with a physically purely elastic mixture, but with viscoelastic constituents. To be precise, the sulfuric acid viscoelastic stress for this models must be defined by the viscoelastic stress of the other components, see (3.23), which seems physically impossible. This was one of the reasons why we abandoned System A, even though it has nice mathematical properties. System B is physically nice, but mathematically it needs an additional viscoelastic term to ensure the existence of weak solutions and FEM approximations. System C combines the strong points of systems A and B. It is physically justified and mathematically sound. However, the mixture is viscoelastic, which is a behavior one would expect on unnaturally large timescales. System D is both mathematically and physically sound, supporting an elastic mixture, which favors timescales compatible with measurements.
The physical derivation of systems A, B, C and D indicate that only system D has the right physical properties at the desired timescales. Hence, from here on we will focus on system D from both analytical and numerical perspectives, for example when we judge solutions to exhibit realistic behaviors. To reduce complexity, we investigate a special situation leading effectively to a 1-D version of system D.

## Chemical corrosion of concrete with sulphates

The concrete corrosion we discuss here refers to sulfuric acid reacting with
slaked lime to create gypsum. The reaction mechanism is very complex, leading to ettringite growth, e.g. see [131]. In this chapter, the chemical reaction mechanism takes the simplified form (s: solid, f: fluid)

$$
\begin{gathered}
\text { slaked lime (s) } \\
\mathrm{Ca}(\mathrm{OH})_{2}
\end{gathered}+\begin{gathered}
\text { sulfuric acid (f) } \\
\mathrm{H}_{2} \mathrm{SO}_{4}
\end{gathered} \rightarrow \begin{gathered}
\text { gypsum (s) } \\
\mathrm{CaSO}_{4} \cdot 2 \mathrm{H}_{2} \mathrm{O} .
\end{gathered}
$$

Hence, the stoichiometric coefficients $N_{\alpha}$ are $N_{1}=1$ and $N_{2}=N_{3}=-1$.
The chemical reaction, as shown above, is the net reaction and does not reflect the full complexity of all the intermediate steps necessary for this reaction. The complexity is encompassed in a single rate equation. A similar reaction as above but with calcite, $\mathrm{CaCO}_{3}$, instead of slaked lime has been treated in [17]. Therefore, we assume a rate equation similar to the one in [17], i.e.

$$
\begin{equation*}
r=k F=k \mathcal{L}\left(\left[\mathrm{H}_{2} \mathrm{SO}_{4}\right]-C_{e q}\right) \mathcal{L}\left(C_{\max }-[\text { gypsum }]\right), \tag{3.25}
\end{equation*}
$$

where we denote $\mathcal{L}(u)=u \mathcal{H}(u)$ with $\mathcal{H}$ the Heaviside function, $k$ is the volumetric reaction rate (in $\left[\mathrm{m}^{3} / \mathrm{mol} \cdot \mathrm{s}\right]$ ), $[f]$ the molar concentration of $f$, $C_{e q}$ the dissolution equilibrium molar concentration of the sulfuric acid, and $C_{\max }$ the maximum precipitation molar concentration of gypsum.
The mass production term $R_{\alpha}=R_{\alpha}(\mathbf{x}, t)$ is given by

$$
\begin{equation*}
R_{\alpha}(\mathbf{x}, t)=N_{\alpha} \mathcal{M}_{\alpha} r(\mathbf{x}, t) \quad \text { for }(\mathbf{x}, t) \in g(t) \tag{3.26}
\end{equation*}
$$

which satisfies $\sum_{\alpha} R_{\alpha}=0$. Moreover, Equation (3.26) implies that the volume fraction production can be written as

$$
\begin{equation*}
\frac{R_{\alpha}(\mathbf{x}, t)}{\tilde{\rho}_{\alpha}}=\frac{\mathcal{M}_{\alpha} N_{\alpha}}{\tilde{\rho}_{\alpha}} \tilde{k} \frac{\tilde{\rho}_{1} \tilde{\rho}_{3}}{\mathcal{M}_{1} \mathcal{M}_{3}} F(\mathbf{x}, t) \quad \text { for }(\mathbf{x}, t) \in g(t) \tag{3.27}
\end{equation*}
$$

with

$$
\begin{equation*}
F=\mathcal{L}\left(\phi_{3}-\phi_{3, t h r}\right) \mathcal{L}\left(\phi_{1, s a t}-\phi_{1}\right) \tag{3.28}
\end{equation*}
$$

where $\phi_{1, s a t}$ is the gypsum saturation level, while $\phi_{3, t h r}$ represents the sulfuric acid dissolution threshold.

## Initial and boundary conditions

We consider a mixture body, placed freely in space, and initially in a homogeneous, undeformed state, free of stress and movement. This yields the initial conditions:

$$
\begin{equation*}
\phi_{\alpha}(\mathbf{x}, 0)=\phi_{\alpha 0}(\mathbf{x}) \quad \text { and } \quad \mathbf{u}_{\alpha}(\mathbf{x}, 0)=0 \quad \text { for }(\mathbf{x}, 0) \in g(0), \tag{3.29}
\end{equation*}
$$

where $\phi_{\alpha 0}=\rho_{\alpha 0} / \tilde{\rho}_{\alpha}$ are prescribed initial concentration values.
We wish to point out here that, although $\mathbf{u}_{3}\left(\mathbf{x}, 0^{+}\right)=0$, there is a jump in the velocity $\mathbf{v}_{3}$, which is inherent to the quasi-static approximation we used. Due to the influx of material (acid and/or gypsum) across the boundary and the chemical reactions, the domain $\mathbb{G}$ will change as time elapses, i.e. $\mathbb{G}=\mathbb{G}(t)$ as does its boundary $\partial \mathbb{G}=\partial \mathbb{G}(t)$. However, consistent with the small-deformation assumption, the boundary condition may be considered to hold on the undeformed (reference) boundary. The space outside the domain can contain any of the constituents with a concentration $\phi_{\alpha}^{+}$. The influx is assumed to be proportional to the concentration difference $\llbracket \phi_{\alpha} \rrbracket$ across $\partial \mathbb{G}$, provided this difference is positive. The boundary is semi-permeable for all constituents $\alpha$, allowing only one-sided transfer from outside the domain into the domain if $\phi_{\alpha}^{+}>\left.\phi_{\alpha}\right|_{\partial \mathbb{G}}$. This leads to the boundary condition (compare with Equation (3.10)), holding for $t>0$

$$
\begin{equation*}
\phi_{\alpha}\left(\mathbf{v}_{\alpha}-\mathbf{V}\right) \cdot \mathbf{n}+\delta_{\alpha} \nabla \phi_{\alpha} \cdot \mathbf{n}=J_{\alpha}\left(\mathcal{L}\left(\llbracket \phi_{\alpha} \rrbracket\right)\right) \quad \text { at } \partial \mathbb{G}, \tag{3.30}
\end{equation*}
$$

where $\mathbf{n}$ denotes the outward normal on $\partial \mathbb{G}, \mathbf{V}$ the velocity of the boundary, $\llbracket \phi_{\alpha} \rrbracket=\phi_{\alpha}^{+}-\phi_{\alpha}$ with $\phi_{\alpha}^{+}$the volume fraction of $\alpha$ outside $\partial \mathbb{G}$ and $\phi_{\alpha}$ just inside it, while $J_{\alpha}$ is a material constant. If, on the other hand, for certain $\alpha$, we have $\phi_{\alpha}^{+}<\left.\phi_{\alpha}\right|_{\partial \mathbb{G}}$, then the influx is zero (due to the semi-permeability), leading to the boundary condition ${ }^{1}$

$$
\begin{equation*}
\nabla \phi_{\alpha} \cdot \mathbf{n}=0 \quad \text { at } \partial \mathbb{G} . \tag{3.31}
\end{equation*}
$$

If the outer space contains only one constituent, say $\beta$, then Equation (3.31) holds for the two values $\alpha \neq \beta$, but then $\sum_{\gamma} \phi_{\gamma}=1$ yields directly that also $\nabla \phi_{\beta} \cdot \mathbf{n}=0$, and thus the second term on the left-hand side of Equation (3.30) vanishes, so that this boundary condition for $\beta$ becomes

$$
\begin{equation*}
\phi_{\beta}\left(\mathbf{v}_{\beta}-\mathbf{V}\right) \cdot \mathbf{n}=J_{\beta} \mathcal{L}\left(\llbracket \phi_{\beta} \rrbracket\right) \quad \text { at } \partial \mathbb{G} \tag{3.32}
\end{equation*}
$$

the right-hand side of which is greater than zero if $\phi_{\beta}^{+}>\phi_{\beta}$.
The small piece of sewer pipe can be modeled as a free unloaded body due to the use of the relative pressure term since we assumed the inner pipe pressure to be practically constant over this small piece of sewer pipe. For the free unloaded body that we will consider in this chapter, the boundary is free of stress, which implies

$$
\begin{equation*}
\mathrm{T} \cdot \mathbf{n}=\sum_{\alpha} \mathrm{T}_{\alpha} \cdot \mathbf{n}=0 \quad \text { at } \partial \mathbb{G} . \tag{3.33}
\end{equation*}
$$

[^1]If, for some $\alpha$, we have $\phi_{\alpha}^{+}<\phi_{\alpha}$, then the flux is zero and hence, the boundary condition (3.6) reduces to

$$
\begin{equation*}
\mathbf{v}_{\alpha} \cdot \mathbf{n}=\mathbf{V} \cdot \mathbf{n} \quad \text { at } \quad \partial \mathbb{G} \tag{3.34}
\end{equation*}
$$

However, instead of (3.30) a different boundary condition, particular for the solid constituents $(\alpha=1,2)$ is used, namely

$$
\begin{equation*}
\left(\nabla_{\mathbf{x}} \mathbf{u}_{\alpha} \cdot \mathbf{n}\right)^{\top} \cdot \mathbf{n}=A_{\alpha}\left(\mathbf{u}_{\alpha}-\mathbf{W}\right) \cdot \mathbf{n} \quad \text { at } \partial \mathbb{G} \tag{3.35}
\end{equation*}
$$

In Equation (3.35), $\mathbf{W}$ denotes the displacement vector of the boundary such that $\mathbf{V}(t)=\mathrm{d} \mathbf{W} / \mathrm{d} t$. In [136] it was shown that a finite positive value of $A_{\alpha}$ is useful to prove existence of a realistic numerical approximation of weak solutions. Note that in the limit $A_{\alpha} \rightarrow \infty$ the boundary condition $\mathbf{u}_{\alpha}=\mathbf{W}$ is retrieved. On the other hand, in the opposite limit $A_{\alpha} \rightarrow 0$ the boundary condition becomes the homogeneous Neumann boundary condition

$$
\begin{equation*}
\left(\nabla_{\mathbf{x}} \mathbf{u}_{\alpha} \cdot \mathbf{n}\right)^{\top} \cdot \mathbf{n}=0 \tag{3.36}
\end{equation*}
$$

which is equivalent to requiring that the partial normal stress of constituent $\alpha$ is zero.

## Summary of the model equations

Based on the discussion from the preceding sections, we are now able to formulate complete 3-D systems of equations and boundary conditions for the reacting, diffusing and deforming 3 -component continuum mixture. From the four systems presented before, we opt for System $D$. The internal unknowns ( 6 in number, of which 3 scalar and 3 vectorial) are $\left\{\phi_{1}, \phi_{3}, \mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{v}_{3}, p\right\}$, with $\phi_{2}=1-\phi_{1}-\phi_{3}$, for which we have a set of balance equations, following from successively the local mass balances, the incompressibility condition and the 3 local momentum balances. Together with the constitutive equations for $\mathrm{T}_{\alpha}$ and $\mathbf{B}_{\alpha}$, given by Equations (3.16) to (3.21) and (3.24), we obtain for $t>0$
and $\mathbf{x} \in \mathbb{G}$ :

$$
\begin{align*}
\frac{\partial \phi_{\alpha}}{\partial t}+\operatorname{div}\left(\phi_{\alpha} \mathbf{v}_{\alpha}\right)-\delta_{\alpha} \Delta \phi_{\alpha} & =\frac{R_{\alpha}}{\tilde{\rho}_{\alpha}} \text { for } \alpha \in\{1,2,3\},  \tag{3.37a}\\
\operatorname{div}\left(\sum_{\alpha=1}^{3} \phi_{\alpha} \mathbf{v}_{\alpha}\right)-\sum_{\alpha=1}^{3} \delta_{\alpha} \Delta \phi_{\alpha} & =\sum_{\alpha=1}^{3} \frac{R_{\alpha}}{\tilde{\rho}_{\alpha}}  \tag{3.37b}\\
\nabla\left(-\phi_{\alpha} p+\left[\lambda_{\alpha}+\mu_{\alpha}\right] \operatorname{div}\left(\mathbf{u}_{\alpha}\right)\right)+\mu_{\alpha} \Delta \mathbf{u}_{\alpha} & =\chi_{\alpha}\left(\mathbf{v}_{\alpha}-\mathbf{v}_{3}\right)-\sum_{\beta=1}^{3} \gamma_{\alpha \beta} \Delta \mathbf{v}_{\beta}, \alpha \neq 3  \tag{3.37c}\\
\nabla\left(-\phi_{3} p\right) & =-\sum_{\beta=1}^{2}\left[\chi_{\beta}\left(\mathbf{v}_{\beta}-\mathbf{v}_{3}\right)+\gamma_{3 \beta} \Delta \mathbf{v}_{\beta}\right] \tag{3.37d}
\end{align*}
$$

where $\mathbf{v}_{\beta}=\partial_{t} \mathbf{u}_{\beta}=\partial \mathbf{u}_{\beta} / \partial t$ for $\beta \in 1,2$. Combining the three momentum equations, and using that $\sum_{\alpha=1}^{3} \phi_{\alpha}=1$, we obtain the global momentum equation:

$$
\begin{equation*}
\nabla\left(-p+\sum_{\alpha=1}^{2}\left(\lambda_{\alpha}+\mu_{\alpha}\right) \operatorname{div}\left(\mathbf{u}_{\alpha}\right)\right)+\sum_{\alpha=1}^{2} \mu_{\alpha} \Delta \mathbf{u}_{\alpha}+\sum_{\alpha=1}^{3} \sum_{\beta=1}^{3} \gamma_{\alpha \beta} \Delta \mathbf{v}_{\beta}=0 \tag{3.38}
\end{equation*}
$$

in which the $\gamma$-term is zero due to (3.24). Note, the $\gamma$-term would only be non-zero for System C as the mixture itself is viscoelastic in this model.
We can replace Equation (3.37d) describing the fluid motion by this global equation, and then determine the pressure $p$ from it with the aid of the stress boundary condition.
The initial conditions are given in Equation (3.29) and the necessary boundary conditions are Equations (3.30), (3.31), (3.33) and (3.35).

### 3.3 Dimension reduction: 1-D model of a concrete plate-layer

We reduce the 3-D model of Section 3.2 to a simpler 1-D problem, namely a flat plate-layer of concrete of initial thickness $H$, which is exposed at its upper side to acidic air due to the presence of droplets of sulfuric acid. The bottom of the plate layer is fixed on a rigid ground space of non-reacting concrete having a fixed concentration of lime. The material of the layer (concrete) is a mixture of gypsum $(\alpha=1)$, lime $(\alpha=2)$ and sulfuric acid $(\alpha=3)$. Initially,
i.e. for $t<0$, the layer is in a homogeneous, undeformed, and stress-free state, where the sulfuric acid has penetrated the concrete and has already partially reacted to create gypsum, such that $\phi_{\alpha 0}>0$ for $\alpha=(1,2,3)$. The external space both below and above the plate is free of stress. As the layer is created in a homogeneous and uniform way, and the acid is in equilibrium, we expect no symmetry breaking. Hence, we can forget about the tangential directions and only focus on the normal $(z)$ direction. Hence, a 1-D plate-layer model is sufficient to model a 3-D sewer pipe as already explained in the Introduction.

From $t>0$ onwards, the inflow of lime from below and acid from above into the plate takes place and chemical reactions start; here it is assumed that the concentrations $\phi_{2}^{-}$, of lime in the ground space, and $\phi_{3}^{+}$, of acid in the air above the plate, are greater than $\phi_{20}$ and $\phi_{30}$, respectively, resulting in an inflow of lime and acid. Due to the combination of inflow and the chemical reactions, the plate grows, as is experimentally observed in [69,132], and the thickness of the plate increases to a value $h(t)>H=h(0)$ at time $t>0$. We consider only a time span from $t=0$ to a final time $t_{f}$ in which the growth remains small, i.e. such that $(h(t)-H) / H \ll 1$ holds and our small-deformation assumption is valid. A direct consequence of this assumption is that we may apply the boundary conditions at $z=H$ instead of at $z=h(t)$. All field variables are only dependent on $z$ and $t$, and the only displacement components are $u_{\alpha}=u_{\alpha}(z, t)=\mathbf{u}_{\alpha} \cdot \mathbf{e}_{z}$, with $\mathbf{e}_{z}$ the unit vector in the $z$-direction. This leads us to our 1-D model, valid for all four systems. Before recapitulating the resulting set of equations, we first use the global equation of equilibrium for the total stress Equation (3.38), which for Systems A, B, and D in the 1-D version reads

$$
\begin{equation*}
\partial_{z}\left(-p+E_{1} \partial_{z} u_{1}+E_{2} \partial_{z} u_{2}\right)=0 \tag{3.39}
\end{equation*}
$$

where $E_{1(2)}=\lambda_{1(2)}+2 \mu_{1(2)}$ is the Young's modulus of the solid constituent. Since the upper plane $z=H$ is free of stress, we have for Systems A, B, and D

$$
\begin{equation*}
\left(-p+E_{1} \partial_{z} u_{1}+E_{2} \partial_{z} u_{2}\right)(H, t)=0 \tag{3.40}
\end{equation*}
$$

which, in combination with the equation above, implies that the total stress must be zero everywhere in the plate, yielding

$$
\begin{equation*}
p(z, t)=E_{1} \partial_{z} u_{1}(z, t)+E_{2} \partial_{z} u_{2}(z, t) \quad \text { for } z \in[0, H] \quad \text { and } t \geq 0 \tag{3.41}
\end{equation*}
$$

This result holds for Systems A, B, and D. For System C an extended expression is found, because in System C the total stress contains a viscoelastic part. Due to this, we get

$$
\begin{equation*}
p=E_{1} \partial_{z} u_{1}+E_{2} \partial_{z} u_{2}+\gamma_{1} \partial_{z} \partial_{t} u_{1}+\gamma_{2} \partial_{z} \partial_{t} u_{2} \tag{3.42}
\end{equation*}
$$

for $z \in[0, H]$ and $t \geq 0$, which further on leads to the expressions $\tilde{\gamma}_{\alpha \beta}$; see Equation (3.46). After the elimination of $p$ from Equations (3.37c) and (3.37d), the set of unknown variables in the one-dimensional model is

$$
\begin{equation*}
\left\{\phi_{1}, \phi_{3}, u_{1}, u_{2}, v_{3}\right\}(z, t), \tag{3.43}
\end{equation*}
$$

for $z \in(0, H)$ and $t \in\left(0, t_{f}\right)$. Reducing Equations (3.37a) to (3.37d) to their 1-D version, eliminating $p$, and inserting the volume fraction production $R_{\alpha}$ due to chemical reactions given by Equation (3.27), we obtain the following 1-D model:

$$
\begin{align*}
\partial_{t} \phi_{1}+\partial_{z}\left(\phi_{1} \partial_{t} u_{1}\right)-\delta_{1} \partial_{z}^{2} \phi_{1} & =\frac{N_{1} \tilde{\rho}_{3}}{\mathcal{M}_{3}} k F\left(\phi_{1}, \phi_{3}\right), \\
\partial_{t} \phi_{3}+\partial_{z}\left(\phi_{3} v_{3}\right)-\delta_{3} \partial_{z}^{2} \phi_{3} & =\frac{N_{3} \tilde{\rho}_{1}}{\mathcal{M}_{1}} k F\left(\phi_{1}, \phi_{3}\right), \\
\partial_{z}\left(\phi_{1} \partial_{t} u_{1}+\phi_{2} \partial_{t} u_{2}+\phi_{3} v_{3}\right)-\sum_{\alpha=1}^{3} \delta_{\alpha} \partial_{z}^{2} \phi_{\alpha} & =S_{K} K F\left(\phi_{1}, \phi_{3}\right), \\
\partial_{t} u_{1}-\frac{E_{1}}{\chi_{1}} \partial_{z}^{2} u_{1}-\frac{\gamma_{11}}{\chi_{1}} \partial_{z}^{2} \partial_{t} u_{1}-\frac{\gamma_{12}}{\chi_{1}} \partial_{z}^{2} \partial_{t} u_{2} & =v_{3}-\partial_{z}\left(\phi_{1} \frac{E_{1}}{\chi_{1}} \partial_{z} u_{1}+\phi_{1} \frac{E_{2}}{\chi_{1}} \partial_{z} u_{2}\right),  \tag{3.44~d}\\
\partial_{t} u_{2}-\frac{E_{2}}{\chi_{2}} \partial_{z}^{2} u_{2}-\frac{\gamma_{22}}{\chi_{2}} \partial_{z}^{2} \partial_{t} u_{2}-\frac{\gamma_{21}}{\chi_{2}} \partial_{z}^{2} \partial_{t} u_{1} & =v_{3}-\partial_{z}\left(\phi_{2} \frac{E_{1}}{\chi_{2}} \partial_{z} u_{1}+\phi_{2} \frac{E_{2}}{\chi_{2}} \partial_{z} u_{2}\right), \tag{3.44e}
\end{align*}
$$

where $F\left(\phi_{1}, \phi_{3}\right)$ is given in Equation (3.28), $\delta_{\alpha}=\delta / \tilde{\rho}_{\alpha}, \phi_{2}=1-\phi_{1}-\phi_{3}$, and

$$
\begin{equation*}
K=\left(\sum_{\alpha=1}^{3} \frac{N_{\alpha} \mathcal{M}_{\alpha}}{\tilde{\rho}_{\alpha}}\right) \frac{\tilde{\rho}_{1} \tilde{\rho}_{3}}{\mathcal{M}_{1} \mathcal{M}_{3}} k, \quad S_{K}=\operatorname{sgn}\left(\sum_{\alpha=1}^{3} \frac{N_{\alpha} \mathcal{M}_{\alpha}}{\tilde{\rho}_{\alpha}}\right) . \tag{3.45}
\end{equation*}
$$

Moreover, $\gamma_{11}=\gamma_{1}, \gamma_{22}=\gamma_{2}, \gamma_{12}=\gamma_{21}=0$ for System A, $\gamma_{11}=\gamma_{22}=\gamma_{12}=$ $\gamma_{21}=0$ for System B, and $\gamma_{11}=\gamma_{22}=-\gamma_{12}=-\gamma_{21}=\gamma$ for System D. For System C one has, due to the additional terms in $p$, the effective coefficients $\tilde{\gamma}$ defined by

$$
\begin{equation*}
\tilde{\gamma}_{11}=\left(1-\phi_{1}\right) \gamma_{1}, \quad \tilde{\gamma}_{12}=-\phi_{1} \gamma_{2}, \quad \tilde{\gamma}_{21}=-\phi_{2} \gamma_{1}, \quad \tilde{\gamma}_{22}=\left(1-\phi_{2}\right) \gamma_{2} \tag{3.46}
\end{equation*}
$$

instead of $\gamma$. Since these effective coefficients depend on the volume fractions $\phi_{1,2}$ the (numerical) analysis of this system becomes more complicated than for the other systems.
The initial conditions at $t=0$ are

$$
\begin{equation*}
\phi_{1}=\phi_{10}, \quad \phi_{3}=\phi_{30}, \quad u_{1}=u_{2}=0 . \tag{3.47}
\end{equation*}
$$

As boundary conditions we have for $t>0$
at $z=0$ :

$$
\begin{equation*}
\partial_{z} \phi_{1}=\partial_{z} \phi_{3}=u_{1}=v_{3}=0, \quad \phi_{2} \partial_{t} u_{2}=J_{2} \mathcal{L}\left(\llbracket \phi_{2} \rrbracket\right), \tag{3.48}
\end{equation*}
$$

and at $z=H$ :

$$
\begin{align*}
\partial_{z} \phi_{1} & =\partial_{z} \phi_{3}=0, & \phi_{3} v_{3} & =\phi_{3} \partial_{t} h(t)-J_{3} \mathcal{L}\left(\llbracket \phi_{3} \rrbracket\right),  \tag{3.49}\\
\partial_{z} u_{1} & =A_{1}\left(u_{1}-h(t)+h\left(t_{0}\right)\right), & \partial_{z} u_{2} & =A_{2}\left(u_{2}-h(t)+h\left(t_{0}\right)\right),
\end{align*}
$$

as they follow from (3.31), (3.32) and (3.35), respectively. We notice that we need in total 9 boundary conditions ( 2 for each of $\phi_{1}, \phi_{2}, u_{1}, u_{2}$ and 1 for $v_{3}$ ), as well as an extra condition to determine $h(t)$, so in total 10 conditions.

## Dimensionless formulation

We nondimensionalize the fundamental variables, unknowns and parameters by dividing them by a normalization constant to make them dimensionless and $\mathcal{O}(1)$. The normalization constants are denoted as $U$ for the displacement, $H$ for the position, $V$ for the velocity, $T$ for the time, and $J$ for the flux. Material coefficients $\chi_{1,2}$ and $E_{1,2}$ are normalized with respect to the largest value of all constituents, so $\chi=\max \left\{\chi_{1}, \chi_{2}\right\}, E=\max \left\{E_{1}, E_{2}\right\}$. Moreover, we introduce the small parameter $\epsilon$ as the ratio of $U$ and $H$. This small parameter recalls that our model uses linear deformation theory, in which deformations are small with respect to the size of the domain. We note here that this assumption holds as long as $(h(t)-H) / H=\mathcal{O}(\epsilon)$. Concerning the choice of the time scale $T$, we have three natural options: diffusion time scale $T=U / V$, reaction time scale $T=1 / K$, and inflow time scale $T=U / J$. If we opt for the diffusion time scale and nondimensionalize Equation (3.44c) making all terms and coefficients of the same order, we obtain $V=H K$ and $J=H K$ yielding $T=U / V=U / J=(U / H) / K=\epsilon / K$, for both the diffusion and the inflow time scale. Consequently, the diffusion time scale is much smaller than the reaction time scale, implying that diffusion is much faster than the reaction, and therefore we opt here for the normalization constant $T=U / V=\epsilon / K$. Analogously, we find from Equation (3.44d) or Equation (3.44e) the relation $E U / H^{2}=\chi V$. All this leads to the definitions of the following dimensionless numbers, viz:

$$
\begin{equation*}
V=H K, T=\epsilon / K, U=\frac{\chi H^{3} K}{E}, J=H K, \text { and } \epsilon=\frac{\chi H^{2} K}{E} . \tag{3.50}
\end{equation*}
$$

Looking at the problem at the diffusion time scale regime, we obtain the following nondimensionalized system equations:

$$
\begin{align*}
\partial_{t} \phi_{1}+\epsilon \partial_{z}\left(\phi_{1} \partial_{t} u_{1}\right)-\epsilon \delta_{1} \partial_{z}^{2} \phi_{1} & =\epsilon \kappa_{1} F\left(\phi_{1}, \phi_{3}\right),  \tag{3.51a}\\
\partial_{t} \phi_{3}+\epsilon \partial_{z}\left(\phi_{3} v_{3}\right)-\epsilon \delta_{3} \partial_{z}^{2} \phi_{3} & =-\epsilon \kappa_{3} F\left(\phi_{1}, \phi_{3}\right),  \tag{3.51b}\\
\partial_{z}\left(\phi_{1} \partial_{t} u_{1}+\phi_{2} \partial_{t} u_{2}+\phi_{3} v_{3}\right)-\sum_{\alpha} \delta_{\alpha} \partial_{z}^{2} \phi_{\alpha} & =S_{K} F\left(\phi_{1}, \phi_{3}\right),  \tag{3.51c}\\
\chi_{1} \partial_{t} u_{1}-E_{1} \partial_{z}^{2} u_{1}-\gamma_{11} \partial_{z}^{2} \partial_{t} u_{1}-\gamma_{12} \partial_{z}^{2} \partial_{t} u_{2}= & \chi_{1} v_{3}  \tag{3.51d}\\
& -\partial_{z}\left(\phi_{1} E_{1} \partial_{z} u_{1}+\phi_{1} E_{2} \partial_{z} u_{2}\right), \\
\chi_{2} \partial_{t} u_{2}-E_{2} \partial_{z}^{2} u_{2}-\gamma_{22} \partial_{z}^{2} \partial_{t} u_{2}-\gamma_{21} \partial_{z}^{2} \partial_{t} u_{1}= & \chi_{2} v_{3}  \tag{3.51e}\\
& -\partial_{z}\left(\phi_{2} E_{1} \partial_{z} u_{1}+\phi_{2} E_{2} \partial_{z} u_{2}\right),
\end{align*}
$$

where

$$
\begin{equation*}
\kappa_{\alpha}=\frac{\mathcal{M}_{\alpha}}{\tilde{\rho}_{\alpha}} \frac{\tilde{\rho}_{1}}{\mathcal{M}_{1}} \frac{\tilde{\rho}_{3}}{\mathcal{M}_{3}} \frac{k}{K} \tag{3.52}
\end{equation*}
$$

In these equations all material coefficients $q_{\alpha}$ were made dimensionless in the usual way of $q_{\alpha}=\tilde{q}_{\alpha} q$ and dropping the tildes. Effectively this yields a replacement of coefficients in system (3.44). Inserting the following changes together with the normalization of the variables and unknowns into system (3.44) yields system (3.51):

$$
\begin{equation*}
\left\{\delta_{\alpha} \rightarrow \delta_{\alpha} / K H^{2}=\delta / K H^{2} \tilde{\rho}_{\alpha}, \chi_{\alpha} \rightarrow \chi_{\alpha} / \chi, E_{\alpha} \rightarrow E_{\alpha} / E, \gamma_{\alpha} \rightarrow \gamma_{\alpha} / \chi H^{2}\right\} \tag{3.53}
\end{equation*}
$$

Due to the nondimensionalization, the domain changes from $(0, H)$ to $(0,1)$. The initial conditions and most of the boundary conditions do not change their structure. Only the nonzero boundary conditions at the upper boundary (now at $z=1$ ) change due to the introduction of the dimensionless boundary displacement function $W(t)=(h(t)-H) / \epsilon H$ such that $W=\mathcal{O}(1)$. The non-homogeneous boundary conditions at $z=1$ become

$$
\begin{align*}
\phi_{3}\left(\partial_{t} W(t)-v_{3}\right) & =J_{3} \mathcal{L}\left(\llbracket \phi_{3} \rrbracket\right),  \tag{3.54a}\\
\partial_{z} u_{1} & =A_{1}\left(u_{1}-W(t)\right),  \tag{3.54b}\\
\partial_{z} u_{2} & =A_{2}\left(u_{2}-W(t)\right) . \tag{3.54c}
\end{align*}
$$

Integrating Equation (3.44c) from $z=0$ to $z=1$, and using (3.48) and (3.49), we obtain a closed expression for $W(t)$ for all $t>0$ in terms of influxes, the production term by the chemical reaction, and the mismatch of displacement
at the boundary, viz.

$$
\begin{align*}
W(t)=\int_{0}^{t} & {\left[J_{2} \mathcal{L}\left(\llbracket \phi_{2}(0, s) \rrbracket\right)+S_{K} \int_{0}^{1} F\left(\phi_{1}(z, s), \phi_{3}(z, s)\right) \mathrm{d} z\right.} \\
& \left.+J_{3} \mathcal{L}\left(\llbracket \phi_{3}(1, s) \rrbracket\right)-\sum_{\alpha=1}^{2} \frac{\phi_{\alpha}(1, s)}{A_{\alpha}} \partial_{t} \partial_{z} u_{\alpha}(1, s)\right] \mathrm{d} s . \tag{3.55}
\end{align*}
$$

We note here that in the limiting case $A_{1,2} \downarrow 0$, as then also $\partial_{z} u_{1,2} \rightarrow 0$, the last term of Equation (3.55) becomes undetermined. In this case we cannot use (3.54b) and (3.54c), which results in the following adapted relation for $W(t)$ (derived analogously to the derivation of Equation (3.55))

$$
\begin{align*}
W(t)=\int_{0}^{t} \frac{1}{\phi_{3}(1, s)}[ & J_{2} \mathcal{L}\left(\llbracket \phi_{2}(0, s) \rrbracket\right)+S_{K} \int_{0}^{1} F\left(\phi_{1}(z, s), \phi_{3}(z, s)\right) \mathrm{d} z \\
& \left.+J_{3} \mathcal{L}\left(\llbracket \phi_{3}(1, s) \rrbracket\right)-\sum_{\alpha=1}^{2} \phi_{\alpha}(1, s) \partial_{t} u_{\alpha}(1, s)\right] \mathrm{d} s . \tag{3.56}
\end{align*}
$$

From both these results we conclude that the first two terms, the influxes with $J_{2,3}$ being positive, yield a positive contribution to $W(t)$ making the layer increase in thickness. Whether or not the second term has an increasing or decreasing effect depends on the sign of $S_{K}$; when, as in our case, $S_{K}=-1$, the chemical reaction does shrink the layer. At this moment, nothing specific can be said for the last term. However, our numerical results reveal that the effect of this term is small. Thus, we can neglect the fourth term. Consequently, the domain of the layer grows if the magnitude of the $J$-terms representing expansion through influx is greater than the magnitude of the $S_{K}$-term representing decrease of size due to the chemical reaction. Hence, there is a competition effect here.

In Section 3.7, a solution for System D has been obtained as a formal asymptotic expansion in $\epsilon$. The asymptotic expansion is formal as it is not a priori known whether or not this power series has positive radius of convergence in $\epsilon$. The predictive power of a formal asymptotic expansion should not be underestimated, because there exist formal asymptotic expansions, which are diverging, but can be very accurate when only a truncated version of the expansion is used; see the example in Section 1.4.2 on pages 13 and 14 of [66]. This motivated us in the choice of the two $J$-parameters; see Table 3.1.

### 3.4 Numerical method

In this section, we solve numerically the systems A, C and D. We omit system B , because a viscoelastic term is needed to obtain a coercive system, such as in system A, for which we have proven the convergence of the time-discrete evolutions to the corresponding weak solution; see [136]. We expect that similar convergence results can be obtained for the systems C and D, as they have a viscoelastic term similar to the one in system A. Also, when solving system D we exclude the Laplacian terms in Equation (3.44c), or stated in another way: the numerical method uses $\delta_{\alpha}=0$ for (3.44c). This exclusion is justified by an order analysis of the terms of (3.44c) from the $\phi_{\alpha}$-solutions of (3.44a) and (3.44b), which states that $\sum_{\alpha=1}^{3} \delta_{\alpha} \Delta \phi_{\alpha}=\mathcal{O}(\sqrt{\epsilon} F)$.

Our code is called NewGypsum and it is based on a combination of MATLAB routines. We start off with a Rothe time discretization of the systems A, C and D , which linearizes the systems. Benefitting from the one-dimensional-inspace formulation, solving the linear systems is done automatically by using the built-in boundary value problem (BVP) solvers of MATLAB, see bvp4c and bvp5c; [76] and [77]. These solvers take a grid, a guess for the solution, and the BVP system as input. Then they automatically readjust the grid and interpolate the guess solution to obtain a starting point for the numerical scheme, controlling a certain error metric to determine the solution based on user-defined-convergence criteria.
The solver bvp4c is an implicit Runge-Kutta method using the 3 -stage Lobatto IIIa formula with control on the residual [76]. The method is only applicable to linear Lipschitz systems [76]. Fortunately, systems A, C, and D can be shown to satisfy this condition within certain parameter constraints (which we will explain more thoroughly in the next section). For an easy guide in understanding and using bvp4c we recommend [126]. Moreover, [126] shows that boundary layer effects are well resolved by the bvp4c solver.
The solver bvp5c is an implicit Runge-Kutta method using the 4 -stage Lobatto IIIa formula with control on the true error [77]. The solver bvp5c is more precise than bvp4c, but it is also less versatile [77]. This does not pose a problem as our three systems A, C and D still satisfy the applicability conditions for bvp5c and bvp5c has similar capabilities in handling boundary layers as bvp4c [77]. In our case the choice was made to use bvp5c as it made our simulations about 27 times faster than when using bvp4c.
A more detailed explanation of our NewGypsum can be found in section 2.4 of [136]. Moreover, in Appendix 3.7 one can find a validation of the NewGypsum routine with a Mathematica simulation of the asymptotic $\epsilon$-expansion solu-
tions derived in the same appendix.

### 3.5 Quest for realistic numerical behavior

Even though our systems were derived based on first principles in terms of balance/conservation laws, this does not guarantee that all physical constraints are automatically satisfied for large variations in the model parameters. A solution is said to show realistic behavior if the following three constraints are satisfied within this framework:

1. The volume fractions should be nonnegative and less than one. From the mathematical analysis point of view we expect that system A behaves poorly when volume fractions become very small. To outlaw this unwanted behavior a positive minimal value $\phi_{\min }$ is introduced, leading to the requirement

$$
\begin{equation*}
0<\phi_{\min } \leq \phi_{\alpha}(t, z)<1 \tag{3.57}
\end{equation*}
$$

for all $\alpha \in\{1,2,3\}$, for all $z \in(0,1)$, and for all $t \in\left(0, t_{f}\right)$.
2. A second condition is a demand on the upper bound for the velocity. Fast local deformations are allowed as long as the total contribution to the domain deformation is still small, the stresses remain low and the quasi-static approximation is not violated. Hence, it is natural to cap both the total velocity in the domain and the total spatial change of the velocity in the domain. This is reflected in the condition

$$
\begin{equation*}
\left\|v_{3}\right\|_{L^{2}\left(t_{0}, t ; H^{1}(0,1)\right)}^{2}=\int_{0}^{t}\left[\int_{0}^{1}\left(v_{3}(s, z)^{2}+\left(\partial_{z} v_{3}(s, z)\right)^{2}\right) \mathrm{d} z\right] \mathrm{d} s<V^{2} \tag{3.58}
\end{equation*}
$$

for all $t \in\left(0, t_{f}\right)$.
3. The concrete layer has two boundaries that allow influx. Even though the chemical reaction itself is volume contractive, the combination of influx and chemical reactions must be volume expansive due to the porous nature of gypsum [101]. Hence, the height of the plate-layer must be a nondecreasing function:

$$
\begin{equation*}
\partial_{t} h(t)=\epsilon \partial_{t} W(t) \geq 0 \quad \text { for all } t \in\left(0, t_{f}\right) \tag{3.59}
\end{equation*}
$$

Realistic behavior is defined as satisfying all three requirements Equations (3.57) to (3.59). We immediately stop a simulation when one of the three inequalities is violated.

Testing for realistic behavior need a realistic range of values for material constants. A-priori such a range is difficult to obtain. Hence, we need a reference set of material constants that are arguably realistic. Based on this set, we seek ranges of values for material constants for which the system exhibits realistic behaviour by satisfying the three inequalities above. Hence, we introduce a reference set of material constants. The values of these constants, and their dimensionless counterparts, dimensionalized with respect to the diffusion time scale, are listed in Table 3.1. The numerical evaluations use a time step $\Delta t$, the size of the time interval $t_{f}$, and a number of spatial subdivisions, $1 / \Delta z$. We choose fixed values $\Delta t=0.001, t_{f}=0.500$ and $1 / \Delta z=300$ for these parameters. In the remainder of this chapter we implicitly use the parameter values of Table 3.1, whenever parameter values are not explicitly specified. A spatial-temporal analysis of our benchmark problem with the parameter values of Table 3.1 can be found in Section 2.6 of [136], showing that our reference simulation gives realistic behaviour by satisfying the above three inequalities.

## Parameter dependence of found realistic behavior

We aim to determine how the size of the realistic time interval, given in number of numerical iterations $N_{R}$, depends on the system parameters. Our definition of realistic behavior contains three constraints, see the beginning of Section 3.5 , which can be numerically checked. We investigate the numerical simulation applied to systems A, C and D for a large parameter range, by changing specific parameters in Table 3.1. In this way our results even hold when experimental values with large uncertainties are used for the model parameters if these values with uncertainties remain in the probed region. Out of the 20 model parameters, we will only change specific parameters chosen on basis of their influence on the analytical bounds in the existence proof in [136]. When a bound in this existence proof contains a product of two parameters, then this parameter pair is chosen. All parameters are modified in a double exponential fashion such that large parameter ranges are investigated. Finally, the initial condition ( $\phi_{10}, \phi_{20}, \phi_{30}$ ) is chosen, because it immediately determines whether chemical reactions or influx do occur.
We have chosen to investigate the response of the model with respect to the following parameters and parameter tuples, because these parameters or combinations of parameters are either crucial for System D from a physical perspective or dominant in mathematically derived upper bounds in the existence


Table 3.1: Table with numerical values of material constants, normalization constants, dimensionless parameters, and numerical parameters.

* An experimental value of this parameter is unknown to us; we have chosen their values such that their dimensionless values are of order one of magnitude. Specifically, the values of $J_{2}$ and $J_{3}$ are so large that they guarantee growth of the layer; see also remark just below Equation (3.56).
$\dagger$ We estimated the values of $\chi_{\alpha}$ from Darcy's law with $\chi_{\alpha}=\mu / k_{0}$ with $\mu$ the dynamic viscosity of sulfuric acid (value of $26.7 \cdot 10^{-3} \mathrm{~kg} / \mathrm{ms}$, see [52, p. 304-305]) and $k_{0}$ the average pore size or permeability (about $1 \mu \mathrm{~m}^{2}=10^{-12} \mathrm{~m}^{2}$ ); see $[31,81]$.
$\ddagger$ We used $\delta_{\alpha}=\delta / \tilde{\rho}_{\alpha}$ for $\alpha=1,2,3$.
proof in [136]:

$$
\begin{equation*}
\left(\phi_{10}, \phi_{20}, \phi_{30}\right), \quad \delta, \quad \epsilon, \quad\left(J_{2}, \phi_{2, \text { res }}\right) \quad \text { and } \quad\left(A_{1}, \gamma_{1}\right) \tag{3.60}
\end{equation*}
$$

The parameter pair $\left(A_{2}, \gamma_{2}\right)$ should be investigated as well. However, we chose to fix the ratios $A_{1} / A_{2}$ and $\gamma_{1} / \gamma_{2}$, because the dependence on $\left(A_{2}, \gamma_{2}\right)$ is expected to be similar to the dependence on $\left(A_{1}, \gamma_{1}\right)$. Similarly, we chose to fix the ratios $J_{2} / J_{3}$ and $\phi_{2, \text { res }} / \phi_{3, \text { res }}$. Moreover, if parameters are not mentioned to have special values, then these parameters are set to their standard values as listed in Table 3.1.

The existence proof in [136] points out a dependence on the ( $\kappa_{1}, \kappa_{3}, \phi_{1, s a t}$ ) parameter triple. However, the dependence on $\phi_{1 \text { sat }}, \kappa_{1}$ and $\kappa_{3}$ is quite subtle: only for $\phi_{1, s a t}>\phi_{1} \approx \phi_{10}$ the chemical reaction is active and $F>0$. This has only a relevant effect on the incompressibility condition, because in the first two diffusion equations Equations (3.51a) and (3.51b) the right-hand sides are of $\mathcal{O}(\epsilon)$. This implies that the effect of $\kappa_{1}$ and $\kappa_{3}$ on the simulations is expected to be (negligibly) small. As we made not enough simulations for $\phi_{1}$ above the $\phi_{1, s a t}$ threshold value, we can not draw any conclusions concerning its effect on realistic behavior. However, we expect an increasing $\phi_{1, s a t}$ to decrease the size of the realistic time interval, as increasing $\phi_{1, s a t}$ increases the size of $F$ and, hence, also the size of $v_{3}$.

We investigate the triple $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)$ using a barycentric triangular grid with grid size 0.1, as shown in Figure 3.2. The performance of the simulations is measured in terms of the number of consecutive iterations yielding realistic behavior. Each number denotes that the first unrealistic behavior occurs at the next iteration, while 500 denotes that no unrealistic behavior has been encountered. This performance value is placed at the grid point of the initial volume fraction values used for obtaining the result. We have added the existence region of [136] to the barycentric plots of Figure 3.2 as a shaded region.


Figure 3.2: Barycentric grid with at each grid point the number of consecutive iterations yielding solutions with realistic behavior for Systems A, C and D, respectively. The volume fraction values of that grid point were used as initial conditions. The shaded central triangle indicates the parameter region for which the existence proof in [136] works for a finite time interval.

The three systems behave differently as one can see from the size of the para-
meter region with 500 iterations. The parametric region pointing at the high acid concentration region is outperforming the other parameter regions in all systems. A high concentration of acid implies that the reaction is slow (i.e. $F$ is small), and consequently, the velocity $v_{3}$ remains small. Moreover, also the influx of acid is low or even absent. This results in a relatively small increase of the norm of $v_{3}$, and, therefore, violating the velocity norm upper bound (which is the most critical of the three conditions to violate) takes more time for large values of $\phi_{3}$. This explains the good performance of this parameter region.
For the determination of the dependence on other parameters the best choice of initial conditions for each system is exactly in the transition region between the regions of small (single digit) and high (500) amount of iterations. In this transition region, the amount of iterations is expected about half way in between 1 and 500 iterations. Any dependence yielding lower or higher amounts of iterations is faithfully represented. Outside this transition region the registration of the dependence is limited to a one-sided deviation of the reference level of amount of iterations, while in this transition region the registration allows for the full two-sided deviation of the reference level of the amount of iterations. We have chosen $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)$ equal to $(11 / 30,11 / 30,8 / 30)$, $(1 / 3,1 / 3,1 / 3)$, and $(1 / 4,1 / 4,1 / 2)$ for System A, C, and D, respectively.

As for $\delta$ and $\epsilon$, we modified their values in an exponential fashion. Again, we recorded the amount of consecutive iterations, $N_{R}$, for which the solutions remained realistic. The amount $N_{R}$ for Systems A, C and D is recorded in Table 3.2 for changes in $\delta$.

|  | $\delta=1.00 \times$ factor below |  |  |  |  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| System | $10^{-5}$ | $10^{-4}$ | $10^{-3}$ | $10^{-2}$ | $10^{-1}$ | 1 | 10 | $10^{2}$ | $10^{3}$ | $10^{4}$ | $10^{5}$ |
| A | 297 | 304 | 297 | 311 | 311 | 324 | 332 | 338 | 331 | 338 | 338 |
| C | 212 | 222 | 220 | 216 | 218 | 220 | 216 | 212 | 230 | 222 | 212 |
| D | 462 | 462 | 462 | 462 | 464 | 464 | 464 | 464 | 464 | 464 | 464 |

Table 3.2: Number of consecutive iterations yielding realistic behavior for Systems A, C and D at different values of $\delta$.

For all systems, we see that the size of $\delta$ has practically no influence and is, therefore, unimportant in establishing realistic behavior defined in this section. This makes sense because the initial conditions are smooth, which leads to small values of the Laplacian. Hence, $\delta$ has only a minor effect on the simulation output.


Figure 3.3: Log-log plot of the number of consecutive iterations yielding realistic behavior ( $N_{R}$ ) versus the parameter value of $\epsilon$ for several systems and initial values. Since the duration of the simulation was limited to 500 iterations, only the unambiguous values smaller than 500 iterations are chosen.

In Figure 3.3, the values of $N_{R}$ are plotted for systems $\mathrm{A}, \mathrm{C}$ and D for $\epsilon$ equal to 1.4 times a factor equal to all powers of $\sqrt{10}$ between $10^{-2}$ and $10^{3}$. Only the unambiguous values of $N_{R}<500$, are plotted next to similar simulations executed with the modified parameter values $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)=(0.2,0.3,0.5)$. The effect of $\epsilon$ shows a different performance for $\epsilon \geq 0.0014$ and $\epsilon<0.0014$, where in the former case the behavior becomes worse for greater values of $\epsilon$. However, one should be aware that only small values of $\epsilon$ are acceptable because our model is based on the assumption of linear (small) deformations $(\epsilon \ll 1)$. The linear behavior of system D in the log-log plot of Figure 3.3 is a clear power law signal. In Table 3.3, we have listed the power law exponent estimate and its unbiased variance estimate for both initial value data sets. The estimators are explained in detail in section 14.2 of [119]. Essentially, $T_{\text {real }}=N_{R} \Delta t \sim \epsilon^{-0.5}$ is a reasonable hypothesis for System D and it indicates how the validity of our model depends on physical scale separation.

The realistic behavior is affected by changes in $J_{\alpha}, \alpha \in\{2,3\}$, as they control the rate of influx and so a major aspect of thickness growth. Increasing the size of $J_{\alpha}$ gives a corresponding increase in the size of $W(t)$ for large enough $J_{\alpha}$. However, for small $J_{\alpha}$ we cannot expect the same correspondence, because at some point the reaction becomes the dominant contributor. Hence,

| System D: $\left(\phi_{10}, \phi_{30}\right)$ | $(0.20,0.50)$ | $(0.25,0.50)$ |
| ---: | ---: | ---: |
| $\hat{\alpha}_{0}$ | -0.509 | -0.487 |
| $s_{\hat{\alpha}_{0}}$ | 0.00854 | 0.0121 |
| \# datapoints | 7 | 7 |

Table 3.3: Unbiased estimators of $\alpha_{0}$ and their standard error for the relationship $T_{\text {real }} \sim \epsilon^{\alpha}{ }_{0}$ describing the dependence of the realistic time interval of System $D$ on the parameter $\epsilon$ for two different initial conditions.
for small $J_{\alpha}$ the growth of $W(t)$ must be independent of $J_{\alpha}$, while at large $J_{\alpha}$ this growth must be in a one-to-one correspondence.
The size of $W(t)$ correlates with the size of $J_{\alpha}$, see Equation (3.55). However, Equations (3.48) and (3.49) show that $\partial_{t} u_{2}$ and $v_{3}$ are related to $J_{\alpha}$. The incompressibility condition Equation (3.51c) immediately gives that the norm of $v_{3}$ is, then, correlated with the size of $J_{\alpha}$. Hence, from Equations (3.51c) and (3.55) we expect for small $J_{\alpha}$ no dependence between the realistic time interval $T_{\text {real }}$ and $J_{\alpha}$. At large $J_{\alpha}$, we expect an inverse dependence of the realistic time interval $T_{\text {real }}$ on $J_{\alpha}$. In Figure 3.4 the expected behavior is shown. This figure also shows that the choice of the system (A, C, or D) and the value of $\phi_{\alpha, \text { res }}$ has only a minor influence on the realistic behavior.


Figure 3.4: Log-log plot of the number of consecutive iterations yielding realistic behavior ( $N_{R}$ ) versus the parameter value of $J_{2}$ for all three systems at two different values for $\phi_{2, \text { res }}$, with $J_{3} / J=5 * J_{2} / J$. Notice the two regions with different performance as expected due to the influence of $W(t)$ on $v_{3}$.

The size of the viscoelastic parameter $\gamma_{\alpha}$ has a major effect on the realistic behavior: when $\gamma_{\alpha}$ is too small, the system loses coercivity and the numerical program immediately terminates. This happens for all values of $\gamma_{\alpha}<0.005$. For large enough values of $\gamma_{\alpha}$ the system preserves ellipticity, resulting in stable realistic behavior; see Table 3.4 for System A, C, and D.

|  | System A |  |  |  | System C |  |  |  |  | System D |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
|  | $2 \gamma_{1}$ |  |  |  | $2 \gamma_{1}$ |  |  |  |  |  |  |  |  |
| $2 \gamma_{1}$ | 0.01 | 0.1 | 1 | 10 | 0.01 | 0.1 | 1 | 10 | 0.01 | 0.1 | 1 | 10 |  |
| $0.1^{5}$ | 12 | 13 | 57 | 500 | 16 | 17 | 33 | 500 | 410 | 410 | 410 | 412 |  |
| $0.1^{4}$ | 12 | 13 | 57 | 500 | 16 | 17 | 33 | 500 | 410 | 410 | 410 | 412 |  |
| $0.1^{3}$ | 12 | 13 | 59 | 500 | 16 | 17 | 33 | 500 | 410 | 410 | 410 | 412 |  |
| $0.1^{2}$ | 12 | 13 | 59 | 500 | 14 | 17 | 33 | 500 | 410 | 410 | 412 | 412 |  |
| 0.1 | 10 | 14 | 123 | 500 | 14 | 19 | 38 | 500 | 416 | 416 | 416 | 418 |  |
| 1 | 8 | 10 | 324 | 1 | 12 | 14 | 220 | 45 | 462 | 464 | 464 | 464 |  |
| 10 | 8 | 1 | 4 | 6 | 10 | 1 | 4 | 8 | 244 | 320 | 308 | 306 |  |
| $10^{2}$ | 2 | 6 | 8 | 8 | 2 | 4 | 8 | 8 | 1 | 1 | 1 | 1 |  |

Table 3.4: Number of consecutive iterations yielding realistic behavior ( $N_{R}$ ) for Systems A, C and D, and a set of values for the parameter pair $\left(A_{1}, \gamma_{1}\right)$. The values for $2 \gamma_{1} \leq 0.1^{3}$ were omitted since the system lost coercivity and therefore no simulation was performed. The values for $\gamma_{1}=50$ have been omitted for brevity since they are almost identical to the values for $\gamma_{1}=5$.

The realistic behavior depends also on $A_{\alpha}$. When $A_{\alpha}$ takes large values, then the coupling between $W(t)$ and the displacements $u_{1}$ and $u_{2}$ becomes strong, leading to a larger value of $v_{3}$, and thus smaller $N_{R}$. On the other hand, when $A_{\alpha}$ is small (say $A_{\alpha}<1$ ), then the boundary condition will behave more like a Neumann boundary condition, having no effect whatsoever on the realistic time interval. Again, we see these behaviors in Table 3.4 for Systems A, C, and D. This behavior agrees with the analytical results from [136] for System A.

For System D, we have used the standard values for the parameters and initial conditions, to calculate the dimensionless thickness growth $W(t)$. In Figure 3.5, the results for a set of $\epsilon$-values are depicted. For $\epsilon \geq 0.0014$ the curve of $W(t)$ has a rotated S shape, whereas for $\epsilon<0.0014$ the behavior is linear and identically the same for all $\epsilon$. This linear behavior is clearly different for $t / T \approx 0$ and should not be confused with a windowing artifact applied to an S-shaped curve as the linear behavior occurs immediately and
does not show a characteristic decrease in slope as with $\epsilon<0.0014$. Therefore, it seems there exists a bifurcation value of $\epsilon$ at which the system changes the qualitative behavior in $W(t)$ near $t=0$. A deeper insight in this aspect requires more numerical and theoretical investigations. Future investigations are needed to shed light on this bifurcation behavior.


Figure 3.5: A plot of $W(t)$ in System D at different parameter values of $\epsilon$.

### 3.6 Conclusion

We have derived, based on first principles, several models describing concrete corrosion by taking into account mixture theory, small deformations, compressibility and viscoelastic effects, diffusion, chemical reactions, influx of chemical species and an expanding domain. The most suitable model is System D. For this system, we could obtain the best numerical results with nice power law behaviors, which lead us to the hypothesis that the realistic time interval $T_{\text {real }}$ scales as $1 / \sqrt{\epsilon}$. Moreover, we could interpret the spatial behavior of all variables by taking into account the physical effects of the chemical reaction and of the influx of reacting materials.

Even though we have derived our systems from first principles, many material constants ( $\delta_{\alpha}, \gamma_{\alpha}, A_{\alpha}$ ) have either unknown values or are determined at length scales orders of magnitude larger than our simulated domain (e.g. the Young modulus cf. [109]). Consequently, many of our model parameters need to be identified. Better insight in the model parameters is needed. This can be obtained in at least three ways:
(i) By performing more specific measurements at the length scale of our domain;
(ii) By upscaling procedures, obtain effective material coefficients at length scales compatible with the measurements;
(iii) By suitably combining (i) and (ii).

By performing simulations with intentionally large parameter ranges, we localized the uncertainties in the model parameters and probed simultaneously the continuous dependence of the solution to our systems on the choice of parameters. In this way, the behavior of System D is valid, even for the model parameters with large uncertainties. While probing the parameter dependence of our system on 20 different parameters, of which about 10 are indeterminate, we immediately encounter the curse of dimensionality - sampling a high dimensional space ${ }^{2}$ is a sparse operation. A more structured sampling was possible by targeting the variables present in analytical upper bounds derived in [136]. An additional complication is the nonlinear coupling of all unknowns involved concurrently in several physical processes. Such a strong coupling prohibits a fast simulation at a single parameter tuple and creates a complex nonlinear parameter dependence of the solution behavior.

What concerns System D, at least for a short transient time the realistic behavior showed practically constant concentrations due to the slow reaction with respect to the influx. The displacements and velocities seemed consistent with the influx of material, while the thickness of the concrete layer was growing steadily, as expected from real world observations. Moreover, these results coincide with [14] as the plate thickness increases in time and the correct changes in volume fractions were observed. Displacements and velocities could not be related to any quantity in [14], because their reaction occurs in the boundary, while ours occurs in the full domain.

[^2]The Systems A, C, and D showed strong dependence on several parameters. For all systems the number of consecutive iterations yielding realistic behavior $\left(N_{R}\right)$ is highly dependent on the choice of $\phi_{30}$, due to the incompressibility condition, while $\phi_{10}$ and $\phi_{20}$ seem unimportant, as long as $\phi_{10}+\phi_{20}=1-\phi_{30}$. The diffusion coefficient $\delta>0$ had no effect on $N_{R}$, while the scale separation parameter $\epsilon$ greatly influenced $N_{R}$ for all systems, especially for System D with an apparent power law dependence. The reaction parameters $\kappa_{1}, \kappa_{3}, \phi_{1, s a t}$ had no influence on $N_{R}$, because $\epsilon$ is small and $J_{3}>1$. The flux parameters $J_{2}$ and $J_{3}$ are unimportant at small values $\left(J_{2}<1\right)$, while almost in one to one correspondence with $N_{R}$ at large values $\left(J_{2}>10\right)$ due to Equation (3.55). The external concentrations $\phi_{\text {res }}$ had almost no influence on $N_{R}$, what can be attributed to an under sampling of large values $\left(\phi_{\text {res }}>0.3\right)$. The viscoelastic parameters $\gamma_{1}$ and $\gamma_{2}$ are important for keeping coercivity. They show a high dependence on $N_{R}$ for Systems A and C, but almost no dependence for System D . The boundary condition parameters $A_{1}$ and $A_{2}$ highly influence $N_{R}$, but for Systems A and C the behavior seems erratic, except at small values due to the convergence to Neumann boundary conditions. The thickness $W(t)$ for System D becomes larger for smaller values of $\epsilon$, but changes behavior for $\epsilon<0.0014$, for which $W(t)$ seems independent of $\epsilon$. This behavioral change is unexpected and advocates for additional research. Moreover, the thickness $W(t)$ increases continuously as expected from experiments.
Hence, the important parameters of Systems A, C, and D describing the behavior of $N_{R}$ are $\phi_{30}, \epsilon, J_{\alpha}, \gamma_{\beta}$ and $A_{\beta}$ for $\alpha \in\{2,3\}$ and $\beta \in\{1,2\}$. Moreover, the observed behavior of the thickness $W(t)$ is largely as expected from observations.

### 3.7 Appendix: Asymptotic $\epsilon$-small solutions to System D

The system (3.51a)-(3.51e) contains the small parameter $\epsilon, 0<\epsilon \ll 1$, and we assume that the solution of this system can be expanded as a Poincaré series in $\epsilon$, for instance:

$$
\begin{equation*}
\phi_{\alpha}(z, t ; \epsilon)=\phi_{\alpha}^{(0)}(z, t)+\epsilon \phi_{\alpha}^{(1)}(z, t)+\ldots, \tag{3.61}
\end{equation*}
$$

and the same for $u_{\alpha}(z, t ; \epsilon)$ and $v_{3}(z, t ; \epsilon)$.
We substitute these expansions into the equations of system (3.51a)-(3.51e)
and develop them with respect to $\epsilon$. We start with (3.51a), which results in
$\partial_{t} \phi_{1}^{(0)}+\epsilon\left(\partial_{t} \phi_{1}^{(1)}+\partial_{z}\left(\phi_{1}^{(0)} \partial_{t} u_{1}^{(0)}\right)-\delta_{1} \partial_{z}^{2} \phi_{1}^{(0)}-\kappa_{1} F\left(\phi_{1}^{(0)}, \phi_{3}^{(0)}\right)\right)+O\left(\epsilon^{2}\right)=0$.
The $\epsilon^{0}$-term yields $\partial_{t} \phi_{1}^{(0)}=0$. Together with the initial condition $\phi_{1}^{(0)}(z, 0)=$ $\phi_{10}$, this gives $\phi_{1}^{(0)}(z, t)=\phi_{10}$ for all $t>0$ and all $z \in(0,1)$. If needed, the following equation for the first-order perturbation of $\phi_{1}$ can be used

$$
\begin{equation*}
\partial_{t} \phi_{1}^{(1)}+\phi_{10} \partial_{z} \partial_{t} u_{1}^{(0)}=\kappa_{1} F\left(\phi_{10}, \phi_{30}\right)=: \kappa_{1} F_{0} \tag{3.63}
\end{equation*}
$$

In analogous way we obtain from (3.51b): $\phi_{3}^{(0)}(z, t)=\phi_{30}$, implying that also $\phi_{2}^{(0)}(z, t)=1-\phi_{10}-\phi_{30}=\phi_{20}$, and

$$
\begin{equation*}
\partial_{t} \phi_{3}^{(1)}+\phi_{30} \partial_{z} v_{3}^{(0)}=-\kappa_{3} F_{0} \tag{3.64}
\end{equation*}
$$

For the remaining three equations,(3.51c), (3.51d), and (3.51e), we are only interested in the zeroth-order approximation, meaning that we let $\epsilon \rightarrow 0$. From here on, we denote $u_{1}^{(0)}, u_{2}^{(0)}, v_{3}^{(0)}$ simply by $u_{1}, u_{2}, v_{3}$; moreover we use here $S_{K}=-1$. This reduces these equations to:

$$
\begin{align*}
\partial_{z}\left(\phi_{10} \partial_{t} u_{1}+\phi_{20} \partial_{t} u_{2}+\phi_{30} v_{3}\right) & =-F_{0},  \tag{3.65a}\\
\chi_{1} \partial_{t} u_{1}-\left(1-\phi_{10}\right) E_{1} \partial_{z}^{2} u_{1}+\phi_{10} E_{2} \partial_{z}^{2} u_{2}-\gamma \partial_{z}^{2} \partial_{t}\left(u_{1}-u_{2}\right) & =\chi_{1} v_{3}  \tag{3.65b}\\
\chi_{2} \partial_{t} u_{2}+\phi_{20} E_{1} \partial_{z}^{2} u_{1}-\left(1-\phi_{20}\right) E_{2} \partial_{z}^{2} u_{2}-\gamma \partial_{z}^{2} \partial_{t}\left(u_{2}-u_{1}\right) & =\chi_{2} v_{3} \tag{3.65c}
\end{align*}
$$

Integrating the first equation to $z$ and using the boundary condition at $z=$ $0: \quad \phi_{20} \partial_{t} u_{2}(0, t)=J_{2} \mathcal{L}\left(\phi_{2, \text { res }}-\phi_{20}\right)=: F_{1}$, we obtain

$$
\begin{equation*}
v_{3}=\frac{1}{\phi_{30}}\left(F_{1}-F_{0} z-\phi_{10} \partial_{t} u_{1}-\phi_{20} \partial_{t} u_{2}\right) \tag{3.66}
\end{equation*}
$$

We eliminate $v_{3}$ with use of this relation from the last two equations. After some manipulations we can write these two equations as one matrix equation of the form

$$
\begin{equation*}
\mathrm{A} \partial_{t} \mathbf{u}-\mathrm{B} \partial_{z}^{2} \mathbf{u}-\mathrm{C} \partial_{z}^{2} \partial_{t} \mathbf{u}=\mathbf{r} \tag{3.67}
\end{equation*}
$$

with

$$
\begin{align*}
\mathbf{u} & =\binom{u_{1}}{u_{2}}  \tag{3.68a}\\
\mathrm{~A} & =\frac{1}{\phi_{30}}\left(\begin{array}{cc}
\left(\phi_{10}+\phi_{30}\right) \chi_{1} & \phi_{20} \chi_{1} \\
\phi_{10} \chi_{2} & \left(\phi_{20}+\phi_{30}\right) \chi_{2}
\end{array}\right)  \tag{3.68b}\\
\mathrm{B} & =\left(\begin{array}{cc}
\left(\phi_{20}+\phi_{30}\right) E_{1} & -\phi_{10} E_{2} \\
-\phi_{20} E_{1} & \left(\phi_{10}+\phi_{30}\right) E_{2}
\end{array}\right)  \tag{3.68c}\\
\mathbf{C} & =\left(\begin{array}{cc}
\gamma & -\gamma \\
-\gamma & \gamma
\end{array}\right)  \tag{3.68d}\\
\mathbf{r}=\mathbf{r}(z) & =\frac{F_{1}-F_{0} z}{\phi_{30}}\binom{\chi_{1}}{\chi_{2}} \tag{3.68e}
\end{align*}
$$

This system is a linear pseudo-parabolic system with constant coefficients for 2 unknown variables: $u_{1}(z, t)$ and $u_{2}(z, t)$ and for $z \in(0,1)$ and $t \in\left(0, t_{f}\right)$. The initial and boundary conditions for this system are $\mathbf{u}(z, 0)=\mathbf{0}$ and

$$
\begin{array}{rlr}
\text { at } z=0, & \mathbf{u}(0, t)=\mathbf{J}=\binom{0}{F_{1} / \phi_{20}}, \\
\text { at } z=1, & \partial_{z} \mathbf{u}(1, t)=\mathbf{0} .
\end{array}
$$

Moreover, $W(t)$ can be found from (3.56) as

$$
\begin{equation*}
W(t)=\left(F_{1}+\phi_{30} \tilde{J}_{3}-F_{0}\right) t-\phi_{10} u_{1}(1, t)-\phi_{20} u_{2}(1, t) \tag{3.70}
\end{equation*}
$$

with $\phi_{30} \tilde{J}_{3}:=J_{3} \mathcal{L}\left(\phi_{3, \text { res }}-\phi_{30}\right)$.
For $\chi_{1} \chi_{2} \phi_{30} \neq 0$ and $E_{1} E_{2} \phi_{30} \neq 0$, we can rewrite the pseudo-parabolic equation above as an initial-boundary-value problem by introducing

$$
\begin{equation*}
\mathbf{u}(z, t)=\mathbf{U}_{0}(z)+\mathbf{J} t+\tilde{\mathbf{u}}(z, t) \tag{3.71}
\end{equation*}
$$

where the first two terms are chosen such that $\tilde{\mathbf{u}}$ satisfies the homogeneous pseudo-parabolic equation

$$
\begin{equation*}
\mathcal{D}_{\mathrm{PP}}\{\tilde{\mathbf{u}}\}=\partial_{t} \tilde{\mathbf{u}}(z, t)-\hat{\mathrm{B}} \partial_{z}^{2} \tilde{\mathbf{u}}(z, t)-\hat{\mathrm{C}} \partial_{z}^{2} \partial_{t} \tilde{\mathbf{u}}(z, t)=\mathbf{0} \tag{3.72}
\end{equation*}
$$

together with the homogeneous boundary conditions

$$
\begin{align*}
\text { at } z & =0, & \tilde{\mathbf{u}}(0, t) & =\mathbf{0}, \\
\text { at } z & =1, & \partial_{z} \tilde{\mathbf{u}}(1, t) & =\mathbf{0}, \tag{3.73a}
\end{align*}
$$

and the inhomogeneous initial condition

$$
\begin{equation*}
\tilde{\mathbf{u}}(z, 0)=-\mathbf{U}_{0}(z) \tag{3.74}
\end{equation*}
$$

such that the original initial condition $\mathbf{u}(z, 0)=\mathbf{0}$ is still satisfied. In (3.72) $\hat{B}=A^{-1} \mathrm{~B}$ and $\hat{C}=A^{-1} C$, and, while $\mathbf{U}_{0}(z)$ is given by

$$
\begin{equation*}
\mathbf{U}_{0}(z)=\mathbf{b}_{1} z+\mathbf{b}_{2} z^{2}+\mathbf{b}_{3} z^{3} \tag{3.75}
\end{equation*}
$$

with $\mathbf{b}_{1}=-2 \mathbf{b}_{2}-3 \mathbf{b}_{3}, 2 \mathbf{b}_{2}=\hat{\mathrm{B}}^{-1}\left(\mathbf{J}-\hat{\mathbf{r}}_{1}\right)$ and $6 \mathbf{b}_{3}=-\hat{\mathrm{B}}^{-1} \hat{\mathbf{r}}_{0}$, where $\hat{\mathbf{r}}(z)=$ $\mathrm{A}^{-1} \mathbf{r}(z)=: \hat{\mathbf{r}}_{1}+\hat{\mathbf{r}}_{0} z$. Note, A and B are invertible because $\chi_{1} \chi_{2} \phi_{30} \neq 0$ and $E_{1} E_{2} \phi_{30} \neq 0$, respectively.
For $\gamma \neq-\frac{\chi_{1} \chi_{2}}{\chi_{1}+\chi_{2}} \frac{4}{\pi^{2}(2 k-1)^{2}}$ with $k \geq 1$ integer, i.e. $\gamma>0$ for $\chi_{1}, \chi_{2}>0$, we write the solution of (3.72) with the homogeneous boundary conditions as a series expansion in sine terms such that the boundary conditions are automatically satisfied of the form

$$
\begin{equation*}
\tilde{\mathbf{u}}(z, t)=\sum_{k=1}^{\infty} \mathbf{U}_{k}(t) \sin \left(\zeta_{k} z\right) \tag{3.76}
\end{equation*}
$$

with $\zeta_{k}=(2 k-1) \pi / 2$, while the functions $\mathbf{U}_{k}(t)$ have to satisfy the ODE

$$
\begin{equation*}
\partial_{t} \mathbf{U}_{k}(t)+\zeta_{k}^{2}\left(\hat{\mathrm{~B}} \mathbf{U}_{k}(t)+\hat{\mathrm{C}} \partial_{t} \mathbf{U}_{k}(t)\right)=\mathbf{0} \tag{3.77}
\end{equation*}
$$

or, because $\hat{\mathrm{C}}+\zeta_{k}^{-2}$ I is invertible due to choice of $\gamma$, slightly rewritten as

$$
\begin{equation*}
\partial_{t} \mathbf{U}_{k}(t)+\mathrm{K}_{k} \mathbf{U}_{k}(t)=\mathbf{0} \tag{3.78}
\end{equation*}
$$

with $\mathrm{K}_{k}=\left(\hat{\mathrm{C}}+\zeta_{k}^{-2} \mathrm{I}\right)^{-1} \hat{\mathrm{~B}}$ and I the 2-D unit matrix. This ODE has the fundamental solutions $\mathrm{e}^{-\lambda_{1 k} t}$ and $\mathrm{e}^{-\lambda_{2 k} t}$, where $\lambda_{1 k}$ and $\lambda_{2 k}$ are the eigenvalues of the 2 x 2 -matrix $\mathrm{K}_{k}$. Hence, $\mathbf{U}_{k}(t)$ must be of the form

$$
\begin{equation*}
\mathbf{U}_{k}(t)=\mathbf{U}_{k} \mathbf{C}_{k}(t) \tag{3.79}
\end{equation*}
$$

where $\mathrm{U}_{k}$ is the matrix of the eigenvectors of $\mathrm{K}_{k}$, i.e.

$$
\mathrm{U}_{k}=\left(\begin{array}{cc}
K_{k 12} & K_{k 12}  \tag{3.80}\\
\lambda_{1 k}-K_{k 11} & \lambda_{2 k}-K_{k 11}
\end{array}\right)
$$

with $K_{k i j}$ the $(i, j)$ entry of $\mathrm{K}_{k}$, while

$$
\begin{equation*}
\mathbf{C}_{k}(t)=\binom{c_{k 1} \mathrm{e}^{-\lambda_{1 k} t}}{c_{k 2} \mathrm{e}^{-\lambda_{2 k} t}} \tag{3.81}
\end{equation*}
$$

with $c_{k 1}$ and $c_{k 2}$ two unknown constants that will be determined from the condition that

$$
\begin{equation*}
\tilde{\mathbf{u}}(z, 0)=\sum_{k=1}^{\infty} \mathbf{U}_{k} \mathbf{c}_{\mathbf{k}} \sin \left(\zeta_{k} z\right)=-\mathbf{U}_{0}(z), \quad \mathbf{c}_{k}=\mathbf{C}_{k}(0)=\binom{c_{k 1}}{c_{k 2}} \tag{3.82}
\end{equation*}
$$

Realizing that $\mathbf{U}_{0}(z)$ can be expanded in the sine series
$\mathbf{U}_{0}(z)=-\left(2 z-z^{2}\right) \mathbf{b}_{2}-\left(3 z-z^{3}\right) \mathbf{b}_{3}=S_{1}(z) \mathbf{b}_{2}+S_{2}(z) \mathbf{b}_{3}=: \sum_{k=1}^{\infty} \mathbf{B}_{k} \sin \left(\zeta_{k} z\right)$,
with

$$
\begin{equation*}
S_{1}(z)=-\frac{32}{\pi^{3}} \sum_{k=1}^{\infty} \frac{1}{(2 k-1)^{3}} \sin \left(\zeta_{k} z\right), \quad S_{2}(z)=\frac{192}{\pi^{4}} \sum_{k=1}^{\infty} \frac{(-1)^{k}}{(2 k-1)^{4}} \sin \left(\zeta_{k} z\right) \tag{3.84}
\end{equation*}
$$

we find

$$
\begin{equation*}
\mathbf{c}_{k}=-\mathbf{U}_{k}^{-1} \mathbf{B}_{k} \tag{3.85}
\end{equation*}
$$

With this result, the solution for $\mathbf{u}(z, t)$ is complete. Recapitulating, we write (3.71) as

$$
\begin{equation*}
\mathbf{u}(z, t)=-\left(2 z-z^{2}\right) \mathbf{b}_{2}-\left(3 z-z^{3}\right) \mathbf{b}_{3}+\mathbf{J} t+\sum_{k=1}^{\infty} \mathrm{U}_{k} \mathbf{C}_{k}(t) \sin \left(\zeta_{k} z\right) \tag{3.86}
\end{equation*}
$$

Finally, we find $v_{3}(z, t)$ from (3.66) and $W(t)$ from (3.70).
Simulating these results with both Mathematica and MATLAB gave near identical results, except for an unphysical velocity $v_{3}(z, t)$ in the MATLAB simulation yielding almost negligible small oscillations in time for $u_{1}(z, t)$, $u_{2}(z, t)$, and $W(z, t)$. Even though the MATLAB and Mathematica simulations use different approaches, especially for determining the initial velocity $v_{3}\left(z, 0^{+}\right)$, we can conclude that both simulations are accurate with respect to $u_{1}(z, t), u_{2}(z, t)$, and $W(z, t)$, while only the Mathematica simulation shows accurate physical velocities of $v_{3}(z, t)$. The MATLAB simulations of $u_{1}(z, t)$, $u_{2}(z, t)$ and $W(t)$ for different fixed $z$ or $t$ values are shown in Figures 3.6 to 3.10 , while the Mathematica plots of $v_{3}(z, t)$ for different fixed $z$ or $t$ are shown in Figures 3.11 and 3.12 , respectively. All simulations are dimensionless.


Figure 3.6: MATLAB simulation of $u_{1}(z, t)$ for $z \in\{0,0.1, \ldots, 0.9,1\}$ for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillations in the graphs are due to an unphysical alternating-in-time solution of $v_{3}(z, t)$ in the MATLAB simulation.


Figure 3.7: MATLAB simulation of $u_{2}(z, t)$ for $z \in\{0,0.1, \ldots, 0.9,1\}$ for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillations in the graphs are due to an unphysical alternating-in-time solution of $v_{3}(z, t)$ in the MATLAB simulation.


Figure 3.8: MATLAB simulation of $W(t)$ for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillations in the graphs are due to an unphysical alternating-in-time solution of $v_{3}(z, t)$ in the MATLAB simulation.


Figure 3.9: MATLAB simulation of $u_{1}(z, t)$ for $t \in\{0,0.05, \ldots, 0.45,0.50\}$ for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillations in the graphs are due to an unphysical alternating-in-time solution of $v_{3}(z, t)$ in the MATLAB simulation.


Figure 3.10: MATLAB simulation of $u_{2}(z, t)$ for $t \in\{0,0.05, \ldots, 0.45,0.50\}$ for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillations in the graphs are due to an unphysical alternating-in-time solution of $v_{3}(z, t)$ in the MATLAB simulation.


Figure 3.11: Mathematica simulation of $v_{3}(z, t)$ with from top to bottom $t \in\{0,0.05, \ldots, 0.45,0.50\}$, respectively, for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1. The oscillatons in the $t=0$ graph are artifacts of the unevitable truncation of the infinite sum in Equation (3.86).


Figure 3.12: Mathematica simulation of $v_{3}(z, t)$ for $z \in\{0,0.1, \ldots, 0.9,1\}$ with the order in the same color scheme as in Figure 3.11 for $A_{1}=A_{2}=0$ and the other parameters with the values of Table 3.1.
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In this chapter the weak solvability of a nonlinearly coupled system of parabolic and pseudo-parabolic equations describing the interplay between mechanics, chemical reactions, diffusion and flow modelled within a mixture theory framework is studied via energy-like estimates and Gronwall inequalities. In analytically derived parameter regimes, these estimates ensure the convergence of discretized-in-time partial differential equations. These regimes are tested and extended numerically. Especially, the dependence of the temporal existence domain of physical behaviour on selected parameters is shown.

### 4.1 Introduction

We investigate the existence of weak solutions to a system of partial differential equations coupling chemical reaction, momentum transfer and diffusion, cast in the framework of mixture theory [19]. For simplicity, we restrict ourselves to a model with a single non-reversible chemical reaction in a one-dimensional bounded spatial domain $[0,1]$ enclosed by unlimited (or instantly replenished) reservoirs of the reacting chemicals. The chemical reaction is of the $(N+1)$ -to-1-type with the reacting chemicals consisting of $N$ solids and a single fluid, while the produced chemical is a solid. New mathematical challenges arise due to the strong nonlinear coupling between all unknowns and their transport fluxes.
Evolution systems can describe physical systems or biological processes via the balances of masses and forces. These type of systems often contain chemical reactions, momentum transfer, diffusion and stresses; see e.g. [25, 44, 53, 108]. Here, the interest lies in capturing the interactions between flows, deformations, chemical reactions and structures. Such a system is, for instance, used in biology to better understand and eventually forecast plant growth and plant development [108], and in structural engineering to describe ambiental corrosion, for example sulfate attack in sewer pipes [53], in order to increase the durability of an exposed concrete sample. Our initial interest in this topic originates from mathematical descriptions of sulfate corrosion [14]. The mathematical techniques used for a system describing sulfate attack when within a porous media (concrete) sulfuric acid reacts with slaked lime to produce gypsum - could be equally well applied to systems sharing similar features (e.g. types of flux couplings and nonlinearities).

At a general level, the system outlined in this chapter is a combination of parabolic equations of diffusion-drift type with production terms by chemical reactions and pseudo-parabolic stress equations containing elastic and viscoelastic terms. On their own, both parabolic equations, cf. [48, 80, 83],
and pseudo-parabolic equations, see $[15,50,55,112,115,128,133]$, are well understood from mathematical and numerical analysis perspectives. However, coupling these objects leads to systems of equations with a less understood structure. Many systems in the literature seem similar to ours at a first glance. A coupling resembling our case appears in [1], but with different nonlinear terms due to the combination of Navier-Stokes and Cahn-Hilliard systems. Other systems do not use chemical reactions or diffusion like in [25], where multi-dimensional Navier-Stokes-like stress equations are used; refer to a composite domain situation [44]; do not use stress equations [53]; contain a hyperbolic stress equation [108]; or have different non-linearities [10]. Furthermore, the techniques we employ are well-established in pseudo-parabolic systems, such as porous media flow models, and are capable of handling nonlinearities, non-localities, singularities, degeneracies, and singular limits, see e.g. $[23,24,49,93,113,114,125]$.

We investigate in this chapter the simplest case: a one-dimensional bounded domain. The one-dimensional setting allows one to control the nonlinearities by relying on the embedding $H^{1} \hookrightarrow L^{\infty}$. In higher-dimensions, this embedding does not hold, and hence, nonlinearities become difficult to control. Usually higher regularity in the data can yield higher regularity solutions, which via embedding results such as Rellich-Kondrachov can lead to $L^{\infty}$ again. If this is not possible, than quite often structural properties such as monotonicity or Lipschitz-continuity of coefficients can lead to sufficient control of the nonlinearities.
The main target here is to probe the parameter region for which the system is weakly solvable. To this aim we search for explicit expressions of a priori parameter-dependent bounds. These bounds delimit the parameter region where the existence of our concept of weak solutions holds. Our numerical simulations show that the existence region is actually larger.

In Section 4.2 we introduce our mathematical model together with a set of assumptions based on which the existence of weak solutions can be proven. In Section 4.3 we present two theorems: the main existence theorem for the continuous-time system with certain physical constraints and an auxilliary existence theorem for the time-discretized version of the system. In Section 4.4 we prove the auxilliary existence theorem and, then, in Section 4.5 we prove the main existence theorem by using the auxilliary existence theorem. In Section 4.6 , we validate numerically the existence of solutions and, additionally, we show numerically that the assumptions seem to be more restrictive than necessary. Moreover, we show in what manner the existence of weak solutions depends on certain crucial parameters.

### 4.2 Formulation of the model equations

Consider a 1-D body, modeled as a $d$-component $(d \geq 2)$ mixture of $(d-1)$ solid components and one fluid component. The body will deform under the action of chemical reactions. This process is described by a system of partial differential equations (PDEs) and initial and boundary conditions.
We define our system on a time-space domain $[0, T] \times[0,1]$, where $T$ is the not yet determined final time of the process. The unknowns of our system are two vector functions, $\boldsymbol{\phi}:\left(\left[t_{0}, T\right] \times[0,1]\right)^{d} \rightarrow \mathbf{R}^{d}$ and $\boldsymbol{w}:\left(\left[t_{0}, T\right] \times[0,1]\right)^{d-1} \rightarrow$ $\mathbf{R}^{d-1}$, and two scalar functions $v:[0, T] \times[0,1] \rightarrow \mathbf{R}$ and $W:[0, T] \rightarrow \mathbf{R}$. The vector $\phi$ denotes the volume fractions of the $d$ chemical components active in a target chemical reaction. The vector $\boldsymbol{w}$ denotes the displacements of the solid mixture components with respect to the initial domain as reference coordinate system. The scalar $v$ denotes the velocity of the fluid. Lastly, the scalar $W$ denotes the domain size. We identify the different components of the vectors with the different chemicals and use the following notation convention: The subscript 1 is related to the produced chemical, the subscript $d$ is related to the fluid, all other subscripts are related to the remaining solid chemicals.
The time evolution of the unknowns is described by the following system of coupled partial differential equations: For $l \in \mathfrak{L}=\{1, \ldots, d-2, d\}$, the index of the reacting chemicals, and $m \in \mathfrak{M}=\{1, \ldots, d-1\}$, the index of the solid chemicals, we have
$\partial_{t} \phi_{l}-\delta_{l} \partial_{z}^{2} \phi_{l}+I_{l}(\boldsymbol{\phi}) \partial_{z}(\Gamma(\boldsymbol{\phi}) v)+\sum_{m \in \mathfrak{M}} \sum_{i, j=0}^{1} \partial_{z}^{i}\left(B_{l i j m}(\boldsymbol{\phi}) \partial_{t}^{j} w_{m}\right)=G_{\phi, l}(\boldsymbol{\phi})$,

$$
\begin{align*}
& \partial_{z}(\Gamma(\phi) v)+ \sum_{m \in \mathfrak{M}} \sum_{j=0}^{1} \partial_{z}\left(H_{j m}(\phi) \partial_{t}^{j} w_{m}\right)=G_{v}(\phi),  \tag{4.1a}\\
& \partial_{t} w_{m}-D_{m} \partial_{z}^{2} w_{m}-\gamma_{m} \partial_{z}^{2} \partial_{t} w_{m}+F_{m}(\phi) v  \tag{4.1c}\\
&+\sum_{j \in \mathfrak{M}} \sum_{\substack{i+n=0 \\
i, n \geq 0}}^{1} \partial_{z}\left(E_{m i n j}(\phi) \partial_{z}^{i} \partial_{t}^{n} w_{j}\right)=G_{w, m}(\phi),
\end{align*}
$$

with constants $\delta_{l}, D_{m}, \gamma_{m} \in \mathbf{R}_{+}$and functions $I_{l}, \Gamma, B_{l i j m}, H_{j m}, F_{m}, E_{\text {minj }}$, $G_{\phi, l}, G_{v}, G_{w, m}$ that are actually products of functions $f_{i}(\cdot) \in C^{1}([0,1])$,
satisfying

$$
\begin{equation*}
f(\boldsymbol{\phi})=\prod_{i=1}^{d} f_{i}\left(\phi_{i}\right) \tag{4.2}
\end{equation*}
$$

Furthermore, we abuse notation with $\|f(\cdot)\|_{C^{1}([0,1])} \leq f \in \mathbf{R}_{+}$for reducing the amount of constants.

Physically, Equation (4.1a) can be interpreted as a generalized reaction-diffu-sion-advection equation obtained from a mass balance law, Equation (4.1b) can be interpreted as a transport equation indicating the consequences of retaining incompressibility, and Equation (4.1c) is a pseudo-parabolic equation obtained from a generalized momentum balance law.
Note that the system (4.1a) - (4.1c) must satisfy the constraint $\sum_{l=1}^{d} \phi_{l}=1$, the fundamental equation of fractions, which allowed for the elimination of $\phi_{d-1}$.
We assume the volume fractions are insulated at the boundary: $\partial_{z} \phi=0$ at $z=0$ and $z=1$. The boundary at $z=0$ is assumed to be fixed, while the boundary at $z=1$ has a displacement $W(t)=h(t)-1$, where $h(t)$ is the height of the reaction layer at the present time $t$ and $h(0)=1$. The RankineHugoniot relations, see e.g. [96], state that the velocity of a chemical at a boundary is offset from $\mathcal{V}_{0}=0$ or $\mathcal{V}_{1}=\partial_{t} W(t)$, the velocity of the boundary at $z=0$ or $z=1$, respectively, by influx or outflux of this chemical, i.e.

$$
\text { at } z=0 \text { and } z=1 \text { hold }\left\{\begin{array}{c}
\phi_{m}\left(\mathcal{V}_{0,1}-\partial_{t} w_{m}\right) \cdot \hat{\boldsymbol{n}}=J_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\phi_{m}\right)  \tag{4.3}\\
\phi_{d}\left(\mathcal{V}_{0,1}-v\right) \cdot \hat{\boldsymbol{n}}=J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\phi_{d}\right)
\end{array}\right.
$$

with $J_{d}, J_{m} \geq 0$ for $m \in \mathfrak{M}, \phi_{d, \text { res }}, \phi_{m, \text { res }} \in[0,1]$ for $m \in \mathfrak{M}$ and $\sum_{j=1}^{d} \phi_{j, \text { res }}=$ 1. We assume $\mathcal{L}(\cdot)$, the concentration jump across the boundary, to have the semi-permeable form $\mathcal{L}(f):=f_{+}$, the positive part of $f$. Furthermore, we assume all chemicals have only one reservoir. The fluid chemical reservoir is assumed to be at $z=1: \phi_{d, \text { res }} \geq 0$ at $z=1, \phi_{d, \text { res }}=0$ at $z=0$. The solid chemical reservoirs are assumed to be at $z=0: \phi_{m, \text { res }}=0$ at $z=1$, $\phi_{m, \text { res }} \geq 0$ at $z=0$ for $m \in \mathfrak{M}$. We generalize the Rankine-Hugoniot relations by replacing $\phi_{m}$ with $H_{1 m}(\boldsymbol{\phi})$ and $\phi_{d}$ with $\Gamma(\boldsymbol{\phi})$ in Equation (4.3).
The influx due to the Rankine-Hugoniot relations shows that the displacement $\left.w_{m}\right|_{z=1}$ will not be equal to the boundary displacement $W(t)$. This will result in stresses, which we incorporate within a Robin boundary condition at these locations [105, Section 5.3]. Collectively for all $t \in[0, T]$, these boundary
conditions are, for $m \in \mathfrak{M}, l \in \mathfrak{L}$, given by

$$
\begin{align*}
& \left\{\begin{aligned}
\left.\partial_{z} \phi_{l}\right|_{z=0}=0, \\
\left.\partial_{z} \phi_{l}\right|_{z=1}=0,
\end{aligned}\right.  \tag{4.4a}\\
& \left\{\begin{aligned}
\left.H_{1 m}(\phi) \partial_{t} w_{m}\right|_{z=0} & =J_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\left.\phi_{m}\right|_{z=0}\right), \\
\left.\partial_{z} w_{m}\right|_{z=1} & =A_{m}\left(\left.w_{m}\right|_{z=1}-W(t)\right), \\
\left.v\right|_{z=0} & =0, \\
\left.\Gamma(\phi)\left(\partial_{t} W(t)-v\right)\right|_{z=1} & =J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\left.\phi_{d}\right|_{z=1}\right),
\end{aligned}\right. \tag{4.4b}
\end{align*}
$$

where $A_{m} \in \mathbf{R}$. Additionally there are positive lower bounds for $\Gamma(\phi)$ and all $H_{1 m}: \Gamma_{\alpha}:=\inf _{\phi \in \mathcal{I}_{\alpha}^{d}} \Gamma(\phi)>0$ and $H_{\alpha}:=\min _{m \in \mathfrak{M}} \inf _{\phi \in \mathcal{I}_{\alpha}^{d}} H_{1 m}(\phi)>0$, with $\mathcal{I}_{\alpha}=(\alpha, 1-(d-1) \alpha)$ for all $0<\alpha<1 / d$. It is worth noting, that in the limit $\left|A_{m}\right| \rightarrow \infty$ one formally obtains Dirichlet boundary conditions.
The initial conditions describe a uniform and stationary equilibrium solution at $t=0$ :

$$
\begin{equation*}
\phi_{l}(0, z)=\phi_{l 0} \text { and } w_{m}(0, z)=0 \text { for all } z \in[0,1] \text { and } W(0)=0 \tag{4.5}
\end{equation*}
$$

Restricting our initial conditions to a uniform and stationary equilibrium solution was chosen on a physical ground. Moreover, this choice simplified some arguments. A posteriori, we could have relaxed this condition to for example elements of $H^{1}(0,1)$ or $L^{2}(0,1) \cap L^{\infty}(0,1)$.
Note that $v(0, z) \in H^{1}(0,1)$ does not need to be specified as $v(0, z)$ follows from Equations (4.1b), (4.1c), and (4.4a) on $\{0\} \times(0,1)$.
The system of PDEs including initial and boundary conditions described above is called the continuous-time system for later reference in this chapter.

### 4.3 Main existence result

Introduce $\phi_{\min } \in\left(0,1-C_{1,0}(d-1) / d\right]$. Moreover, $C_{1,0}$, the optimal Sobolev constant of the embedding $H^{1}(0,1) \hookrightarrow C^{0}[0,1]$, is given by $C_{1,0}=\operatorname{coth}(1)$, see [144].
We assume that the following set of restrictions is satisfied.

## Assumption 4.1.

We assume the parameters of the continuous-time system to satisfy:
(i) $\delta_{l}>0$,
(ii) $\left|A_{m}\right|<1$,
(iii) $E_{m 01 j}^{2}<\frac{4}{9(d-1)^{2}} \min \left\{3 / 5, \gamma_{m}\left(1-\left|A_{m}\right|\right)\right\} \min \left\{3, \gamma_{j}\left(1-\left|A_{j}\right|\right)\right\}$,
(iv) $4 \Gamma\left(\phi_{0}\right)^{2}>(5 d-4)^{2} F_{m}\left(\phi_{0}\right)^{2} H_{1 j}\left(\phi_{0}\right)^{2}$,
(v) $\phi_{i 0} \geq \phi_{\min }$ and $\sum_{i \neq \tilde{i}} \phi_{i 0}<\frac{1-\phi_{\min }}{C_{1,0}}$ for all $1 \leq \tilde{i} \leq d$, while $\sum_{i=1}^{d} \phi_{i 0}=1$,
(vi) $(3 d-2)(5 d-4) \gamma_{j} A_{j}^{2}<1$,
(vii) $4 \gamma_{j}>(3 d-2)(5 d-4) H_{1 m}\left(\phi_{0}\right)^{2} / \Gamma\left(\phi_{0}\right)^{2}$.
for all $j, m \in \mathfrak{M}$, all $l \in \mathfrak{L}$, and all $i \in\{1, \ldots, d\}$.
Additionally, we assume that the parameters are such that there exist positive constants $\eta_{m 1}, \eta_{m 2}, \eta_{m 01 j 1}, \eta_{m 01 j 2}>0$ for $j, m \in \mathfrak{M}$ satisfying
(viii) $\mathfrak{C}_{1 m}=1-\sum_{j \in \mathfrak{M}} E_{j 01 m} \frac{\eta_{j 01 m 1}}{2}>0$,

$$
\begin{aligned}
& \text { (ix) } \mathfrak{C}_{2 m}=\gamma_{m}\left(1-\left|A_{m}\right|\right)-\frac{\eta_{m 1}+\eta_{m 2}}{2}-\frac{1}{2} \sum_{j \in \mathfrak{M}}\left(\frac{E_{m 01 j}}{\eta_{m 01 j 1}}+\frac{E_{m 01 j}}{\eta_{m 01 j 2}}+E_{j 01 m} \eta_{j 01 m 2}\right)>0 \\
& \text { (x) } \frac{7 d-5}{\Gamma_{\phi_{\min }}^{2}} \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{\mathfrak{C}_{2 m}}\right\} \sum_{m \in \mathfrak{M}}\left(\frac{\gamma_{m}^{2}\left|A_{m}\right|^{2}}{2 \eta_{m 1}}+\frac{F_{m}^{2}}{2 \eta_{m 2}}\right)<1
\end{aligned}
$$

for all $m \in \mathfrak{M}$.
Note, conditions (i), (ii), (viii) and (ix) are necessary conditions for coercivity in order to obtain a-priori estimates. Conditions (iii), (iv), (vi) and (vii) are necessary conditions for coercivity of a special system in Section 4.8 for the existence of a special physical $v^{0}$, the instantaneous initial velocity field. Condition (v) guarantees the physical condition $\phi^{k} \in\left(\phi_{\min }, 1-(d-1) \phi_{\min }\right)^{d}$, while condition (x) guarantees boundedness of $\|v\|_{L^{2}\left(0, T ; H^{1}(0,1)\right)}$.

Accepting Assumption 4.1, we can now formulate the main result of this chapter.

## Theorem 4.1.

Let $d \in\{2,3,4\}$ and let the parameters satisfy Assumption 4.1. Then there
exist constants $T>0$ and $V>0$ and functions

$$
\begin{align*}
& \begin{array}{l}
\phi_{l} \in L^{2}\left(0, T ; H^{2}([0,1])\right) \cap L^{\infty}\left(0, T ; H^{1}(0,1)\right) \\
\quad \cap \\
\quad C^{0}\left([0, T] ; C^{0}[0,1]\right) \cap H^{1}\left(0, T ; L^{2}(0,1)\right), \\
w_{m} \in
\end{array} L^{2}\left(0, T ; L^{\infty}\left(0, T ; H^{2}(0,1)\right),\right. \\
& \left.\quad \cap H^{1}(0, T)\right) \cap C^{0}\left([0, T] ; H^{1}(0,1]\right),  \tag{4.6a}\\
& W \in H^{1}(0, T), \tag{4.6b}
\end{align*}
$$

for all $l \in \mathfrak{L}, m \in \mathfrak{M}$ such that $\left(\phi_{1}, \ldots, \phi_{d-2}, \phi_{d}, v, w_{1}, \ldots, w_{d-1}, W\right)$ satisfies the weak version of the continuous system (4.1a)-(4.1c), (4.4a), (4.4b), and (4.5), such that
(I) $\|v\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)} \leq V$,
(II) $\left\|\partial_{z} v\right\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)} \leq V$,
(III) $\min _{1 \leq l \leq d} \min _{t \in[0, T]} \min _{z \in[0,1]} \phi_{l}(t, z) \geq \phi_{\min }$ with $\phi_{d-1}=1-\sum_{l \in \mathfrak{L}} \phi_{l}$.

The proof of this theorem is given in Section 4.5, and consists of the following three steps:

## Step 1.

First, we assume conditions (I), (II), and (III) to hold. We discretise the continuous-time system in time with a regular grid of step size $\Delta t$, and apply a specific Euler scheme. This is the so-called Rothe method, see [74,120]. Our chosen discretization is such that the equations become linear elliptic equations with respect to evaluation at time slice $\left\{t=t_{k}\right\}$ and only contain evaluations at time slices $\left\{t=t_{k}\right\}$ and $\left\{t=t_{k-1}\right\}$. The time derivative $\partial_{t} u$ is replaced with the standard first order finite difference $\mathcal{D}_{\Delta t}^{k}(u):=\left(u^{k}-u^{k-1}\right) / \Delta t$, where we use the notation $u^{k}(z):=u\left(t_{k}, z\right)$. The discretised system has the
form

$$
\begin{align*}
& \mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)-\delta_{l} \partial_{z}^{2} \phi_{l}^{k}+I_{l}\left(\phi^{k-1}\right) \partial_{z}\left(\Gamma\left(\phi^{k-1}\right) v^{k-1}\right)  \tag{4.7a}\\
&+\sum_{m \in \mathfrak{M}} \sum_{i=0}^{1} \partial_{z}^{i}\left(B_{l i 0 m}\left(\phi^{k-1}\right) w_{m}^{k-1}+B_{l i 1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right)=G_{\phi, l}\left(\phi^{k-1}\right) \\
& \sum_{m \in \mathfrak{M}} \partial_{z}\left(H_{0 m}\left(\phi^{k-1}\right) w_{m}^{k-1}+H_{1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right)  \tag{4.7b}\\
&+\partial_{z}\left(\Gamma\left(\phi^{k-1}\right) v^{k}\right)=G_{v}\left(\phi^{k-1}\right), \\
& \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)-D_{m} \partial_{z}^{2} w_{m}^{k}-\gamma_{m} \partial_{z}^{2} \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)+F_{m}\left(\phi^{k-1}\right) v^{k-1}  \tag{4.7c}\\
&+\sum_{j \in \mathfrak{M}} \sum_{i=0}^{1} \partial_{z}\left(E_{m i 0 j}\left(\phi^{k-1}\right) \partial_{z}^{i} w_{j}^{k-1}+E_{m 01 j}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{j}\right)\right)=G_{w, m}\left(\phi^{k-1}\right),
\end{align*}
$$

with initial conditions Equation (4.5) while the boundary conditions (4.3), (4.4a), and (4.4b) become:

$$
\begin{align*}
& \left\{\begin{aligned}
\left.\partial_{z} \phi_{l}^{k}\right|_{z=0}=0, \\
\left.\partial_{z} \phi_{l}^{k}\right|_{z=1}=0,
\end{aligned}\right.  \tag{4.8a}\\
& \left\{\begin{aligned}
\left.H_{1 m}\left(\left.\phi^{k-1}\right|_{z=0}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right|_{z=0} & =J_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\left.\phi_{m}^{k-1}\right|_{z=0}\right) \\
\left.\partial_{z} w_{m}^{k}\right|_{z=1} & =A_{m}\left(\left.w_{m}^{k}\right|_{z=1}-W^{k}\right) \\
\left.v^{k}\right|_{z=0} & =0
\end{aligned}\right.  \tag{4.8b}\\
& \begin{aligned}
\left.\Gamma\left(\left.\phi^{k-1}\right|_{z=1}\right)\left(\mathcal{D}_{\Delta t}^{k}(W)-v^{k-1}\right)\right|_{z=1} & =J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\left.\phi_{d}^{k-1}\right|_{z=1}\right),
\end{aligned}
\end{align*}
$$

for $l \in \mathfrak{L}$ and $m \in \mathfrak{M}$, with the notation $W^{k}:=W\left(t_{k}\right)$.
For convenience, we refer to the discretised system (4.7a)-(4.7c), (4.8a), and (4.8b) as the discrete-time system.

A powerful property of this discrete-time system is its sequential solvability at time $t_{k}$ : the existence of a natural hierarchy in attacking this problem. First, we obtain results for Equation (4.7c), then we use these results to obtain results for both Equations (4.7a) and (4.7b). Moreover, the structure of the discrete-time system is that of an elliptic system. Hence, the general existence and uniqueness theory for elliptic systems can be extended directly to cover our situation. One can either apply standard results from ordinary differential equations (ODEs), cf. [110, p.130], or from elliptic theory, cf. Chapter 6 in [48], since the discrete-time system at each time slice $\left\{t=t_{k}\right\}$ can be put into the form $\mathcal{A}\left(u^{k}, v^{k}\right)=\mathcal{F}^{k-1} v^{k}$ with $\mathcal{A}$ a continuous coercive bilinear form and $\mathcal{F}^{k-1}$ a continuous operator depending on the previous time slice
$\left\{t=t_{k-1}\right\}$ allowing Lax-Milgram to be applied. We take the elliptic theory option. See Section 2.3 for introductory references to elliptic solvability theory.

Step 2.
We prove Theorem 4.2, the discretized version of Theorem 4.1, in Section 4.4 by testing the time-discrete system with specific test functions such that we obtain quadratic inequalities by using conditions (I), (II) and (III). By application of Young's inequality and using Gronwall-like lemmas we obtain energy-like estimates, which are step size $\Delta t$-independent upper bounds of the Sobolev norms of the weak solutions. These bounds allow for weakly convergent sequences in $\Delta t$ small parameter. Moreover, the upper bounds of the energy-like estimates are monotonically increasing functions of $T$ and $V$, the parameters used in (I), (II) and (III). With these upper bounds, we test whether or not the conditions (I), (II) and (III) can be satisfied: the consistency check of our assumption. This leads to the conditions of Assumption 4.1 to guarantee overlapping regions in ( $T, V$ )-space for which Theorem 4.2 holds for $\Delta t$ small enough, including the conditions (I), (II) and (III). Since $T>0$ and $V>0$ only have to exist, it is sufficient to find a non-empty intersection of all the overlapping regions.

## Theorem 4.2.

Let $d \in\{2,3,4\}$ and let the parameters satisfy Assumption 4.1, then there exist $T>0, V>0, \hat{\tau}>0$ and $\mathcal{C}>0$ independent of $\Delta t$ such that for all $0<\Delta t<\hat{\tau}$ there exists a sequence of functions $\left(\phi_{1}^{k}, \ldots, \phi_{d-2}^{k}, \phi_{d}^{k}, v^{k}, w_{1}^{k}, \ldots, w_{d-1}^{k}, W^{k}\right)$ for $0 \leq t_{k} \leq T$ satisfying the weak version of the discrete-time system given by Equations (4.7a)-(4.7c), (4.8a), (4.8b), and (4.5) as well as the following
a priori bounds

$$
\begin{gather*}
\sum_{j=0}^{k}\left\|\partial_{z} v^{j}\right\|_{L^{2}(0,1)}^{2} \Delta t, \sum_{j=0}^{k}\left\|v^{j}\right\|_{L^{2}(0,1)}^{2} \Delta t \leq V^{2},  \tag{4.9a}\\
\min _{1 \leq l \leq d} \min _{z \in[0,1]} \phi_{l}^{k}(z) \geq \phi_{\min },  \tag{4.9b}\\
\left\|\phi_{1}^{k}\right\|_{H^{1}(0,1)}, \ldots,\left\|\phi_{d}^{k}\right\|_{H^{1}(0,1)} \leq \mathcal{C},  \tag{4.9c}\\
\sum_{j=1}^{k}\left\|\phi_{1}^{j}\right\|_{H^{2}(0,1)}^{2} \Delta t, \ldots, \sum_{j=1}^{k}\left\|\phi_{d}^{j}\right\|_{H^{2}(0,1)}^{2} \Delta t \leq \mathcal{C},  \tag{4.9d}\\
\sum_{j=1}^{k}\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{1}^{j}\right)\right\|_{L^{2}(0,1)}^{2} \Delta t, \ldots, \sum_{j=1}^{k}\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{d}^{j}\right)\right\|_{L^{2}(0,1)}^{2} \Delta t \leq \mathcal{C}  \tag{4.9e}\\
\left\|w_{1}^{k}\right\|_{H^{2}}, \ldots,\left\|w_{d-1}^{k}\right\|_{H^{2}(0,1)} \leq \mathcal{C}  \tag{4.9f}\\
\sum_{j=1}^{k}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{1}^{j}\right)\right\|_{H^{1}(0,1)}^{2} \Delta t, \ldots, \sum_{j=1}^{k}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{d-1}^{j}\right)\right\|_{H^{1}(0,1)}^{2} \Delta t \leq \mathcal{C}  \tag{4.9~g}\\
\left|W^{k}\right|, \sum_{j=1}^{k}\left|\mathcal{D}_{\Delta t}^{k}(W)\right|^{2} \Delta t \leq \mathcal{C} \tag{4.9h}
\end{gather*}
$$

for all $0 \leq t_{k} \leq T$, where $\phi_{d-1}^{k}=1-\sum_{l \in \mathfrak{L}} \phi_{l}^{k}$.
Step 3.
We introduce temporal interpolation functions $\hat{u}(t)=u^{k-1}+\left(t-t_{k-1}\right) \mathcal{D}_{\Delta t}^{k}(u)$ on $\left[t_{0}, T\right] \times[0,1]$. Then we use Theorem 4.2 to show that the interpolation functions are measurable, bounded and converge weakly. With the Lions-Aubin-Simon lemma, see [27,40], in combination with the Rellich-Kondrachov theorem, see [2, p.143] and [20], we show strong convergence as well. The proof concludes by showing that the weak solution of the time-discrete system converges to a weak solution of the continuous-time system.

Remark 4.1. From now on $\|\cdot\|_{\mathbb{X}(0,1)}$ will be denoted as $\|\cdot\|_{\mathbb{X}}$.

### 4.4 Proof of Theorem 4.2

The proof of Theorem 4.2 is done in three steps. First, energy bounds are obtained by assuming there exist $\phi_{\min }>0, V>0$ and $T>0$ for which the
three inequalities of Theorem 4.2 hold. ${ }^{1}$ Second, we apply two discrete variants of Gronwall's inequality to the quadratic inequalities to obtain a-priori estimates independent of $\Delta t$. Lastly, we show that $\phi_{\min }>0, V>0$ and $T>0$ can be chosen if Assumption 4.1 is satisfied by the parameters of the continuous-time system.

Before we can do these three steps, we must show that the discrete-time system is well-posed. We do this iteratively in $k$, such that the solution of time slice $t_{k-1}$ implies the well-posedness of the solution of time slice $k$. Since the initial conditions (4.5) are smooth and $v^{0}$ follows from a second order system, we obtain the well-posedness for all $t_{k} \in[0, T]$. In more detail see Section 4.8.

We obtain the weak form of the discrete-in-time system by multiplying the model equations with a function in $H^{1}(0,1)$, integrating over $(0,1)$ and applying the boundary conditions where needed. We test Equation (4.7a) with $\phi_{l}^{k}$ and $\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)$, and Equation (4.7c) with $w_{m}^{k}$ and $\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)$ to obtain the quadratic inequalities below:

$$
\begin{align*}
& \mathcal{D}_{\Delta t}^{k}\left(\sum_{m \in \mathfrak{M}}\left\|w_{m}\right\|_{L^{2}}^{2}+a_{1 m}\left\|\partial_{z} w_{m}\right\|_{L^{2}}^{2}\right) \\
& \quad+\sum_{m \in \mathfrak{M}}\left[a_{2 m}(\Delta t)\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{L^{2}}^{2}+a_{3 m}(\Delta t)\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)\right\|_{L^{2}}^{2}\right] \\
& \leq a_{4}+\sum_{m \in \mathfrak{M}}\left[a_{5 m}\left\|w_{m}^{k}\right\|_{L^{2}}^{2}+a_{6 m}\left\|\partial_{z} w_{m}^{k}\right\|_{L^{2}}^{2}+a_{7 m}\left\|w_{m}^{k-1}\right\|_{L^{2}}^{2}+a_{8 m}\left\|\partial_{z} w_{m}^{k-1}\right\|_{L^{2}}^{2}\right. \\
& \left.+a_{9 m}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{L^{2}}^{2}+a_{10 m}\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)\right\|_{L^{2}}^{2}\right]+a_{11}\left\|v^{k-1}\right\|_{L^{2}}^{2}+a_{12}\left\|\partial_{z} v^{k-1}\right\|_{L^{2}}^{2} \tag{4.10}
\end{align*}
$$

[^3]for all $l \in \mathfrak{L}$
\[

$$
\begin{align*}
& \mathcal{D}_{\Delta t}^{k}\left(\left\|\phi_{l}\right\|_{L^{2}}^{2}\right)+b_{1 l}\left\|\partial_{z} \phi_{l}^{k}\right\|_{L^{2}}^{2}+b_{2 l}(\Delta t)\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)\right\|_{L^{2}}^{2} \\
& \leq b_{3 l}+b_{4 l}\left\|\partial_{z} v^{k-1}\right\|_{L^{2}}^{2}+b_{5 l}\left\|\phi_{l}^{k}\right\|_{L^{2}}^{2}+\sum_{n \in \mathfrak{L}}\left[b_{6 l n}\left\|\partial_{z} \phi_{n}^{k-1}\right\|_{L^{2}}^{2}\right] \\
& \quad+\sum_{m \in \mathfrak{M}} \sum_{i=0}^{1}\left[b_{7 l i m}\left\|\partial_{z}^{i} w_{m}^{k-1}\right\|_{L^{2}}^{2}+b_{8 l i m}\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z}^{i} w_{m}\right)\right\|_{L^{2}}^{2}\right] \tag{4.11}
\end{align*}
$$
\]

and

$$
\begin{align*}
& \mathcal{D}_{\Delta t}^{k}\left(\sum_{l \in \mathfrak{L}}\left\|\partial_{z} \phi_{l}\right\|_{L^{2}}^{2}\right)+\sum_{l \in \mathfrak{L}}\left[c_{1 l}\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)\right\|_{L^{2}}^{2}+c_{2 l}(\Delta t)\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z} \phi_{l}\right)\right\|_{L^{2}}^{2}\right] \\
& \leq c_{3}+c_{4}\left\|\partial_{z} v^{k-1}\right\|_{L^{2}}^{2}+\sum_{l \in \mathfrak{R}}\left[c_{5 l}\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)\right\|_{L^{2}}^{2}+c_{6 l}^{k}\left\|\partial_{z} \phi_{l}^{k-1}\right\|_{L^{2}}^{2}\right] \\
&+\sum_{m \in \mathfrak{M}} \sum_{i=0}^{1}\left[c_{7 i m}\left\|\partial_{z}^{i} w_{m}^{k-1}\right\|_{L^{2}}^{2}+c_{8 i m}\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z}^{i} w_{m}\right)\right\|_{L^{2}}^{2}\right] \tag{4.12}
\end{align*}
$$

For details of the derivation of these quadratic inequalities and the exact definition of the "a", "b", and "c"-coefficients, see Section 4.9.
For coercivity, which is needed to obtain bounds on $\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}$ and $\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)\right\|_{L^{2}}$, we need the conditions $a_{2 m}(0)-a_{9 m}>0, a_{3 m}(0)-a_{10 m}>0$ and $c_{1 l}-c_{5 l}>0$. It follows that these conditions can be satisfied by choosing the right values for the free parameters $\eta_{x}$ if conditions (viii) and (ix) of Assumption 4.1 are satisfied, which is only possible if conditions (i), (ii) and (iii) of Assumption 4.1 are satisfied.

Before we make use of the quadratic inequalities (4.10), (4.11), and (4.12), we refer to two versions of the discrete Gronwall lemma, see [46] and Theorem 4 in [67], which we modified slightly by using the inequalities $1 /(1-a) \leq$ $e^{a+a^{2}} \leq e^{1.6838 a}$ for $0 \leq a \leq 0.6838$, and $1+a \leq e^{a} \leq 1+a e^{a}$ for $a \geq 0$. These new versions are Inequality 12 and Inequality 13 in Section 2.2.
We are now able to apply Inequality 12 and Inequality 13 to the quadratic inequalities (4.10), (4.11), and (4.12). The result:

## Lemma 4.3.

Let $\Delta t \in(0, H)$ with

$$
\begin{equation*}
H \leq \min \left\{\frac{0.6838}{\max _{m \in \mathfrak{M}}\left\{a_{5 m}, \frac{a_{6 m}}{a_{1 m}}\right\}}, \frac{0.6838}{\min _{l \in \mathfrak{L}}\left\{b_{5 l}\right\}}\right\} \tag{4.13}
\end{equation*}
$$

There exist positive constants $\tilde{a}_{\text {index }}, \tilde{d}_{\text {index }}, \tilde{e}_{\text {index }}$ and parameter functions $a(T, V), d_{0}(T, V), d_{1}(T, V), d_{2}(T, V), e_{1}(T, V)$, and $e_{2}(T, V)$ such that for all $l \in \mathfrak{L}$, for all $m \in \mathfrak{M}$, and for all $t_{k} \in[0, T]$ the following estimates hold:

$$
\begin{align*}
\left\|\phi_{l}^{k}\right\|_{L^{2}}^{2} & \leq\left(\phi_{l 0}^{2}+e_{2 l}(T, V)+e_{1 l}(T, V) T\right) e^{1.6838 b_{5 l} T},  \tag{4.14a}\\
\frac{1}{d-1}\left\|\partial_{z} \phi_{d-1}^{k}\right\|_{L^{2}}^{2} \leq \sum_{l \in \mathfrak{L}}\left\|\partial_{z} \phi_{l}^{k}\right\|_{L^{2}}^{2} & \leq d_{1}(T, V) e^{d_{2}(T, V)},  \tag{4.14b}\\
\frac{1}{d-1}\left\|\phi_{d-1}^{k}-\phi_{d-1,0}\right\|_{L^{2}}^{2} & \left.\leq T \frac{d_{1}(T, V)\left(1+d_{2}\right)}{\min _{l \in \mathfrak{L}}\left\{c_{1 l}-c_{5 l}\right\}} e^{d_{2}(T, V)}\right) \tag{4.14c}
\end{align*}
$$

$$
\begin{equation*}
\sum_{j=1}^{k} \sum_{l \in \mathfrak{L}}\left(c_{1 l}-c_{5 l}\right)\left\|\mathcal{D}_{\Delta t}^{j}\left(\phi_{l}\right)\right\|_{L^{2}}^{2} \Delta t \leq d_{1}(T, V)\left(1+d_{2}(T, V) e^{d_{2}(T, V)}\right) \tag{4.14~d}
\end{equation*}
$$

$$
\begin{array}{r}
\sum_{m \in \mathfrak{M}}\left\|w_{m}^{k}\right\|_{L^{2}}^{2} \leq d_{0}(T, V), \\
\sum_{m \in \mathfrak{M}} a_{1 m}\left\|\partial_{z} w_{m}^{k}\right\|_{L^{2}}^{2} \leq d_{0}(T, V) \\
\sum_{j=1}^{k} \sum_{m \in \mathfrak{M}}\left(a_{2 m}(0)-a_{9 m}\right)\left\|\mathcal{D}_{\Delta t}^{j}\left(w_{m}\right)\right\|_{L^{2}}^{2} \Delta t \leq d_{0}(T, V), \\
\sum_{j=1}^{k} \sum_{m \in \mathfrak{M}}\left(a_{3 m}(0)-a_{10 m}\right)\left\|\mathcal{D}_{\Delta t}^{j}\left(\partial_{z} w_{m}\right)\right\|_{L^{2}}^{2} \Delta t \leq d_{0}(T, V), \tag{4.15~d}
\end{array}
$$

$$
\begin{equation*}
\sum_{j=1}^{k}\left|\mathcal{D}_{\Delta t}^{j}(W)\right|^{2} \Delta t \leq 2 V^{2}+\frac{2 J_{d}^{2} \phi_{d, r e s}^{2}}{\Gamma_{\phi_{\min }}^{2}} T \tag{4.16a}
\end{equation*}
$$

$$
\begin{equation*}
\left|W^{k}\right|^{2} \leq\left(\left|W^{0}\right|+\frac{J_{d} \phi_{d, \text { res }}}{\Gamma_{\phi_{\min }}} T+V \sqrt{T}\right)^{2} \tag{4.16b}
\end{equation*}
$$

with

$$
\begin{align*}
d_{0}(T, V) & =\left(\left(a_{11}+a_{12}\right) V^{2}+1.6838 a_{4} T\right) e^{\tilde{d}_{01} T}  \tag{4.17a}\\
d_{1}(T, V) & =c_{3} T+c_{4} V^{2}+\left(\tilde{d}_{11}+\tilde{d}_{12} T\right) d_{0}(T, V)  \tag{4.17b}\\
d_{2}(T, V) & =\sum_{l \in \mathfrak{L}} c_{6 l 1} V^{2}+\left(\tilde{d}_{21}+\tilde{d}_{22} T\right) d_{0}(T, V)  \tag{4.17c}\\
e_{1 l}(T, V) & =b_{3 l}+\min _{n \in \mathfrak{L}}\left\{b_{6 l n}\right\} d_{1}(T, V) e^{d_{2}(T, V)}+\tilde{e}_{11} d_{0}(T, V)  \tag{4.17d}\\
e_{2 l}(T, V) & =b_{4 l} V^{2}+\tilde{e}_{21} d_{0}(T, V) \tag{4.17e}
\end{align*}
$$

and with

$$
\begin{align*}
& \tilde{d}_{01}=\max _{m \in \mathfrak{M}}\left\{a_{7 m}, \frac{a_{8 m}}{a_{1 m}}\right\}+1.6838 \max _{m \in \mathfrak{M}}\left\{a_{5 m}, \frac{a_{6 m}}{a_{1 m}}\right\}  \tag{4.18a}\\
& \tilde{d}_{11}=\max _{m \in \mathfrak{M}}\left\{\frac{c_{80 m}}{a_{2 m}(0)-a_{9 m}}+\frac{c_{81 m}}{a_{3 m}(0)-a_{10 m}}\right\}  \tag{4.18b}\\
& \tilde{d}_{12}=\max _{m \in \mathfrak{M}}\left\{c_{70 m}+\frac{c_{71 m}}{a_{1 m}}\right\}  \tag{4.18c}\\
& \tilde{d}_{21}=\max _{m \in \mathfrak{M}}\left\{\frac{\sum_{l \in \mathfrak{L}} c_{6 l 3 m}}{a_{2 m}(0)-a_{9 m}}+\frac{\sum_{l \in \mathfrak{L}} c_{6 l 3 m}}{a_{3 m}(0)-a_{10 m}}\right\}  \tag{4.18d}\\
& \tilde{d}_{22}=\max _{m \in \mathfrak{M}}\left\{\sum_{l \in \mathfrak{L}} c_{6 l 2 m}\left(1+\frac{1}{a_{1 m}}\right)\right\}  \tag{4.18e}\\
& \tilde{e}_{11}=\max _{m \in \mathfrak{M}}\left\{b_{7 l 0 m}+\frac{b_{7 l 1 m}}{a_{1 m}}\right\}  \tag{4.18f}\\
& \tilde{e}_{21}=\max _{m \in \mathfrak{M}}\left\{\frac{b_{8 l 0 m}}{a_{2 m}(0)-a_{9 m}}+\frac{b_{8 l 1 m}}{a_{3 m}(0)-a_{10 m}}\right\} \tag{4.18~g}
\end{align*}
$$

Proof.
The conditions $c_{5 l}<c_{1 l}, a_{9 m}<a_{2 m}(0)$ and $a_{10 m}<a_{3 m}(0)$ are satisfied due to conditions (i), (viii) and (ix) of Assumption 4.1, respectively. Apply Inequality 12 to Equation (4.10) in order to obtain all four $w^{k}$ bounds.
For the bounds of $\phi_{d-1}^{k}$, we use $\sum_{l=1}^{d} \phi_{l}^{k}=1$ in two ways. First, we apply $\partial_{z}$ to this identity and use $|x|_{1}^{2} \leq n|x|_{2}^{2}$ for $x \in \mathbf{R}^{n}$ to obtain the upper bound $\sum_{l \in \mathfrak{L}}\left\|\partial_{z} \phi_{l}^{k}\right\|_{L^{2}}^{2}$. Second, we subtract the same identity at time-slice $t=0$ to obtain an upper bound in $\sum_{l \in \mathfrak{L}}\left(\phi_{l}^{k}-\phi_{l, 0}\right)$ and, then, apply again $|x|_{1}^{2} \leq n|x|_{2}^{2}$ for $x \in \mathbf{R}^{n}$ using the telescoping series for $k$ to obtain the upper bound $k \Delta t \sum_{j=1}^{k} \sum_{l \in \mathfrak{L}}\left\|\mathcal{D}_{\Delta t}^{k}\left(\phi_{d-1}\right)\right\|_{L^{2}}^{2} \Delta t$.
All the $\phi$-bounds now follow from applying Inequality 12 to Equation (4.11)
and Inequality 13 to Equation (4.12) and inserting the newly obtained $w^{k}$ bounds.
The use of the Gronwall inequalities are only allowed for $\Delta t$ small enough, as given by the conditions for $H$ in Inequality 12.

Remark 4.2. The a priori estimates in Lemma 4.3 depend on $T>0$ and $V>0$.

We need to prove that $T>0$ and $V>0$ can be chosen for $\Delta t>0$ small enough. On closer inspection, we see that we can work with upper bounds only.

## Lemma 4.4.

Let $0 \leq t_{k}=k \Delta t \leq T$. Let $\mathbf{P}_{d}$ be the set of cyclic permutations of $(1, \ldots, d)$. The three requirements $(I) \phi_{l}^{k}(z) \in\left[\phi_{\min }, 1-(d-1) \phi_{\min }\right]$ for $1 \leq l \leq d$, (II) $\sum_{j=0}^{k}\left\|v^{j}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$, and (III) $\sum_{j=0}^{k}\left\|\partial_{z} v^{j}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ are implied by the following two requirements

$$
\begin{equation*}
\sum_{j \in \mathfrak{M}}\left\|\phi_{\alpha_{j}}^{k}\right\|_{H^{1}} \leq \frac{1-\phi_{\min }}{C_{1,0}} \text { for all } \boldsymbol{\alpha} \in \mathbf{P}_{d} \text { and } \sum_{j=0}^{k}\left\|\partial_{z} v^{j}\right\|_{L^{2}}^{2} \Delta t \leq V^{2} \tag{4.19}
\end{equation*}
$$

where the second requirement is again requirement (III) and with $C_{1,0}$ given by (ii) from Section 4.3.

Proof.
The boundary condition (4.8b) allows the application of the Poincaré inequality to $v^{k}$, which gives the bound $\left\|v^{j}\right\|_{L^{2}} \leq\left\|\partial_{z} v^{j}\right\|_{L^{2}}$.
For the constraints on $\phi_{l}^{k}$ we pick arbitrarily an $\boldsymbol{\alpha} \in \mathbf{P}_{d}$ and start with the inequality $\sum_{j \in \mathfrak{M}}\left\|\phi_{\alpha_{j}}^{k}\right\|_{H^{1}} \leq\left(1-\phi_{\min }\right) / C_{1,0}$. This inequality is transformed by the Sobolev embedding theorem on $[0,1]$ into $\sum_{j \in \mathfrak{M}}\left\|\phi_{\alpha_{j}}^{k}\right\|_{C^{0}} \leq 1-\phi_{\min }$. Hence, we obtain $\inf _{z \in(0,1)} \phi_{\alpha_{d}}^{k} \geq \phi_{\text {min }}$ from the volume fraction identity $1=\sum_{1 \leq l \leq d} \phi_{l}^{k}$. Since $\boldsymbol{\alpha}$ was chosen arbitrarily, we conclude that this result holds for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$. Hence, $\min _{1 \leq l \leq d} \inf _{z \in(0,1)} \phi_{l}^{k}(z) \geq \phi_{\text {min }}$. With the $d$ infima established it yields that the $d$ suprema follow automatically from the same volume fraction identity.

We prove the simultaneous validity of the two inequalities of Lemma 4.4 with elementary arguments based on the Intermediate Value Theorem (IVT) for the
continuous functions given as upper bounds in the inequalities of Lemma 4.3 having parameters $T, V$ as variables.

## Lemma 4.5.

Let $2 \leq d \leq C_{1,0} /\left(C_{1,0}-1\right) \approx 4.194528,0<\phi_{\min } \leq 1-C_{1,0}(d-1) / d$ and let $\phi^{0}=\left(\phi_{10}, \ldots, \phi_{d 0}\right) \in \Phi_{d}\left(\phi_{\min },\left(1-\phi_{\min }\right) / C_{1,0}\right)$, where the set $\Phi_{d}(s, r)$ is defined as the non-empty set of points $\left(x_{1}, \ldots, x_{d}\right) \in \mathbf{R}^{d}$ satisfying

$$
\begin{cases}\sum_{j \neq i} x_{j}<r & \text { for all } 1 \leq i \leq d  \tag{4.20}\\ x_{i} \geq s & \text { for all } 1 \leq i \leq d \\ \sum_{i=1}^{d} x_{i}=1\end{cases}
$$

Then there exist an open simply connected region $\mathbb{S} \subset \mathbf{R}^{2}$ containing ( 0,0 ) such that

$$
\begin{align*}
& (T, V) \in \mathbb{S} \Rightarrow P_{\boldsymbol{\alpha}}(T, V)<\frac{1-\phi_{\min }}{C_{1,0}} \text { for all } \boldsymbol{\alpha} \in \mathbf{P}_{d}  \tag{4.21a}\\
& (T, V) \in \partial \mathbb{S} \Rightarrow P_{\boldsymbol{\alpha}}(T, V) \leq \frac{1-\phi_{\min }}{C_{1,0}} \text { for all } \boldsymbol{\alpha} \in \mathbf{P}_{d}  \tag{4.21b}\\
& (T, V) \notin \overline{\mathbb{S}} \Rightarrow P_{\boldsymbol{\alpha}}(T, V)>\frac{1-\phi_{\min }}{C_{1,0}} \text { for at least one } \boldsymbol{\alpha} \in \mathbf{P}_{d}, \tag{4.21c}
\end{align*}
$$

where $P_{\boldsymbol{\alpha}}(T, V)$ denotes the upper bound of $\sum_{j \in \mathfrak{M}}\left\|\phi_{\alpha_{j}}^{k}\right\|_{H^{1}}$ obtained from the a-priori estimates of Lemma 4.3.

## Proof.

First, we note that the set $\Phi_{d}\left(\phi_{\min },\left(1-\phi_{\min }\right) / C_{1,0}\right)$ is non-empty if the following inequalities are satisfied

$$
\begin{equation*}
0<(d-1) \phi_{\min } \leq \frac{d-1}{d}<\frac{1-\phi_{\min }}{C_{1,0}} \tag{4.22}
\end{equation*}
$$

This is because $(d-1) \phi_{\text {min }}$ and $(d-1) / d$ are the minimal and the maximal value of the sum $\sum_{j \in \mathfrak{M}} x_{\alpha_{j}}$ over all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$ when minimizing for each $\boldsymbol{\alpha} \in \mathbf{P}_{d}$ over all $\left(x_{1}, \ldots, x_{d}\right)$ satisfying $\min _{1 \leq i \leq d} x_{i} \geq \phi_{\text {min }}$ and $\sum_{i=1}^{d} x_{i}=1$. Hence, we obtain the inequalities

$$
\begin{equation*}
0<\phi_{\min }<1-C_{1,0} \frac{d-1}{d} \leq \frac{1}{d} \tag{4.23}
\end{equation*}
$$

for $2 \leq d<C_{1,0} /\left(C_{1,0}-1\right) \approx 4.194528$ integer.
Second, from Lemma 4.3, $P_{\boldsymbol{\alpha}}(T, V)$ are monotonic increasing continuous functions with respect to the product ordering on $\mathbf{R}_{+}^{2}$ for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$. Therefore, there exists a simply connected open set $\mathbb{S}_{\boldsymbol{\alpha}}$ such that $P_{\boldsymbol{\alpha}}(T, V)<$ $\left(1-\phi_{\min }\right) / C_{1,0}$ for all $(T, V) \in \mathbb{S}_{\boldsymbol{\alpha}}$. Moreover, from Lemma 4.3 we deduce that $P_{\boldsymbol{\alpha}}(0,0)=\sum_{j \in \mathfrak{M}} \phi_{\alpha_{j} 0}<\left(1-\phi_{\min }\right) / C_{1,0}$ for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$, which implies $(0,0) \in \mathbb{S}_{\boldsymbol{\alpha}}$ for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$. Thus $\mathbb{S}=\bigcap_{\boldsymbol{\alpha} \in \mathbf{P}_{d}} \mathbb{S}_{\boldsymbol{\alpha}}$ is non-empty and satisfies all the desired inequalities.

A graphical representation of the determination of $\mathbb{S}$ is given in Figure 4.1.


Figure 4.1: In both figures the circular shading represents an interval shading of the constant $C$ in the identity $\max _{\boldsymbol{\alpha} \in \mathbf{P}_{d}} P_{\boldsymbol{\alpha}}(T, V)=C$. In the right figure the set $\mathbb{S}$ is obtained for $C=\left(1-\phi_{\min }\right) / C_{1,0}$.

## Lemma 4.6.

There exist a $\tau>0$ such that for all $0<\Delta t<\tau$ there exists an open simply connected region $\mathbb{R}_{\Delta t} \subset \mathbf{R}^{2}$ with the properties

$$
\begin{align*}
(T, V) \in \mathbb{R}_{\Delta t} & \Rightarrow Q_{\Delta t}(T, V)<V^{2}  \tag{4.24a}\\
(T, V) \in \partial \mathbb{R}_{\Delta t} & \Rightarrow Q_{\Delta t}(T, V)=V^{2}  \tag{4.24b}\\
(T, V) \notin \mathbb{R}_{\Delta t} & \Rightarrow Q_{\Delta t}(T, V)>V^{2} \tag{4.24c}
\end{align*}
$$

where $Q_{\Delta t}(T, V)$ denotes the upper bound of $\sum_{t_{k} \in[0, T]}\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \Delta t$ obtained from applying the a-priori estimates of Lemma 4.3 to Equation (4.7b) and is
given by

$$
\begin{align*}
& Q_{\Delta t}(T, V)=\tilde{Q}_{0} \Delta t+\tilde{Q}_{1} T+\left(\tilde{Q}_{2}+\tilde{Q}_{3} T\right) d_{0}(T, V) \\
& \quad+\left[\tilde{Q}_{4}(T) T+\left(\tilde{Q}_{5}+\tilde{Q}_{6} T\right) d_{0}(T, V)\right] d_{1}(T, V) e^{d_{2}(T, V)} \tag{4.25}
\end{align*}
$$

with $\tilde{Q}_{0}, \tilde{Q}_{1}, \tilde{Q}_{2}, \tilde{Q}_{3}, \tilde{Q}_{4}, \tilde{Q}_{5}, \tilde{Q}_{6}>0$, if

$$
\begin{align*}
& 1>Q_{1}:=\tilde{Q}_{2}\left(a_{11}+a_{12}\right) \\
&=\frac{7 d-5}{\Gamma_{\phi_{\text {min }}}^{2}} \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}\left(a_{11}+a_{12}\right) . \tag{4.26}
\end{align*}
$$

Moreover, the limit $\lim _{\Delta t \downarrow 0} \mathbb{R}_{\Delta t}$ exists and is denoted by $\mathbb{R}_{0}$.

## Proof.

We assume that $\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ holds for a not yet determined value of $V>0$. By induction we will prove $\sum_{j=0}^{k}\left\|\partial_{z} v^{j}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ for the same value $V>0$. By our assumption this identity holds for $k=0$.
Note, for all $\Delta t \leq T$ we can choose any $k$ such that $k \Delta t \in[0, T]$. Thus, there are sequences of $\Delta t$ decreasing to 0 such that $T / \Delta t$ equals an integer for all $\Delta t$ in these sequences. Hence, the induction is valid for all $k \Delta t=t_{k} \in[0, T]$ when $0<\Delta t<\tau$, where $\tau$ has to be determined at a later stage. Remark, for $\Delta t>T$ we have $\sum_{t_{k} \in[0, T]}\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \Delta t=\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ by assumption. In this case, the induction ends immediately at $k=0$, which is a reflection of the fact that the $\Delta t$-sized temporal discretization is too coarse and smaller $\Delta t$ should be chosen.
Thus for our induction step, we take $0<k=K \leq T / \Delta t$ for the case $\Delta t<T$ (a-priori assumed to be valid, since $T$ is not yet determined, but only defined.). We integrate (4.7b) from 0 to $z$. This yields:

$$
\begin{align*}
{\left[\Gamma\left(\phi^{k-1}\right) v^{k}\right]_{0}^{z} } & =\int_{0}^{z} G_{v}\left(\phi^{k-1}\right) \mathrm{d} z \\
& -\left[\sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\phi^{k-1}\right) w_{m}^{k-1}+H_{1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right)\right]_{0}^{z} \tag{4.27}
\end{align*}
$$

Inserting the boundary conditions (4.8b) and using $w_{m}^{0}=0$ gives:

$$
\begin{align*}
\Gamma\left(\phi^{k-1}\right) v^{k}= & \int_{0}^{z} G_{v}\left(\phi^{k-1}\right) \mathrm{d} z \\
& \quad-\sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\phi^{k-1}\right) w_{m}^{k-1}+H_{1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right) \\
+ & \sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\left.\phi^{k-1}\right|_{z=0}\right) \sum_{j=1}^{k-1} \frac{\hat{J}_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\left.\phi_{m}^{K}\right|_{z=0}\right)}{H_{1 m}\left(\left.\phi^{j}\right|_{z=0}\right)} \Delta t\right. \\
& \left.\quad+\hat{J}_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\left.\phi_{m}^{k-1}\right|_{z=0}\right)\right) \tag{4.28}
\end{align*}
$$

Dividing both sides by $\Gamma\left(\phi^{k-1}\right)$ and then applying the derivative $\partial_{z}$ to both sides, leads, with the use of (4.2), to the identity

$$
\begin{align*}
& \partial_{z} v^{k}=-\frac{1}{\Gamma\left(\phi^{k-1}\right)^{2}}\left(\sum_{i=1}^{d} \frac{\partial \Gamma_{i}\left(\phi_{i}^{k-1}\right)}{\partial \phi_{i}^{k-1}} \frac{\partial \phi_{i}^{k-1}}{\partial z} \prod_{j \neq i} \Gamma_{j}\left(\phi_{j}^{k-1}\right)\right) \times \\
& \times {\left[\int_{0}^{z} G_{v}\left(\phi^{k-1}\right) \mathrm{d} z-\sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\phi^{k-1}\right) w_{m}^{k-1}+H_{1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right)\right.} \\
&+\sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\left.\phi^{k-1}\right|_{z=0}\right) \sum_{j=1}^{k-1} \frac{\hat{J}_{m} \mathcal{L}\left(\phi_{m, r e s}-\left.\phi_{m}^{K}\right|_{z=0}\right)}{H_{1 m}\left(\left.\phi^{j}\right|_{z=0}\right)} \Delta t\right. \\
&+\frac{\left.\left.\hat{J}_{m} \mathcal{L}\left(\phi_{m, r e s}-\left.\phi_{m}^{k-1}\right|_{z=0}\right)\right)\right]}{\Gamma\left(\phi^{k-1}\right)}\left[G_{v}\left(\phi^{k-1}\right)-\sum_{m \in \mathfrak{M}}\left(H_{0 m}\left(\phi^{k-1}\right) \partial_{z} w_{m}^{k-1}+H_{1 m}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)\right)\right. \\
& \quad- \sum_{m \in \mathfrak{M}}\left(\sum_{i=1}^{d} \frac{\partial H_{0 m, i}\left(\phi_{i}^{k-1}\right)}{\partial \phi_{i}^{k-1}} \frac{\partial \phi_{i}^{k-1}}{\partial z} \prod_{j \neq i} H_{0 m, j}\left(\phi_{j}^{k-1}\right)\right) w_{m}^{k-1} \\
&-\left.\sum_{m \in \mathfrak{M}}\left(\sum_{i=1}^{d} \frac{\partial H_{1 m, i}\left(\phi_{i}^{k-1}\right)}{\partial \phi_{i}^{k-1}} \frac{\partial \phi_{i}^{k-1}}{\partial z} \prod_{j \neq i} H_{1 m, j}\left(\phi_{j}^{k-1}\right)\right) \mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right] .
\end{align*}
$$

Recalling (4.2) for $f\left(\phi^{k-1}\right)$ and the notation $\|f(\cdot)\|_{C^{1}([0,1])^{d}} \leq f$, using Minkowski's inequality, Hölder's inequality, the embedding $H^{1}(0,1) \hookrightarrow L^{\infty}(0,1)$ with optimal constant $C_{1,0}$, the definition of $\Gamma_{\phi_{\min }}$ and $H_{\phi_{\text {min }}}$, and the inequality $\left|\left(x_{1}, \ldots, x_{n}\right)\right|_{1}^{2} \leq n\left|\left(x_{1}, \ldots, x_{n}\right)\right|_{2}^{2}$ for $\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}$ with either $n=d$
or $n=7 d-5$, we obtain

$$
\begin{align*}
\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \leq & \frac{d(7 d-5) \Gamma^{2}}{\Gamma_{\phi_{\min }}^{4}} \sum_{i=1}^{d}\left\|\partial_{z} \phi_{i}^{k-1}\right\|_{L^{2}}^{2} \times \\
\times\left[G_{v}^{2}+\right. & C_{1,0}^{2} \sum_{m \in \mathfrak{M}}\left(H_{0 m}^{2}\left\|w_{m}^{k-1}\right\|_{H^{1}}^{2}+H_{1 m}^{2}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}^{2}\right) \\
& \left.\quad+\sum_{m \in \mathfrak{M}}\left(H_{0 m} \frac{\hat{J}_{m} \phi_{m, r e s}}{H_{\phi_{\min }}} T+\hat{J}_{m} \phi_{m, \text { res }}\right)^{2}\right] \\
+\frac{7 d-5}{\Gamma_{\phi_{\text {min }}}^{2}}[ & G_{v}^{2}+\sum_{m \in \mathfrak{M}}\left(H_{0 m}^{2}\left\|\partial_{z} w_{m}^{k-1}\right\|_{L^{2}}^{2}+H_{1 m}^{2}\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)\right\|_{L^{2}}^{2}\right) \\
& +d C_{1,0}^{2} \sum_{m \in \mathfrak{M}} H_{0 m}^{2} \sum_{i=1}^{d}\left\|\partial_{z} \phi_{i}^{k-1}\right\|_{L^{2}}^{2}\left\|w_{m}^{k-1}\right\|_{H^{1}}^{2} \\
& \left.\quad+d C_{1,0}^{2} \sum_{m \in \mathfrak{M}} H_{1 m}^{2} \sum_{i=1}^{d}\left\|\partial_{z} \phi_{i}^{k-1}\right\|_{L^{2}}^{2}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}^{2}\right] \tag{4.30}
\end{align*}
$$

Summing over $k=1$ to $k=K$ with $K \Delta t \leq T$, multiplying by $\Delta t$, and using the inequalities of Lemma 4.3, we obtain

$$
\begin{align*}
& \sum_{k=0}^{K}\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \Delta t \\
& \quad \leq\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t+\frac{7 d-5}{\Gamma_{\phi_{\min }}^{2}} G_{v}^{2} T \\
& \quad+\frac{7 d-5}{\Gamma_{\phi_{\min }}^{2}}\left[\max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}+\max _{m \in \mathfrak{M}}\left\{\frac{H_{0 m}^{2}}{a_{1 m}}\right\} T\right] d_{0}(T, V) \\
& \quad+\frac{d^{2}(7 d-5)}{\Gamma_{\phi_{\text {min }}}^{2}}\left[\frac{\Gamma^{2}}{\Gamma_{\phi_{\min }}^{2}}\left(G_{v}^{2}+\sum_{m \in \mathfrak{M}}\left[H_{0 m} \frac{\hat{J}_{m} \phi_{m, \text { res }}}{H_{\phi_{\min }}} T+\hat{J}_{m} \phi_{m, r e s}\right]^{2}\right) T\right. \\
& \quad+C_{1,0}^{2}\left(1+\frac{\Gamma^{2}}{\Gamma_{\phi_{\text {min }}}^{2}}\right)\left(\max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{2 m}(0)-a_{9 m}}+\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}\right. \\
& \left.\left.\quad \quad+\max _{m \in \mathfrak{M}}\left\{H_{0 m}^{2}+\frac{H_{0 m}^{2}}{a_{1 m}}\right\} T\right) d_{0}(T, V)\right] d_{1}(T, V) e^{d_{2}(T, V)}  \tag{4.31a}\\
& =Q_{\Delta t}(T, V) . \tag{4.31b}
\end{align*}
$$

Hence, we can rewrite $Q_{\Delta t}(T, V)$ as

$$
\begin{align*}
Q_{\Delta t}(T, V)= & \tilde{Q}_{0} \Delta t+\tilde{Q}_{1} T+\left(\tilde{Q}_{2}+\tilde{Q}_{3} T\right) d_{0}(T, V) \\
& +\left[\tilde{Q}_{4}(T) T+\left(\tilde{Q}_{5}+\tilde{Q}_{6} T\right) d_{0}(T, V)\right] d_{1}(T, V) e^{d_{2}(T, V)} \tag{4.32}
\end{align*}
$$

This yields

$$
\begin{align*}
& Q_{\Delta t}(0, V)=\tilde{Q}_{0} \Delta t+\tilde{Q}_{2} d_{0}(0, V)+\tilde{Q}_{5} d_{0}(0, V) d_{1}(0, V) e^{d_{2}(0, V)}  \tag{4.33a}\\
& =\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t+\frac{7 d-5}{\Gamma_{\phi_{\text {min }}}^{2}} \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}\left(a_{11}+a_{12}\right) V^{2} \\
& +\frac{d^{2}(7 d-5) C_{1,0}^{2}}{\Gamma_{\phi_{\text {min }}}^{2}}\left(1+\frac{\Gamma^{2}}{\Gamma_{\phi_{\text {min }}}^{2}}\right) \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{2 m}(0)-a_{9 m}}+\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\} \times \\
& \times\left(a_{11}+a_{12}\right)\left(c_{4}+\tilde{d}_{11}\left(a_{11}+a_{12}\right)\right) V^{4} e^{\left(\sum_{l \in \mathfrak{s}} c_{6 l 1}+\tilde{d}_{21}\left(a_{11}+a_{12}\right)\right) V^{2}} \tag{4.33b}
\end{align*}
$$

Hence, we have

$$
\begin{equation*}
Q_{\Delta t}(0, V)=Q_{0} \Delta t+Q_{1} V^{2}+Q_{2} V^{4} e^{Q_{3} V^{2}} \tag{4.34}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{1}=\frac{7 d-5}{\Gamma_{\phi_{\text {min }}}^{2}} \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}\left(a_{11}+a_{12}\right) \tag{4.35}
\end{equation*}
$$

If $Q_{1}<1$, then by the Intermediate Value Theorem there is a $V^{*} \in\left(0, \sqrt[4]{\frac{1-Q_{1}}{Q_{2} Q_{3}}}\right)$ for all $\Delta t>0$ such that

$$
\begin{equation*}
\left.\frac{\partial Q_{\Delta t}(0, V)}{\partial\left(V^{2}\right)}\right|_{V=V^{*}}=1>Q_{1}=\left.\frac{\partial Q_{\Delta t}(0, V)}{\partial\left(V^{2}\right)}\right|_{V=0} \tag{4.36}
\end{equation*}
$$

because $\partial Q_{\Delta t}(0, V) / \partial\left(V^{2}\right)=Q_{1}+Q_{2} V^{2}\left(2+Q_{3} V^{2}\right) e^{Q_{3} V^{2}} \geq Q_{1}+Q_{2} Q_{3} V^{4}$. Immediately we see that $Q_{\Delta t}\left(0, V^{*}\right)<\left(V^{*}\right)^{2}$ for $0<\Delta t<\tau$ if we choose

$$
\begin{equation*}
\tau=\min \left\{\frac{1-Q_{1}}{Q_{0}}\left(1-\frac{1}{2+Q_{3}\left(V^{*}\right)^{2}}\right)\left(V^{*}\right)^{2}, H\right\}=\min \{\hat{\tau}, H\} \tag{4.37}
\end{equation*}
$$

where $H$ denotes the upper bound of $\Delta t>0$ as found in Lemma 4.3. Moreover, for $0<\Delta t<\tau$ we have the inequalities $Q_{\Delta t}(0,0)>0, Q_{\Delta t}\left(0, V^{*}\right)<\left(V^{*}\right)^{2}$, and $Q_{\Delta t}(0, \tilde{V})>\tilde{V}^{2}=\left(1-Q_{1}\right) / Q_{2}>\left(V^{*}\right)^{2}$ due to $Q_{\Delta t}(0, V)>Q_{1} V^{2}+$ $Q_{2} V^{4}$ for $V>0$. Hence, by the Intermediate Value Theorem, there exist $V_{1, \Delta t} \in\left(0, V^{*}\right)$ and $V_{2, \Delta t} \in\left(V^{*}, \tilde{V}\right)$ such that $Q_{\Delta t}\left(0, V_{1, \Delta t}\right)=V_{1, \Delta t}^{2}$ and $Q_{\Delta t}\left(0, V_{2, \Delta t}\right)=V_{2, \Delta t}^{2}$.

We see that $Q_{\Delta t}(T, V)$ is a monotonic increasing continuous function with respect to the product ordering on $\mathbf{R}_{+}^{2}$ for $0<\Delta t<\tau$. Therefore, there exists a simply connected open set $\mathbb{R}_{\Delta t}$ such that $Q_{\Delta t}(T, V)<V^{2}$ for all $(T, V) \in \mathbb{R}_{\Delta t}$. Thus $\sum_{k=0}^{K}\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ for $(T, V) \in \mathbb{R}_{\Delta t}$.
Hence, induction states that $\sum_{t_{k} \in[0, T]}\left\|\partial_{z} v^{k}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ for $(T, V) \in \mathbb{R}_{\Delta t}$.
Our assumption of $\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ for some $V>0$ can now be lifted for $\Delta t \leq T$. We have

$$
\begin{equation*}
\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t=Q_{0} \Delta t \leq Q_{\Delta t}\left(0, V_{1, \Delta t}\right)=V_{1, \Delta t}^{2} \leq V^{2} \tag{4.38}
\end{equation*}
$$

for all $(0, V) \in \overline{\mathbb{R}_{\Delta t}}$ and, by monotonicity in $T$, this inequality holds for all $(T, V) \in \overline{\mathbb{R}_{\Delta t}}$. Do note that $\tau$ depends on $Q_{0}=\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2}$. Thus for all $v^{0} \in L^{2}(0,1)$ with $v^{0}(0)=0$ there exist a $\tau>0$ such that our assumption and, therefore, our induction holds if $(T, V) \in \overline{\mathbb{R}_{\Delta t}}$.
Note, the region $\mathbb{R}_{\Delta t}$ contains the cylinder $[0, T) \times\left(\left\|\partial_{z} v^{0}\right\|_{L^{2}} \sqrt{\Delta t}, \infty\right)$ such that the case $\Delta t>T$ satisfies the assumption $\left\|\partial_{z} v^{0}\right\|_{L^{2}}^{2} \Delta t \leq V^{2}$ and the three domain properties.

The limit set of $\mathbb{R}_{\Delta t}$ for $\Delta t \downarrow 0$, denoted by $\mathbb{R}_{0}$, exists because the construction of $\mathbb{R}_{\Delta t}$ is only dependent on $\Delta t$ when using the Intermediate Value Theorem to guarantee the existence of $V_{1, \Delta t}$ and $V_{2, \Delta t}$, which directly follows from the fact that $Q_{\Delta t}(T, V)$ is a right-continuous monotonic increasing function in $\Delta t \in \mathbf{R}_{+}$. Moreover, the cylinder $[0, T) \times\left(\left\|\partial_{z} v^{0}\right\|_{L^{2}} \sqrt{\Delta t}, \infty\right)$ becomes the empty set in the limit $\Delta t=0$, since this cylinder represents the case $\Delta t>T$ and is, therefore, $\Delta t$-thick. Hence, $\mathbb{R}_{0}$ can be seen as the limit of the part of the set $\mathbb{R}_{\Delta t}$, where the case $\Delta t>T$ is satisfied.

A graphical representation of the determination of $\mathbb{R}_{\Delta t}$ and $\mathbb{R}_{0}$ is given in Figure 4.2.

## Lemma 4.7.

Let $1<d \leq C_{1,0} /\left(C_{1,0}-1\right), 0<\Delta t<\tau, 0<\phi_{\min } \leq 1-C_{1,0}(d-1) / d$ and $\phi^{0} \in \Phi_{d}\left(\phi_{\min },\left(1-\phi_{\min }\right) / C_{1,0}\right)$, where the set $\Phi_{d}(s, r)$ is as defined in Lemma 4.5 and $\tau$ has the value as determined in the proof of Lemma 4.6. Then there exists a $\tau^{*}>0$ such that

$$
\begin{equation*}
\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap \mathbb{S} \cap \mathbb{R}_{\Delta t} \neq \emptyset \quad \text { for all } 0 \leq \Delta t<\tau^{*} \tag{4.39}
\end{equation*}
$$

where $S$ is the set as defined in Lemma 4.5 and $\mathbb{R}_{\Delta t}$ is the set as defined in Lemma 4.6.


Figure 4.2: The top left figure shows in blue that for $Q_{1}>1$ the function $Q_{\Delta t}(0, V)$ cannot intersect/touch the black line $V^{2}$ (actually regardless of chosen $\Delta t>0$ ), in green that for $Q_{1}<1$ the function $Q_{\Delta t}(0, V)$ is able to intersect/touch the black line twice (not for all chosen $\Delta t>0$ ), and in red that for $Q_{1}=1$ the function $Q_{\Delta t}(0, V)$ is parallel but non-touching near the vertical axis.
The top right figure shows in red that for any $Q_{1}<1$ a single value $\tau$ can be found such that the function $Q_{\Delta t}(0, V)$ touches $V^{2}$ once at $\left(V^{*}\right)^{2}$, while for $\Delta t<\tau$ the black $V^{2}$ line is intersected twice by the green $Q_{\Delta t}(0, V)$ function at the intersection points $V_{1(2), \Delta t}^{2}$.
The bottom left picture shows that the function $Q_{\Delta t}(T, V)$ is equal to $V^{2}$ at the green boundary, which connects $V_{1(2), \Delta t}^{2}$ at the $V^{2}$-axis, and smaller than $V^{2}$ in the green simply-connected inner region $\mathbb{R}_{\Delta t}$. The bottom right corner shows that the limit region $\mathbb{R}_{0}$ contains $\mathbb{R}_{\Delta}$ for $\Delta t<\tau$ and touches the $T$-axis at the origin.

Proof.
Due to the monotonicity of both $\mathbb{S}$ and $\mathbb{R}_{\Delta t}$ with respect to $T$, we only have to check for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$ that there exists a $V_{\boldsymbol{\alpha}}>0$ such that $P_{\boldsymbol{\alpha}}\left(0, V_{\boldsymbol{\alpha}}\right)<$
$\left(1-\phi_{\min }\right) / C_{1,0}$. For $T=0$ and using the equivalence of $\mathbf{R}^{n}$-norms, we obtain

$$
\begin{align*}
& P_{\boldsymbol{\alpha}}(0, V) \leq \sum_{j \in \mathfrak{M}} \phi_{\alpha_{j} 0}+\sum_{j \in \mathfrak{M}, \alpha_{j} \neq d-1} \sqrt{b_{4 \alpha_{j}}+\tilde{e}_{21}\left(a_{11}+a_{12}\right)} V \\
& \quad+e^{\left(\sum_{l \in \mathfrak{N}} c_{6 l 1}+\tilde{d}_{21}\left(a_{11}+a_{12}\right)\right) \frac{V^{2}}{2}} \sqrt{(d-1)\left(c_{4}+\tilde{d}_{11}\left(a_{11}+a_{12}\right)\right)} V . \tag{4.40}
\end{align*}
$$

From Lemma 4.5 and condition (v) in Assumption 4.1, there exists an initial value $\phi^{0} \in \Phi_{d}\left(\phi_{\min },\left(1-\phi_{\min }\right) / C_{1,0}\right)$ such that $\sum_{j \in \mathfrak{M}} \phi_{\alpha_{j} 0}<\left(1-\phi_{\min }\right) / C_{1,0}$ for all $\boldsymbol{\alpha} \in \mathbf{P}_{d}$. Since $P_{\boldsymbol{\alpha}}(0, V)$ is strictly increasing in $V$, there exists a $\hat{V}_{\boldsymbol{\alpha}}>0$ such that $P_{\boldsymbol{\alpha}}\left(0, \hat{V}_{\boldsymbol{\alpha}}\right)=\left(1-\phi_{\min }\right) / C_{1,0}$. Construct $\hat{V}=\min _{\boldsymbol{\alpha} \in \mathbf{P}_{d}} \hat{V}_{\boldsymbol{\alpha}}$.
Now we have two cases: either $\hat{V} \geq V_{1, \tau}$ or $0<\hat{V}<V_{1, \tau}$, where $V_{1, \tau}=$ $\lim _{\Delta t \uparrow \tau} V_{1, \Delta t}$ with $V_{1, \Delta t}$ and $\tau$ from the proof of Lemma 4.6. In the first case, we can introduce $\tau^{* *}=\tau$, because $(\{0\} \times(0, \hat{V}]) \cap \overline{\mathbb{R}_{\tau}} \neq \emptyset$. In the second case, we have $(\{0\} \times(0, \hat{V}]) \cap \overline{\mathbb{R}_{\tau}}=\emptyset$. Fortunately, $V_{1, \Delta t}$ is a monotonically increasing function of $\Delta t$, because $Q_{\Delta t}(T, V)$ is monotonically increasing in $\Delta t$ for all $(T, V) \in \mathbf{R}_{+}^{2}$ and $Q_{0}(0,0)=0$. Thus the Intermediate Value Theorem states there exists a $\tau^{* *}<\tau$ such that $\hat{V}=V_{1, \tau^{* *}}$ and thus $(\{0\} \times(0, \hat{V}]) \cap \overline{\mathbb{R}_{\tau^{* *}}} \neq \emptyset$. Hence $\mathbb{S} \cap \mathbb{R}_{\Delta t} \neq \emptyset$ for all $0 \leq \Delta t<\tau^{* *}$. However, $T<\Delta t$ is not allowed, as $k>0$ integer such that $k \Delta t \leq T$ was implicitly used up to now in the proofs of Lemmas 4.3, 4.4, 4.5, and 4.6. Since $\left(0, V^{*}\right) \in \overline{\mathbb{R}_{\Delta t}}$, there are $(T, V) \in \mathbb{R}_{\Delta t}$ with $T<\Delta t$. Thus, even though $\mathbb{S} \cap \mathbb{R}_{\Delta t} \neq \emptyset$ for all $0 \leq \Delta t<\tau^{* *}$, we still need to prove $\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap \mathbb{S} \cap \mathbb{R}_{\Delta t} \neq \emptyset$.
For all $0 \leq \Delta t<\tau$, we have $Q_{\Delta t}\left(0, V^{*}\right)<\left(V^{*}\right)^{2}$ with $V^{*}$ the unique value, independent of $\Delta t$, for which $\left.\frac{d Q_{\Delta t}(T, V)}{d\left(V^{2}\right)}\right|_{V=V^{*}}=1$. Since $Q_{\Delta t}(T, V)$ is monotonic increasing in both $\Delta t$ and $T$, we can define the new function $\mathcal{Q}(\Delta t)=Q_{\Delta t}\left(\Delta t, V^{*}\right)-\left(V^{*}\right)^{2}$. Due to $\overline{\mathbb{R}_{\tau}}=\{0\} \times\left\{V^{*}\right\}$ by construction, we find $\mathcal{Q}(\tau)>0$, while $\mathcal{Q}(0)<0$. Hence, by the Intermediate Value Theorem there exists a $0<\tau^{* * *}<\tau$ such that $\mathcal{Q}\left(\tau^{* * *}\right)=0$ and, therefore, $\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap \mathbb{R}_{\Delta t} \neq \emptyset$ for all $0 \leq \Delta t<\tau^{* * *}$. Introduce $\tilde{V}_{\Delta t}$ as the minimal value of $V$ such that $Q_{\Delta t}(\Delta t, V) \leq V^{2}$ if such a $V$ exists. For $0 \leq \Delta t<\tau^{* * *}$, there exists a $\left(\Delta t, \tilde{V}_{\Delta t}\right) \in \overline{\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap \mathbb{R}_{\Delta t}}$. Introduce $\mathcal{P}(\Delta t)=\max _{\alpha \in \mathbf{P}_{d}} P_{\alpha}\left(\Delta t, \tilde{V}_{\Delta t}\right)$. For $\tau^{* * *} \leq \tau^{* *}$, if $\lim _{\Delta t \rightarrow \tau^{* * *}} \mathcal{P}(\Delta t) \leq$ $\frac{1-\phi_{\min }}{C_{1,0}}$, then $\left(\Delta t, \tilde{V}_{\Delta t}\right) \in \mathcal{S}$ for all $0 \leq \Delta t<\tau^{*}=\tau^{* * *}=\min \left\{\tau^{* *}, \tau^{* * *}\right)$. If $\lim _{\Delta t \rightarrow \tau^{* * *}} \mathcal{P}(\Delta t)>\frac{1-\phi_{\min }}{C_{1,0}}$, which also occurs for $\tau^{* *} \leq \tau^{* * *}$, then we recall $Q_{0}(0,0)=0$ and $P_{\alpha}(0,0)<\frac{1-\phi_{\min }}{C_{1,0}}$ for all $\alpha \in \mathbf{P}_{d}$. Hence, $\mathcal{P}(0)<\frac{1-\phi_{\text {min }}}{C_{1,0}}$. By continuity of $Q_{\Delta t}(T, V)$ and $P_{\alpha}(T, V)$ in the parameters $\Delta t, T$ and $V$, follows the continuity of $\mathcal{P}(\Delta t)$. Thus by the Intermediate Value Theorem, there is a
$\tau^{*} \in\left(0, \tau^{* *}\right)=\left(0, \min \left\{\tau^{* *}, \tau^{* * *}\right\}\right)$ such that $\mathcal{P}\left(\tau^{*}\right)=\frac{1-\phi_{\min }}{C_{1,0}}$. Thus there exists a $\tau^{*} \in\left(0, \min \left\{\tau^{* *}, \tau^{* * *}\right\}\right]$ such that $\left(\Delta t, \tilde{V}_{\Delta t}\right) \in \overline{\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap \mathbb{R}_{\Delta t}} \cap \mathbb{S}$ for all $0 \leq \Delta t<\tau^{*}$.
Hence, for all $0 \leq \Delta t<\tau^{*} \in\left(0, \min \left\{\tau^{* *}, \tau^{* * *}\right\}\right.$ ], we have $\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap$ $\mathbb{R}_{\Delta t} \cap \mathbb{S} \neq \emptyset$ due to the monotonicity of $Q_{\Delta t}(T, V)$ and $P_{\alpha}(T, V)$ on the parameters $\Delta t, T$ and $V$.

In Figure 4.3 it is shown graphically why the intersection of $\mathbb{R}_{0}$ and $\mathbb{S}$ is non-empty.

We have shown that the conditions $c_{5 l}<c_{1 l}, a_{9 m}<1$ and $a_{10 m}<a_{3 m}(0)$ are satisfied by the conditions (i), (viii) and (ix) in Assumption 4.1. Moreover, the conditions $\phi_{\min } \leq 1-C_{1,0}(d-1) / d$ and $\phi^{0} \in \Phi_{d}\left(\phi_{\min },\left(1-\phi_{\min }\right) / C_{1,0}\right)$ of Lemma 4.5 follows from (v), while the conditions (ii), (iii), (iv), (vi) and (vii) are needed for coercivity.

The condition $Q_{1}<1$ of Lemma 4.6 is equivalent to

$$
\begin{equation*}
1>\frac{7 d-5}{\Gamma_{\phi_{\min }}^{2}} \max _{m \in \mathfrak{M}}\left\{\frac{H_{1 m}^{2}}{a_{3 m}(0)-a_{10 m}}\right\}\left(a_{11}+a_{12}\right) \tag{4.41}
\end{equation*}
$$

which can be satisfied if ( x ) in Assumption 4.1 is satisfied.
We finish the proof of Theorem 4.2 with remarking that we can choose any pair $(T, V) \in \mathbb{S} \cap \operatorname{int}\left(\mathbb{R}_{0}\right)$ to satisfy the theorem, since $\lim _{\Delta t \downarrow 0}\left\{(\Delta t, \infty) \times \mathbf{R}_{+}\right\} \cap$ $\mathbb{S} \cap \mathbb{R}_{\Delta t}=\mathbb{S} \cap \operatorname{int}\left(\mathbb{R}_{0}\right)$.


Figure 4.3: Again, in all three figures the circular shading indicates an interval shading of the constant $C$ in the identity $\max _{\boldsymbol{\alpha} \in \mathbf{P}_{d}} P_{\boldsymbol{\alpha}}(T, V)=C$. Moreover, again in all three figures, the set $\mathbb{S}$ is obtained for $C=\left(1-\phi_{\min }\right) / C_{1,0}$.
The left picture shows the general position of $\mathbb{S}$ and $\mathbb{R}_{\Delta t}$ in $\left(T, V^{2}\right)$-space.
The middle picture shows that $\mathbb{R}_{0}$ always intersects with $\mathbb{S}$, even when $\mathbb{R}_{\Delta t}$ does not due to $0<\hat{V}<V_{1, \Delta t}$. This is the case $\Delta t \geq \tau^{*}$.
The right picture shows that both $\mathbb{R}_{0}$ and $\mathbb{R}_{\Delta t}$ intersect $\mathbb{S}$ due to $\hat{V}>V_{1, \Delta t}$. This is the case $\Delta t<\tau^{*}$.

### 4.5 Proof of Theorem 4.1

The proof of Theorem 4.1 is straightforward. We use an interpolation function $\hat{u}_{\Delta t}(t):=u^{k-1}+\left(t-t_{k-1}\right) \mathcal{D}_{\Delta t}^{k}(u)$ on each interval $\left[t_{k-1}, t_{k}\right] \subset[0, T]$ for all functions $u \in\left\{\phi_{l}, v, w_{m}, W\right\}$ with $l \in \mathfrak{L}$ and $m \in \mathfrak{M}$ to extend the discretetime solutions of Theorem 4.2 to $[0, T] \times[0,1]$ and $[0, T]$. We see that $\hat{u}_{\Delta t}$ is measurable on $[0, T] \times[0,1]$ for $u \in\left\{\phi_{l}, v, w_{m}\right\}$ and $[0, T]$ for $u=W$, has a time-derivative on $[0, T] \times[0,1]$ a.e. for $u \in\left\{\phi_{l}, v, w_{m}\right\}$ and $[0 . T]$ a.e. for $u=W$, and has a $\Delta t$-independent bound in an appropriate Bochner space (cf. Theorem 4.2). Hence, we obtain the following weak convergence results

$$
\begin{gather*}
\hat{\phi}_{l, \Delta t} \rightharpoonup \hat{\phi}_{l} \in H^{1}\left(0, T ; L^{2}(0,1)\right) \cap L^{\infty}\left(0, T ; H^{1}(0,1)\right)  \tag{1}\\
\cap L^{2}\left(0, T ; H^{2}(0,1)\right), \tag{4.42a}
\end{gather*}
$$

(2) $\hat{v}_{\Delta t} \rightharpoonup \hat{v} \in L^{2}\left(0, T ; H^{1}(0,1)\right)$,
(3) $\hat{w}_{m, \Delta t} \rightharpoonup \hat{w}_{m} \in H^{1}\left(0, T ; H^{1}(0,1)\right) \cap L^{\infty}\left(0, T ; H^{2}(0,1)\right)$, and
(4) $\hat{W}_{\Delta t} \rightharpoonup \hat{W} \in H^{1}(0, T)$
for $l \in \mathfrak{L}$ and $m \in \mathfrak{M}$.
As the time-continuous system has nonlinear terms, we need strong convergence of the $\hat{\phi}_{l, \Delta t}$ and $\hat{w}_{m, \Delta t}$ terms in order to pass to the limit $\Delta t \rightarrow 0$. The strong convergence is obtained here by combining two versions of the Lions-Aubin-Simon lemma, see [40, Theorem 1] for the version for piecewise constant functions and [129, Theorem 3] for the standard Lions-Aubin-Simon lemma, which is used for the piecewise linear functions.

Theorem 4.8 (Lions-Aubin-Simon lemma for piecewise constant functions). Let $\mathbb{X}, \mathbb{B}$, and $\mathbb{Y}$ be Banach spaces such that the embedding $\mathbb{X} \hookrightarrow \mathbb{B}$ is compact and the embedding $\mathbb{B} \hookrightarrow \mathbb{Y}$ is continuous. Furthermore, let either $1 \leq p<\infty$, $r=1$ or $p=\infty, r>1$, and let $\left(u_{\Delta t}\right)$ be a sequence of functions, which are constant on each subinterval $\left(t_{k-1}, t_{k}\right)$, satisfying

$$
\begin{equation*}
\left\|\mathcal{D}_{\Delta t}\left(u_{\Delta t}\right)\right\|_{L^{r}(\Delta t, T ; \mathbb{Y})}+\left\|u_{\Delta t}\right\|_{L^{p}(0, T ; \mathbb{X})} \leq C_{0} \quad \text { for all } \quad \Delta t \in(0, \tau) \tag{4.43}
\end{equation*}
$$

where $C_{0}>0$ is a constant which is independent of $\Delta t$. If $p<\infty$, then ( $u_{\Delta t}$ ) is relatively compact in $L^{p}(0, T ; \mathbb{B})$. If $p=\infty$, there exists a subsequence of $\left(u_{\Delta t}\right)$ which converges in each space $L^{q}(0, T ; \mathbb{B}), 1 \leq q<\infty$, to a limit which belongs to $C^{0}([0, T] ; \mathbb{B})$.

Theorem 4.9 (Standard Lions-Aubin-Simon lemma). Let $\mathbb{X}$ and $\mathbb{B}$ be Banach spaces, such that $\mathbb{X} \hookrightarrow \mathbb{B}$ is compact. Let $f \in \mathbb{F} \subset L^{p}(0, T ; \mathbb{B})$ where $1 \leq p \leq$ $\infty$, and assume
(A) $\mathbb{F}$ is bounded in $L_{\text {loc }}^{1}(0, T ; X)$,
(B) $\|f(t+\Delta t)-f(t)\|_{L^{p}(0, T-\Delta t ; \mathbb{B})} \rightarrow 0$ as $\Delta t \rightarrow 0$, uniformly for $f \in \mathbb{F}$.

Then $\mathbb{F}$ is relatively compact in $L^{p}(0, T ; \mathbb{B})$ (and in $C(0, T ; \mathbb{B})$ if $\left.p=\infty\right)$.

We apply Theorem 4.8 and Theorem 4.9 with the triples

$$
\begin{equation*}
(\mathbb{X}, \mathbb{B}, \mathbb{Y})=\left(H^{2}(0,1), C^{1}([0,1]), L^{2}(0,1)\right) \tag{4.44}
\end{equation*}
$$

or

$$
\begin{equation*}
(\mathbb{X}, \mathbb{B}, \mathbb{Y})=\left(H^{1}(0,1), C^{0}([0,1]), L^{2}(0,1)\right) \tag{4.45}
\end{equation*}
$$

depending on the situation, together with the Rellich-Kondrachov theorem on $[0,1]$, see $[2$, p.143] and [20], ensuing $\mathbb{X} \hookrightarrow \mathbb{B}$ compactly. We obtain the existence of a subsequence $\Delta t \downarrow 0$ for which we also have strong convergence next to the weak convergence:

$$
\begin{align*}
\hat{\phi}_{l, \Delta t} & \rightarrow \hat{\phi}_{l} \in C^{0}\left([0, T] ; C^{0}[0,1]\right) \quad \text { for } l \in \mathfrak{L},  \tag{4.46a}\\
\hat{w}_{m, \Delta t} & \rightarrow \hat{w}_{m} \in C^{0}\left([0, T] ; C^{1}[0,1]\right) \quad \text { for } m \in \mathfrak{M} . \tag{4.46b}
\end{align*}
$$

The limit functions $\hat{\phi}_{l}, \hat{v}$ and $\hat{w}_{m}$ satisfy the weak formulation of the continuoustime equations (4.1a)-(4.1c).
Using the interpolation-trace inequality, $\|u\|_{C(\bar{\Omega})} \leq C\|u\|_{H^{1}(\Omega)}^{1-\theta}\|u\|_{L^{2}(\Omega)}^{\theta}$ (for $\theta=1 / 2$, see [146, Example 21.62 on p.285]), we notice that the weak convergence for Theorem 4.2 applies up to the boundary, which together with the smoothness of the functions satisfying Equation (4.2) ensure the passage of the limit so that the boundary conditions are recovered. The initial conditions are satisfied by construction.
Hence, there exist $\phi_{\min }>0, T>0, V>0$ such that $\phi_{l}:=\hat{\phi}_{l}, v:=\hat{v}$, $w_{m}:=\hat{w}_{m}$ and $W:=\hat{W}$ satisfy Theorem 4.1.

### 4.6 Numerical exploration of allowed parameter sets

In this section we simulate numerically the model (4.5), (4.7a)-(4.7c), (4.8a), and $(4.8 \mathrm{~b})$. This model is already in a format that allows a straightforward numerical implementation next to allowing some analytical evaluation of observed (numerical) behaviors. The chosen model has $d=3$ and is determined
by the following functions and constants, for all $l \in \mathfrak{L}$ and $m \in \mathfrak{M}$

$$
\begin{align*}
\delta_{l} & =\delta & \Gamma(\phi) & =4 \phi_{d} \\
I_{1}(\phi) & =0 & I_{3}(\phi) & =\epsilon \\
B_{l 10 l}(\phi) & =\epsilon \phi_{l} & B_{l i j m}(\phi) & =0 \text { for }(i, j, m) \neq(1,0, l) \\
H_{1 m}(\phi) & =\phi_{m} & H_{0 m}(\phi) & =0 \\
E_{m 10 j}(\phi) & =\frac{1}{2} D_{j} \phi_{m} & E_{m i n j}(\phi) & =0 \text { for }(i, n) \neq(1,0) \\
F_{m}(\phi) & =1 & \gamma_{m} & =\gamma \\
G_{\phi, l}(\phi) & =\epsilon \kappa_{l} G_{v}(\phi) & G_{v}(\phi) & =\mathcal{L}\left(\phi_{1, s a t}-\phi_{1}\right) \mathcal{L}\left(\phi_{3}-\phi_{3, t h r}\right)  \tag{4.47}\\
G_{w, m}(\phi) & =0 & A_{m} & =A
\end{align*}
$$

The conditions of Assumption 4.1 have to be satisfied. To this end, we choose $\eta_{m}=\zeta \gamma|A|$ for $m \in \mathfrak{M}$ with $\zeta>0$ in conditions (ix) and (x) of Assumption 4.1. This yields for $\phi_{\text {min }} \in(0,1-2 \operatorname{coth}(1) / 3) \approx(0,0.124643143)$ the conditions
(i) $\delta>0$
(ii) $|A|<1$
(iii) $\frac{1}{4} D_{j}^{2} \phi_{m}^{2}<\frac{1}{9} \min \{3, \gamma(1-A)\} \min \{3 / 5, \gamma(1-A)\}$
(iv) $64 \phi_{d 0}^{2}>36 \phi_{l 0}^{2}$ for all $l \in \mathfrak{L}$.
(v) $\phi_{j 0} \geq \phi_{\min }, \sum_{i \neq j} \phi_{i 0}<\frac{1-\phi_{\min }}{\operatorname{coth}(1)}$ and $\sum_{i=1}^{d} \phi_{i 0}=1$ for all $1 \leq j \leq d$,
(vi) $77 \gamma A^{2}<1$,
(vii) $\gamma>\frac{77 \phi_{m}^{2}}{64 \phi_{d}^{2}}$,
(viii) $0<\mathfrak{C}_{1 m}=1-\sum_{j \in \mathfrak{M}} D_{m} \frac{\eta_{j 01 m 1}}{4}$,
(ix) $0<\mathfrak{C}_{2 m}=\gamma\left(1-\left(1+\frac{\zeta}{2}\right)|A|\right)-\frac{\eta_{m 2}}{2}-\frac{1}{4} \sum_{j \in \mathfrak{M}}\left(\frac{D_{j}}{\eta_{m 01 j 1}}+\frac{D_{j}}{\eta_{m 01 j 2}}+D_{m} \eta_{j 01 m 2}\right)$,
(x) $1>\frac{1}{2}\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2} \max _{m \in \mathfrak{M}}\left\{\frac{1}{\mathfrak{C}_{2 m}}\right\} \sum_{m \in \mathfrak{M}}\left(\frac{\gamma|A|}{\zeta}+\frac{1}{\eta_{m 2}}\right)$.

An upper bound for $|A|$ can be determined with (ix) and (x) by taking $D_{m}=0$ and by removing both the $\eta_{m 2}$ terms and $\mathfrak{C}_{1 m}$. This yields the conditions

$$
|A|<\frac{2}{2+\zeta} \text { and } 1>\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2} \frac{|A|}{\zeta(2-(2+\zeta)|A|)}
$$

Using $\phi_{\text {min }}<1 / 8$, we obtain for $\zeta=6$ the maximal value

$$
|A|<\frac{2}{2+\zeta+\frac{36}{\zeta}} \leq \frac{1}{7}
$$

which is not even attainable due to the approximations made in the derivation. In any case, ( x ) is a stronger condition than (ii).
For $\gamma$, we need to first determine the values of $\eta_{m 01 j 1}$ and $\eta_{m 01 j 2}$. For these we choose the values that are the square root of the product of their lower and upper limits obtained by letting all undetermined terms in (viii) and (ix) have an equal part such that $\mathfrak{C}_{1 m}=0$ and $\mathfrak{C}_{2 m}=0$ for $\zeta=1$. This yields, for $|A| \leq \frac{1}{7}$, the positive numbers

$$
\eta_{m 01 j 1}=\sqrt{\frac{7 d-5}{d-1} \frac{1}{\gamma\left(1-\frac{3}{2}|A|\right)}} \text { and } \eta_{m 01 j 2}=1
$$

and the inequality

$$
\begin{align*}
& 1>\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2}\left(\gamma|A|+\frac{1}{\eta}\right) \max _{m \in \mathfrak{M}}\left\{\frac{1}{1-\frac{D_{m}}{2} \sqrt{\frac{8}{\gamma\left(1-\frac{3}{2}|A|\right)}}}\right. \\
&\left.+\frac{1}{\gamma\left(1-\frac{3}{2}|A|\right)-\frac{\eta}{2}-\frac{D_{m}}{2}-\frac{1}{4} \sum_{j \in \mathfrak{M}}\left(D_{j} \sqrt{\frac{\gamma\left(1-\frac{3}{2}|A|\right)}{8}}+D_{j}\right)}\right\} \tag{4.48}
\end{align*}
$$

where we have chosen $\eta_{m 2}=\eta$.
In the limit $|A| \downarrow 0$, choosing $D_{m}<1$, we obtain the condition

$$
1>2\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2} \frac{1}{\eta}\left(\frac{1}{2-\sqrt{\frac{8}{\gamma}}}+\frac{1}{2 \gamma-\eta-2-\sqrt{\frac{\gamma}{8}}}\right)
$$

The second term yields a minimal value for $\eta=\gamma-1-\sqrt{\gamma / 32}$, which leads to

$$
1>2\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2} \frac{1}{\gamma-1-\sqrt{\frac{\gamma}{32}}}\left(\frac{1}{2-\sqrt{\frac{8}{\gamma}}}+\frac{1}{\gamma-1-\sqrt{\frac{\gamma}{32}}}\right)
$$

We obtain

$$
\begin{equation*}
\gamma>\gamma^{*} \approx 49.2186 \text { with } \phi_{\min }<0.124643143 \tag{4.49}
\end{equation*}
$$

For a stricter upper bound of $|A|$, we take the parameter identification $D_{j}=$ $\frac{2}{3} \sqrt{\min \{3, \gamma(1-|A|)\} \min \{3 / 5, \gamma(1-|A|)\}}$. With the $\gamma^{*}$ of Equation (4.49) and the rough upper bound $|A|<0.201$, we see that $D_{j}=2 / \sqrt{5}$. With this value of $D_{j}$, assuming $\gamma>\gamma^{*}, \eta=1 /(\gamma|A|), \gamma \gg \sqrt{\gamma}$ and $1 / \gamma \ll \gamma|A|$, we can remove some terms of Equation (4.48) and obtain

$$
1>2\left(\frac{1-2 \phi_{\min }}{\phi_{\min }}\right)^{2}|A|(1+\gamma)
$$

Hence, for $\phi_{\min }<0.124643143$ we obtain

$$
\begin{equation*}
\frac{1}{\gamma^{2}} \ll|A|<A_{\gamma}^{*}=\frac{1}{2}\left(\frac{\phi_{\min }}{1-2 \phi_{\min }}\right)^{2} \frac{1}{1+\gamma} \approx \frac{1}{72.55(1+\gamma)} \tag{4.50}
\end{equation*}
$$

and additionally

$$
\begin{equation*}
\gamma \gg \gamma^{* *} \approx 73.55, \quad \frac{1}{\gamma^{2}} \ll|A|<A_{\gamma^{* *}}^{*} \approx \frac{1}{5409} \tag{4.51}
\end{equation*}
$$

Using the values of (4.51), we see that $D_{j}^{2}<4 / 5$ must hold and that (vi) and (vii) are also automatically satisfied. Hence, there exists a non-empty parameter region where all conditions of Assumption 4.1 are satisfied and, therefore, a continuous solution exists.

The analytically obtained parameter region is very restrictive due to the sometimes crude estimates used in the proofs of the theorems. The actual parameter region is expected to be much larger. Numerically, this region can be probed. Moreover, it allows us to probe the size $T$ of the time-interval satisfying the physical constraints (I), (II) and (III).

A fixed set of reference parameter values has been chosen after a deliberate numerical search for parameter values around which $T$ changes significantly. The reference parameter values are

$$
\begin{align*}
& A=0.388 \quad \gamma=10^{4} \quad \delta=1 \quad \epsilon=0.0014 \\
& D_{1}=0.38 \quad D_{2}=1 \quad \kappa_{1}=23.0 \quad \kappa_{3}=-13.5 \\
& J_{1}=0 \quad J_{2}=0.4 \quad J_{3}=2.0 \quad \phi_{\min }=0.1  \tag{4.52}\\
& \phi_{1, s a t}=1 \quad \phi_{3, t h r}=0 \quad \phi_{2, \text { res }}=1 \quad \phi_{3, \text { res }}=1 \\
& \phi_{10}=0.3 \quad \phi_{30}=0.4
\end{align*}
$$

We solve the time-discrete system for the small time step $\Delta t=0.001$. This value has been chosen arbitrarily, although it is large enough for keeping
the computational costs and duration of the simulation acceptable and small enough for showing continuous temporal behaviour.
Following the concept of Rothe method, we only need to solve numerically a 1D spatial problem at each time slice $\left\{t=t_{k}\right\}$. At $\{t=0\}$ we still need to solve a different 1D spatial problem in order to obtain $v^{0}$. We implemented the time-discrete system in MATLAB using the bvp5c solver, although one can also use the bvp4c solver. These solvers take a grid, a guess for the solution, and the boundary value problem (BVP) system as input. Then they automatically readjust the grid and interpolate the guess solution to obtain a starting point for the numerical scheme, controlling a certain error metric to determine the solution based on user-defined-convergence criteria. For an in depth description and performance analysis of the solvers, see $[76,126]$ for bvp4c and [77] for bvp5c.
Initially, we take a uniform grid of 300 intervals. As initial guess for the solution, we take the solution at time slice $\left\{t=t_{k-1}\right\}$ or the zero function.

Tests that check the conditions of Theorem 4.1 at each time slice, including $\{t=0\}$, are incorporated in the numerical method. For these conditions, we use the value $V=10^{6}$ and $\phi_{\min }=0.1$. At the start of our numerical method additional tests are implemented to test the pseudo-parabolicity of the system. Failure to pass any of these tests ends the simulation.
To guarantee the end of any simulation, we incorporate an end time $T_{\text {end }}=$ 0.5 , which coincides with the time slice $\left\{t=t_{500}\right\}$.

The criteria for stopping a simulation in this numerical program allow one to probe the boundary of $\mathbb{S} \cap \operatorname{int}\left(\mathbb{R}_{\Delta t}\right)$ at fixed $V$-value lines and determine $T$ in $\Delta t$ increments for different parameter values. Smaller $\Delta t$ will yield better approximations to $T$.

The simulation of the time-discrete system for the reference parameter values gives interesting results. All volume fractions $\phi_{l}$ are practically spatially constant functions at all time slices. Numerically, we expect a much larger area in $(\gamma, A)$-space for which Theorem 4.1 holds. As $(\gamma, A)=\left(10^{4}, 0.388\right)$ is well outside the analytically obtained existence region, we conclude that the conditions Assumption 4.1 are more restrictive than practically necessary. The simulation ends at time slice $\left\{t=t_{194}\right\}$ due to a violation of one of the condition of Theorem 4.1 with $\phi_{3}<0.1=\phi_{\min }$ as shown in Figure 4.4. This indicates that $193 \Delta t \leq T<194 \Delta t$ for these parameter values.

Next to the volume fraction conditions, we have the conditions on the velocity $v$ as stated in Theorem 4.1. A clear supra-exponential growth of the


Figure 4.4: The time evolution of the volume fractions of the simulation at the reference values. The simulation automatically ended at time slice $\left\{t=t_{194}\right\}$ due to $\phi_{3}\left(0, t_{194}\right)<0.1=\phi_{\text {min }}$. The other volume fractions stayed between the two black-lines, which indicates a guaranteed breach of $\phi_{l}<\phi_{\text {min }}$ by one of the volume fractions.
$L^{2}\left(0, t ; H_{0}^{1}(0,1)\right)$ norm of $v$ is seen in Figure 4.5 in the region where in Figure 4.4 the volume fractions exhibited sudden drastic changes in value. Surprisingly the supra-exponential growth was not large enough to breach the $V=10^{6}$ threshold of Theorem 4.1. Hence, the simulation was stopped only because the volume fraction condition was breached. The graph of $W(t)$ in Figure 4.5 looks similar to the graph of the norm, which is due to (4.4b) and the logarithmic scale of the axis.

We conclude that the reference parameter values allow a discrete solution that satisfies Theorem 4.2, even though the reference parameter values do not satisfy Assumption 4.1.

This result showed us a method of probing the parameter space dependence as the simulation was ended prematurely at $t=t_{194}$. From now on, we denote $t=t_{194}$ with $N_{R}=194$, while a completed simulation is denoted by $N_{R}=500$. By tracking the value of $N_{R}$ at different parameter values, we indicate the dependence of $T$ on the parameters, i.e. $\left(N_{R}-1\right) \Delta t \leq T<N_{R} \Delta t$. We probed a grid in $(\gamma, A)$-space, a grid in $\epsilon$-space and a grid in $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)$-space. We restricted our attention to these parameters because $\epsilon$ should highly affect the volume fractions $\phi_{l}$, and we have specific existence restrictions given by Assumption 4.1 for the other parameters.
It turns out that $\gamma$ has a negligible effect on $N_{R}$ in our $(\gamma, A)$-space grid. We


Figure 4.5: The time evolution of $W(t)$ and $\|v\|_{L^{2}\left(0, t ; H_{0}^{1}(0,1)\right)}$ of the simulation at the reference values. The simulation automatically ended at time slice $\left\{t=t_{194}\right\}$ due to $\phi_{3}\left(0, t_{194}\right)<0.1=\phi_{\text {min }}$. The upper bound $V=10^{6}$ was not yet reached. Both graphs show supra-exponential growth in the region where the volume fraction values changed dramatically.
choose the values $\gamma \in\left\{10^{3.5}, 10^{4}, 10^{4.5}, 10^{5}, 10^{5.5}, 10^{6}, 10^{6.5}, 10^{7}, 10^{7.5}, 10^{8}\right\}$ and $A \in\{0.376,0.379,0.382,0.385,0.388,0.391,0.394,0.397,0.400\}$.


Figure 4.6: The dependence of $N_{R}$ with respect to $A$ with the other parameters taking their reference values. An approximately exponential dependence of $N_{R}$ on $A$ can be discerned. Note that $A$ can be much larger than $\frac{1}{72.55(1+\gamma)}$ and still lead to a positive time $T$.

The dependence of $A$ on $N_{R}$ with $\gamma=10^{4}$ is shown in Figure 4.6. An approx-
imately exponential dependence of $N_{R}$ on $A$ can be seen. Moreover, the values of $N_{R}$ decrease rapidly to almost 0 for $A$ approaching 0.4 . This indicates that the actual threshold of $A$ is much larger than $\frac{1}{72.55(1+\gamma)}$.

Since condition (viii) of Assumption 4.1 has been shown to be an underestimation of the actual existence region with respect to the parameter $A$, we expect a similar effect to happen for the initial conditions $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)$. The restriction $\phi_{10}+\phi_{20}+\phi_{30}=1$ hints at the use of barycentric coordinates to represent the dependence of $N_{R}$ on the initial conditions in the best way. In Figure 4.7 a grid, where the cells have edge size 0.1 , has been placed on the region of nonnegative initial volume fractions. Additionally, the central gridpoint, where all volume fractions have the identical value $1 / 3$, has been added to the grid. At each gridpoint the actual value of $N_{R}$ is shown for the simulation with that particular set of parameters. The inner shaded small triangle represents the region where Assumption 4.1 holds, while the shaded area between the two outer triangles represents the region where the initial conditions violate the condition of Theorem 4.1.


Figure 4.7: The dependence of $N_{R}$ with respect to the initial conditions ( $\phi_{10}, \phi_{20}, \phi_{30}$ ) with the other parameters taking their reference values. The inner triangle represents the region where Assumption 4.1 holds, while the shaded area between the two outer triangles represents the region where the initial conditions violate the condition of Theorem 4.1.

In Figure 4.7, the values of $N_{R}$ increase with larger values of $\phi_{30}$, which is expected since $\phi_{3}$ is transformed in the reaction and can therefore decrease. Moreover, $v$ is sensitive to the values of $\phi_{3}$ and changes in $v$ directly effect
$\phi_{3}$. Larger values of $\phi_{30}$ deminishes the influence of other terms on $v$ and, therefore, the change in $\phi_{3}$ itself. As it was shown in Figure 4.4 that $\phi_{3}$ crossed the lower threshold set by Theorem 4.1, we expect $N_{R}$ to increase with larger $\phi_{30}$ due to both the stabilizing effect and the higher starting value of the simulation.
Again, we see that the simulation gives $N_{R}>1$ outside of the region defined by Assumption 4.1 indicating that the analytical condition in Assumption 4.1 is more restrictive than practically necessary. It is worth noting that the outer triangle of $N_{R}$ values are on the boundary of the region where the condition of Theorem 4.1 holds. Due to machine-precision inaccuracies some simulations have $N_{R}=0$, what indicates an unlawful starting value, or $N_{R}>0$, what indicates that the starting values satisfied all conditions of Theorem 4.1.

The parameter $\epsilon$ indicates how strong certain terms influence the time-derivative of the volume fractions. In Figure 4.7, we see that there is a strong dependence between $\phi_{3}$ and $N_{R}$. Therefore, we expect $\epsilon$ to have a significant effect on $N_{R}$ as well. To this end we took a set of $\epsilon$ values and solved the time-discrete system for each of these values supplemented with the reference values of the other parameters. The used $\epsilon$ values here are: $\left\{1.4 \cdot 10^{-5}, 1.4 \cdot 10^{-4.5}, 1.4 \cdot 10^{-4}, \ldots, 1.4 \cdot 10^{-0.5}, 1.4\right\}$. In Figure 4.8 a polynomial relation between $N_{R}$ and $\epsilon$ can be discerned. This confirms our expectation that $\epsilon$ has a significant effect on $N_{R}$.


Figure 4.8: The dependence of $N_{R}$ with respect to $\epsilon$ with the other parameters taking their reference values. A polynomial relation between $N_{R}$ and $\epsilon$ can be discerned.

### 4.7 Conclusion

We have employed Rothe's method to prove Theorem 4.1, which essentially states that there exists a weak solution on $[0, T] \times(0,1)$ of the continuoustime system given by Equations (4.1a)-(4.1c), (4.4a), (4.4b), and (4.5) for $(T, V) \in \mathbb{S} \cap \operatorname{int}\left(\mathbb{R}_{0}\right)$ provided a suitable parameter regime is chosen (cf. Assumption 4.1).

Numerically, we have validated that the conditions of Theorem 4.1 can be violated for $t$ large enough. Moreover, we have shown using numerical simulations that the parameter region for the existence of weak solutions as given by Assumption 4.1 is restrictive. Both in $(\gamma, A)$-space as in $\left(\phi_{10}, \phi_{20}, \phi_{30}\right)$-space the numerical simulations showed existence for points well outside the regions given by Assumption 4.1. Additionally, we have shown that $A, \phi_{30}$ and $\epsilon$ have a significant influence on $T$, as was expected. Moreover, we could indicate that $\gamma$ has no significant effect on $T$ in the numerical simulations. This was against the prediction of the shape of the existence region of Assumption 4.1.

This means that sharper inequality results probably hold, which would finally lead to a relaxation of conditions (v) and (viii) in Assumption 4.1.

Extensions to higher dimensional spatial domains lead to complications in the existence proof. The main difficulty lies in the a-priori absence of essential boundedness of $\phi^{k}$ for $k>0$. The Rellich-Kondrachov Theorem (Theorem 2.6) states that for a $d$-dimensional spatial domain $\Omega$ more than $H^{d}(\Omega)$-regularity is needed to obtain an embedding of $L^{\infty}(\Omega)$. Consequently, almost all non-linearities become intractable without obtaining much stronger regularity results for all unknowns. That is why we choose to decrease the complexity of the problem from quasi-linear to linear, so that we are allowed to look at domains of arbitrary dimensions in Chapter 5.

### 4.8 Appendix: Existence of solutions to discrete-time system

The subsystem (4.7a) with (4.8a) is a standard elliptic system in $\phi_{l}^{k}$, which has a unique solution in $\phi_{l}^{k} \in H^{1}(0,1)$ if $\phi_{l}^{k-1}, v^{k-1}, w_{m}^{k-1} \in H^{1}(0,1)$ and $w_{m}^{k} \in$ $H^{1}(0,1)$. Similarly, by direct integration, the subsystem (4.7b) with (4.8b) has a unique solution $v^{k} \in L^{2}(0,1)$ if there are unique $\phi_{l}^{k-1}, v^{k-1}, w_{m}^{k-1} \in L^{2}(0,1)$,
$\phi_{\text {min }} \leq \phi_{l}^{k-1} \leq 1$ almost everywhere, and $w_{m}^{k} \in L^{2}(0,1)$. Moreover, this subsystem has a unique solution $v^{k} \in H^{1}(0,1)$ if there are unique $\phi_{l}^{k-1}, v^{k-1}, w_{m}^{k-1} \in$ $H^{1}(0,1)$ and $w_{m}^{k} \in H^{1}(0,1)$.
The existence of a unique $v^{0} \in H^{1}(0,1)$ is slightly more complicated. Even though any $v^{0} \in H^{1}(0,1)$ will give a unique solution, we do realize that the numerical method might be highly sensitive to the choice of $v^{0} \in H^{1}(0,1)$. Physically, we expect $v^{0} \in H^{1}(0,1)$ to be close to the solution of continuoustime system with the initial conditions filled in. Unfortunately, we do not have sufficient temporal regularity to extend the system to the $t=0$ boundary. However, since any $v^{0} \in H^{1}(0,1)$ would suffice, we just choose the function $v^{0} \in H^{1}(0,1)$ that would be the solution if there was sufficient regularity.
To this end, we integrate (4.1b) from 0 to $z$ and insert the initial conditions (4.5) in the continuous-time system. This yields, at $t=0$, a system for $v$ and $\partial_{t} w_{m}$.

$$
\begin{align*}
& \Gamma\left(\phi_{0}\right) v+\sum_{m \in \mathfrak{M}} H_{1 m}\left(\phi_{0}\right) \partial_{t} w_{m}= G_{v}\left(\phi_{0}\right) z \\
&+\sum_{m \in \mathfrak{M}} J_{m} \mathcal{L}\left(\phi_{m, \text { res }}-\phi_{m 0}\right),  \tag{4.53a}\\
& \partial_{t} w_{m}-\gamma_{m} \partial_{z}^{2} \partial_{t} w_{m}+F_{m}\left(\phi_{0}\right) v \\
&+\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\phi_{0}\right) \partial_{z} \partial_{t} w_{j}= G_{w, m}\left(\phi_{0}\right) \tag{4.53b}
\end{align*}
$$

with boundary conditions

$$
\begin{align*}
\left.v\right|_{z=0}= & 0  \tag{4.54a}\\
\left.\partial_{t} w_{m}\right|_{z=0}= & \frac{J_{m}}{H_{1 m}\left(\phi_{0}\right)} \mathcal{L}\left(\phi_{m, \text { res }}-\phi_{m 0}\right)  \tag{4.54b}\\
\left.\partial_{z} \partial_{t} w_{m}\right|_{z=1}= & A_{m}\left(\left.\partial_{t} w_{m}\right|_{z=1}+\left.\sum_{j \in \mathfrak{M}} \frac{H_{1 j}\left(\phi_{0}\right)}{\Gamma\left(\phi_{0}\right)} \partial_{t} w_{j}\right|_{z=1}\right)  \tag{4.54c}\\
& -\frac{A_{m}}{\Gamma\left(\phi_{0}\right)}\left[G_{v}\left(\phi_{0}\right)+\sum_{j \in \mathfrak{M}} J_{j} \mathcal{L}\left(\phi_{j, \text { res }}-\phi_{j 0}\right)+J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\phi_{d 0}\right)\right]^{z=1}
\end{align*}
$$

Inserting Equation (4.53a) in Equation (4.53b), testing with $\psi_{m}$ and summing over $m \in \mathfrak{M}$, we obtain

$$
\begin{equation*}
\mathcal{B}\left(\partial_{t} \boldsymbol{w}, \boldsymbol{\psi}\right)=\sum_{m \in \mathfrak{M}} \mathcal{B}_{m}\left(\partial_{t} \boldsymbol{w}, \psi_{m}\right)=\sum_{m \in \mathfrak{M}} \mathfrak{G}_{m}\left(\psi_{m}\right), \tag{4.55}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{B}_{m}\left(\boldsymbol{u}, \psi_{m}\right)=\int_{0}^{1} & \gamma_{m} \partial_{z} u_{m} \partial_{z} \psi_{m}+\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\phi_{0}\right)\left(\partial_{z} u_{j}\right) \psi_{m} \\
& -\sum_{j \in \mathfrak{M}} \frac{F_{m}\left(\phi_{0}\right) H_{1 j}\left(\phi_{0}\right)}{\Gamma\left(\phi_{0}\right)} u_{j} \psi_{m}+u_{m} \psi_{m} \\
& \quad-\gamma_{m} A_{m}\left[\partial_{z}\left(u_{m} \psi_{m}\right)+\sum_{j \in \mathfrak{M}} \frac{H_{1 j}\left(\phi_{0}\right)}{\Gamma\left(\phi_{0}\right)} \partial_{z}\left(u_{j} \psi_{m}\right)\right] \mathrm{d} z \tag{4.56}
\end{align*}
$$

and

$$
\begin{align*}
& \mathfrak{G}_{m}\left(\psi_{m}\right)=\int_{0}^{1} G_{w, m}\left(\phi_{0}\right) \psi_{m}-\frac{F_{m}\left(\phi_{0}\right)}{\Gamma\left(\phi_{0}\right)}\left[G_{v}\left(\phi_{0}\right) z+\sum_{j \in \mathfrak{M}} J_{j} \mathcal{L}\left(\phi_{j, \text { res }}-\phi_{j 0}\right)\right] \psi_{m} \mathrm{~d} z \\
- & {\left[\frac{\gamma_{m} A_{m}}{\Gamma\left(\phi_{0}\right)}\left(G_{v}\left(\phi_{0}\right)+\sum_{j \in \mathfrak{M}} J_{j} \mathcal{L}\left(\phi_{j, \text { res }}-\phi_{j 0}\right)+J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\phi_{d 0}\right)\right) \psi_{m}\right]^{z=1} } \tag{4.57}
\end{align*}
$$

Clearly, $\mathcal{B}(\cdot, \cdot)=\sum_{m \in \mathfrak{M}} \mathcal{B}_{m}(\cdot, \cdot)$ is a bilinear form on $H_{0, \text { free }}^{1}(0,1)^{d-1}$, which is defined as $H_{0, \text { free }}^{1}(0,1)^{d-1}=\left\{f \in H^{1}(0,1)^{d} \mid f(0)=0\right\}$. This bilinear form and $\sum_{m \in \mathfrak{M}} \mathfrak{G}_{m}(\cdot)$ are obviously continuous. However, $\mathcal{B}(\cdot, \cdot)$ is only coercive if the following conditions are satisfied for all $j, m \in \mathfrak{M}$ :

$$
\begin{align*}
E_{m 01 j}\left(\boldsymbol{\phi}_{0}\right)^{2} & <\frac{4 \gamma_{j}}{(3 d-2)(5 d-4)},  \tag{4.58a}\\
4 \Gamma\left(\boldsymbol{\phi}_{0}\right)^{2} & >(5 d-4)^{2} F_{m}\left(\boldsymbol{\phi}_{0}\right)^{2} H_{1 j}\left(\boldsymbol{\phi}_{0}\right)^{2} .  \tag{4.58b}\\
\gamma_{j} A_{j}^{2} & <\frac{1}{(3 d-2)(5 d-4)}  \tag{4.58c}\\
\frac{H_{1 m}\left(\phi_{0}\right)^{2}}{\Gamma\left(\phi_{0}\right)^{2}} & <\frac{4 \gamma_{j}}{(3 d-2)(5 d-4)} \tag{4.58~d}
\end{align*}
$$

Condition (4.58a) follows from condition (iii) in Assumption 4.1, while conditions (4.58b), (4.58c), (4.58d) are exactly conditions (iv), (vi) and (vii) in Assumption 4.1, respectively.
Unfortunately, due to the boundary conditions, $\partial_{t} w_{m}$ is not an element of $H_{0, \text { free }}^{1}(0,1)^{d-1}$. However, using the decomposition

$$
\begin{equation*}
\partial_{t} w_{m}=\tilde{w}_{m}+\tilde{a}_{m}(1-z)^{2}+\tilde{b} z^{A_{m}} \sin \left(\frac{\pi}{2} z\right)=\tilde{w}_{m}+\tilde{c}_{m}(z) \tag{4.59}
\end{equation*}
$$

with
$\tilde{\boldsymbol{w}} \in\left\{f \in H^{2}(0,1)^{d-1} \mid f_{m}(0)=0,\left(\partial_{z} f\right)_{m}(1)=A_{m}\left(f_{m}(1)+\sum_{j \in \mathfrak{M}} \frac{H_{1 j}\left(\phi_{0}\right)}{\Gamma\left(\phi_{0}\right)^{2}} f_{j}(1)\right)\right\}=\tilde{\mathfrak{W}}$
and the bounded values

$$
\begin{align*}
\tilde{a}_{m} & =\frac{J_{m}}{H_{1 m}\left(\phi_{0}\right)} \mathcal{L}\left(\phi_{m, \text { res }}-\phi_{m 0}\right),  \tag{4.60a}\\
\tilde{b} & =\frac{G_{v}\left(\phi_{0}\right)+\sum_{j \in \mathfrak{M}} J_{j} \mathcal{L}\left(\phi_{j, \text { res }}-\phi_{j 0}\right)+J_{d} \mathcal{L}\left(\phi_{d, \text { res }}-\phi_{d 0}\right)}{\sum_{j \in \mathfrak{M}} H_{1 j}\left(\phi_{0}\right)}, \tag{4.60b}
\end{align*}
$$

which follow from the identities

$$
\begin{align*}
\partial_{t} w_{m}(0) & =\tilde{w}_{m}(0)+\tilde{a}_{m}-\lim _{z \rightarrow 0} \tilde{b} \frac{\pi}{2 A_{m}} \frac{\cos \left(\frac{\pi}{2} z\right)}{z^{-A_{m}-1}} \\
& = \begin{cases}\tilde{w}_{m}(0)+\tilde{a}_{m} & \text { for } A_{m}>-1, \\
\tilde{w}_{m}(0)+\tilde{a}_{m}+\frac{\pi}{2} \tilde{b} & \text { for } A_{m}=-1, \\
\infty & \text { for } A_{m}<-1,\end{cases}  \tag{4.61a}\\
\partial_{t} w_{m}(1) & =\tilde{w}_{m}(1)+\tilde{b},  \tag{4.61b}\\
\partial_{z} \partial_{t} w_{m}(1) & =\partial_{z} \tilde{w}_{m}(1)+A_{m} \tilde{b}, \tag{4.61c}
\end{align*}
$$

we see that $\tilde{\mathfrak{W}} \subset H_{0, \text { free }}^{1}(0,1)^{d-1}$ for all $A_{m}>-1$, which contains $\left|A_{m}\right|<1$ of condition (ii) in Assumption 4.1.
Via Lax-Milgram we obtain a unique solution $\tilde{\boldsymbol{w}}$ in $H_{0, \text { free }}^{1}(0,1)^{d-1}$ that satisfies

$$
\begin{equation*}
\mathcal{B}(\tilde{\boldsymbol{w}}, \boldsymbol{\psi})=-\mathcal{B}(\tilde{\boldsymbol{c}}(z), \boldsymbol{\psi})+\sum_{m \in \mathfrak{M}} \mathfrak{G}_{m}\left(\psi_{m}\right) \tag{4.62}
\end{equation*}
$$

Since, $\mathcal{B}(\cdot, \cdot)$ is a coercive bilinear form, there exists a constant $C>0$ such that the inequality $\left|\sum_{m \in \mathfrak{M}} \int_{0}^{1} \partial_{z} \tilde{w}_{m} \partial_{z} \psi_{m} \mathrm{~d} z\right| \leq C\|\boldsymbol{\psi}\|_{C_{c}^{1}(0,1)^{d-1}}$ holds for $\psi_{m} \in C_{c}^{1}(0,1)$, the space of $C^{1}$ functions with compact support on $(0,1)$. Hence, by Proposition 8.3 of [20], we have $\tilde{\boldsymbol{w}} \in H^{2}(0,1)^{d-1}$.
Applying a partial integration to (4.62), we see that $\tilde{\boldsymbol{w}}+\tilde{\boldsymbol{c}}(z)$ can only satisfy (4.53a)-(4.54c) if $\tilde{\boldsymbol{w}} \in \tilde{\mathfrak{W}}$. Hence, there exists a unique solution $\partial_{t} w_{m} \in H^{2}(0,1)$ and, therefore, a unique solution $v^{0} \in H_{0, \text { free }}^{1}(0,1)$ satisfying (4.53a)-(4.54c).

For the existence of a unique weak solution $\boldsymbol{w}^{k} \in H^{2}(0,1)^{d-1}$, we follow
a similar procedure and use induction on $k$. Of course, $k=0$ is satisfied by $\boldsymbol{w}=0$. For the induction step we use $0<k=K \leq T / \Delta t$ and assume that $\boldsymbol{w}^{k-1} \in H^{2}(0,1)^{d-1}$. We test Equation (4.7c) with $\boldsymbol{\psi} \in H^{1}(0,1)^{d-1}$. Using the decomposition

$$
\begin{equation*}
w_{m}^{k}=\hat{w}_{m}^{k}+\hat{a}_{m}^{k}(1-z)^{2}+\hat{b}^{k} z^{A_{m} / 2} \sin ^{3 / 2}\left(\frac{\pi}{2} z\right)=\hat{w}_{m}^{k}+\hat{c}_{m}^{k}(z) \tag{4.63}
\end{equation*}
$$

with
$\hat{\boldsymbol{w}}^{k} \in\left\{f \in H^{2}(0,1)^{d-1} \mid f_{m}(0)=0,\left(\partial_{z} f\right)_{m}(1)=A_{m}\left(f_{m}(1)\right)\right\}=\hat{\mathfrak{W}} \subset H_{0, \text { free }}^{1}(0,1)^{d-1}$
and

$$
\begin{align*}
\hat{a}_{m}^{k} & =w_{m}^{k-1}(0)+\frac{J_{m} \Delta t}{H_{1 m}\left(\phi^{k-1}\right)} \mathcal{L}\left(\phi_{m, \text { res }}-\phi_{m}^{k-1}\right),  \tag{4.64a}\\
\hat{b}^{k} & =2 W^{k} \tag{4.64b}
\end{align*}
$$

which are straightforwardly derived from (4.8b), we obtain a bilinear form $\mathcal{A}_{\Delta t}(\hat{\boldsymbol{w}}, \boldsymbol{\psi})$ on $H_{0, \text { free }}^{1}(0,1)^{d-1}$ :

$$
\begin{align*}
& \mathcal{A}_{\Delta t}^{k}\left(\hat{\boldsymbol{w}}^{k}, \boldsymbol{\psi}\right)=\sum_{m \in \mathfrak{M}} \int_{0}^{1}\left(\gamma_{m}+D_{m} \Delta t\right) \partial_{z} \hat{w}_{m}^{k} \partial_{z} \psi_{m}+\hat{w}_{m}^{k} \psi_{m} \\
&-\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\phi^{k-1}\right) \hat{w}_{j}^{k} \partial_{z} \psi_{m} \mathrm{~d} z \tag{4.65}
\end{align*}
$$

Unfortunately, this bilinear form is used in the equation

$$
\begin{align*}
& \mathcal{A}_{\Delta t}^{k}\left(\hat{\boldsymbol{w}}^{k}, \boldsymbol{\psi}\right)=\mathcal{A}_{\Delta t}^{k}\left(\boldsymbol{w}^{k-1}, \boldsymbol{\psi}\right)-\mathcal{A}_{\Delta t}^{k}\left(\hat{\boldsymbol{c}}^{k}(z), \boldsymbol{\psi}\right) \\
& \quad+\sum_{m \in \mathfrak{M}}\left[\left(\gamma_{m}+D_{m} \Delta t\right)\left(\partial_{z} \hat{w}_{m}^{k}\right) \psi_{m}-\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\boldsymbol{\phi}^{k-1}\right) \hat{w}_{j}^{k} \psi_{m}\right]_{0}^{1} \\
& +\sum_{m \in \mathfrak{M}}\left[\left(\gamma_{m}+D_{m} \Delta t\right)\left(\partial_{z} \hat{c}_{m}^{k}\right) \psi_{m}-\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\boldsymbol{\phi}^{k-1}\right) \hat{c}_{j}^{k} \psi_{m}\right]_{0}^{1} \\
& \quad-\sum_{m \in \mathfrak{M}}\left[\gamma_{m}\left(\partial_{z} w_{m}^{k-1}\right) \psi_{m}-\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\boldsymbol{\phi}^{k-1}\right) w_{m}^{k-1} \psi_{m}\right]_{0}^{1} \\
& +\Delta t \sum_{m \in \mathfrak{M}} \int_{0}^{1} G_{w, m}\left(\phi^{k-1}\right) \psi_{m}-F_{m}\left(\boldsymbol{\phi}^{k-1}\right) v^{k-1} \psi_{m} \\
& \quad+\sum_{j \in \mathfrak{M}} \sum_{i=0}^{1} E_{m i 0 j} \partial_{z}^{i} w_{j}^{k-1} \partial_{z} \psi_{m} \mathrm{~d} z \\
& -\Delta t \sum_{m \in \mathfrak{M}}\left[\sum_{j \in \mathfrak{M}} \sum_{i=0}^{1} E_{m i 0 j} \partial_{z}^{i} w_{j}^{k-1} \psi_{m}\right]_{0}^{1}  \tag{4.66a}\\
& =\sum_{m \in \mathfrak{M}}\left[\left(\gamma_{m}+D_{m} \Delta t\right)\left(\partial_{z} \hat{w}_{m}^{k}\right) \psi_{m}-\sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\boldsymbol{\phi}^{k-1}\right) \hat{w}_{j}^{k} \psi_{m}\right]_{0}^{1}+\mathfrak{F}^{k}(\boldsymbol{\psi}), \tag{4.66b}
\end{align*}
$$

which has a right-hand-side that violates the conditions of Lax-Milgram. However, we can create a new bilinear form $a_{\Delta t}^{k}\left(\hat{\boldsymbol{w}}^{k}, \boldsymbol{\psi}\right)$ on $H_{0, \text { free }}^{1}(0,1)^{d-1}$ such that we can apply Lax-Milgram. Due to the behaviour of elements of $\hat{\mathfrak{W}}$ on the boundary of $(0,1)$, we obtain

$$
\begin{align*}
a_{\Delta t}^{k}\left(\hat{\boldsymbol{w}}^{k}, \boldsymbol{\psi}\right) & =\mathcal{A}_{\Delta t}^{k}\left(\hat{\boldsymbol{w}}^{k}, \boldsymbol{\psi}\right)-\sum_{m \in \mathfrak{M}}\left(\gamma_{m}+D_{m} \Delta t\right) A_{m} \int_{0}^{1} \partial_{z}\left(\hat{w}_{m}^{k} \psi_{m}\right) \mathrm{d} z \\
& +\sum_{m \in \mathfrak{M}} \sum_{j \in \mathfrak{M}} E_{m 01 j}\left(\phi^{k-1}(1)\right) \int_{0}^{1} \partial_{z}\left(\hat{w}_{j}^{k} \psi_{m}\right) \mathrm{d} z=\mathfrak{F}^{k}(\boldsymbol{\psi}) \tag{4.67}
\end{align*}
$$

Remark that the trace $\phi^{k-1}(1)$ exists due to $\phi^{k-1} \in H^{1}(0,1)^{d}$.
The continuity of $a_{\Delta t}^{k}(\hat{\boldsymbol{w}}, \boldsymbol{\psi})$ and $\mathfrak{F}^{k}(\boldsymbol{\psi})$ is straightforward. The coercivity of
$a_{\Delta t}^{k}(\hat{\boldsymbol{w}}, \boldsymbol{\psi})$ is equivalent to the conditions

$$
\begin{align*}
& 0<1-\sum_{j \in \mathfrak{M}} E_{j 01 m} \frac{\eta_{j 01 m 1}}{2}  \tag{4.68a}\\
& 0<\gamma_{m}\left(1-\left|A_{m}\right|\right)-\frac{1}{2} \sum_{j \in \mathfrak{M}}\left(\frac{E_{m 01 j}}{\eta_{m 01 j 1}}+\frac{E_{m 01 j}}{\eta_{m 01 j 2}}+E_{j 01 m} \eta_{j 01 m 2}\right), \tag{4.68b}
\end{align*}
$$

for $\eta_{m 01 j 1}, \eta_{m 01 j 2}>0$, which follow from conditions (ii), (viii) and (ix) in Assumption 4.1 if $E_{m 01 j}, \gamma_{m}$ and $A_{m}$ satisfy condition (iii) in Assumption 4.1.

Thus Lax-Milgram gives a unique solution $\hat{\boldsymbol{w}}^{k} \in H_{0, \text { free }}^{1}(0,1)^{d-1}$. By the coercivity, we obtain again via proposition 8.3 of [20] that $\hat{\boldsymbol{w}}^{k} \in H^{2}(0,1)^{d-1}$. Applying a partial integration to (4.67), we see that equation (4.7c) with boundary conditions $(4.4 \mathrm{~b})$ can only be satisfied if $\hat{\boldsymbol{w}}^{k} \in \hat{\mathfrak{W}}$. Hence, there is a unique weak solution $\boldsymbol{w}^{k} \in H^{2}(0,1)^{d-1}$. Thus induction gives us that there is a unique weak solution $\boldsymbol{w}^{k} \in H^{2}(0,1)^{d-1}$ for all $t_{k} \in[0, T]$.

### 4.9 Appendix: Derivation of discrete-time quadratic inequalities

In the derivation of the quadratic inequalities (4.11), (4.12), (4.10), we use the following identities

$$
\begin{align*}
& 2(a-b) a=a^{2}-b^{2}+(a-b)^{2}  \tag{4.69a}\\
& 2(a-b) b=a^{2}-b^{2}-(a-b)^{2} \tag{4.69b}
\end{align*}
$$

which are valid for all $a, b \in \mathbf{R}$.
The quadratic inequality (4.11) is obtained by testing Equation (4.7a) with $\phi_{l}$, partially integrating the Laplacian terms, and using Young's inequality, leading to the following identities for the "b"-coefficients, where we use the
extra parameters $\eta_{1}, \eta_{2}, \eta_{3 n}, \eta_{l i j m}, \eta_{l 1 j m n}>0$.

$$
\begin{align*}
b_{1 l} & =2 \delta_{l}, & b_{6 l n} & =\eta_{3 n}+\sum_{m \in \mathfrak{M}} \sum_{j=0}^{1} \eta_{l 1 j m n}, \\
b_{2 l}(\Delta t) & =\Delta t, & b_{7 l 0 m} & =\frac{B_{l 00 m}^{2}}{\eta_{l 00 m}}+\sum_{n \in \mathfrak{L}} \frac{4 B_{l 10 m}^{2}}{\eta_{l 10 m n}}, \\
b_{3 l} & =\frac{G_{\phi, l}^{2}}{\eta_{1}^{2}}, & b_{7 l 1 m} & =\frac{B_{l 10 m}^{2}}{\eta_{l 1} 0 m},  \tag{4.70}\\
b_{4 l} & =\frac{4 I_{l}^{2} \Gamma^{2}}{\eta_{2}}+I_{l}^{2} \Gamma^{2} \sum_{n \in \mathfrak{L}} \frac{1}{\eta_{3 n}}, & b_{8 l 0 m} & =\frac{B_{l 01 m}}{\eta_{l 01 m}}+\sum_{n \in \mathfrak{L}} \frac{4 B_{l 11 m}^{2}}{\eta_{l 11 m n}}, \\
b_{5 l} & =\eta_{1}+\eta_{2}+\sum_{m \in \mathfrak{M}} \sum_{i, j=0}^{1} \eta_{l i j m}, & b_{8 l 1 m} & =\frac{B_{l 11 m}^{2}}{\eta_{l 11 m}} .
\end{align*}
$$

Similarly, the quadratic inequality (4.12) is obtained by testing Equation (4.7a) with $\mathcal{D}_{\Delta t}^{k}\left(\phi_{l}\right)$, partially integrating the Laplacian terms, and using Young's inequality, leading to the following identities for the "c"-coefficients, where $\eta_{1}, \eta_{2}, \eta_{3 n}, \eta_{l i j m}, \eta_{l 1 j m n}>0$.

$$
\begin{align*}
& c_{1 l}=\frac{2}{\delta_{l}}, \quad c_{5 l}=\frac{2}{\delta_{l}}\left(\eta_{1}+\eta_{2}+\sum_{n \in \mathcal{L}} \eta_{3 n}\right. \\
& \left.+\sum_{m \in \mathfrak{M}} \sum_{j=0}^{1}\left[\sum_{n \in \mathcal{L}} \eta_{l 1 j m n}+\sum_{i=0}^{1} \eta_{l i j m}\right]\right), \\
& c_{2 l}(\Delta t)=\Delta t, \quad c_{6 l}^{k}=\sum_{n \in \mathfrak{L}}\left(\frac{2 I_{l}^{2} \Gamma^{2}}{\delta_{l} \eta_{3 n}}\left\|\partial_{z} v^{k-1}\right\|_{L^{2}}^{2}\right.  \tag{4.71}\\
& +\sum_{m \in \mathfrak{M}}\left[\frac{2 B_{l 10 m}^{2} C_{1,0}^{2}}{\delta_{l} \eta_{l 10 m n}}\left\|w_{m}^{k-1}\right\|_{H^{1}}^{2}\right. \\
& \left.\left.+\frac{2 B_{l 1 m}^{2} C_{1,0}^{2}}{\delta_{l} \eta_{l 11 m n}}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}^{2}\right]\right), \\
& c_{3}=\frac{G_{\phi, l}^{2}}{2 \delta_{2} \eta_{1}}, \quad c_{7 i m}=\frac{B_{i l 0 m}^{2}}{2 \delta_{l} \eta_{l i o m}}, \\
& c_{4}=\frac{I_{I}^{2} \Gamma^{2}}{2 \delta_{l} \eta_{2}}, \quad c_{8 i m}=\frac{B_{l i 1 m}^{2}}{2 \delta_{l} \eta_{l i 1 m}} .
\end{align*}
$$

Note that

$$
\begin{align*}
& \sum_{t_{k} \in[0, T]} c_{6 l}^{k} \Delta t \leq \sum_{n \in \mathfrak{L}}\left[\frac{2 I_{l}^{2} \Gamma^{2}}{\delta_{l} \eta_{3 n}} V^{2}+\sum_{m \in \mathfrak{M}}\left[\frac{2 B_{l 10 m}^{2} C_{1,0}^{2}}{\delta_{l} \eta_{l 10 m n}}\left(\sum_{t_{k} \in[0, T]}\left\|w_{m}^{k-1}\right\|_{H^{1}}^{2} \Delta t\right)\right.\right. \\
&\left.\left.+\frac{2 B_{l 11 m}^{2} C_{1,0}^{2}}{\delta_{l} \eta_{l 11 m n}}\left(\sum_{t_{k} \in[0, T]}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}^{2} \Delta t\right)\right]\right] \\
&=c_{6 l 1} V^{2}+\sum_{m \in \mathfrak{M}} \sum_{t_{k} \in[0, T]}\left(c_{6 l 2 m}\left\|w_{m}^{k-1}\right\|_{H^{1}}^{2}+c_{6 l 3 m}\left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{H^{1}}^{2}\right) \Delta t . \tag{4.72}
\end{align*}
$$

The quadratic inequality (4.10) is not so easy to obtain. First, we rewrite Equation (4.7c) into a more structured form:

$$
\begin{equation*}
\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)-\partial_{z} \mathcal{S}_{m}^{k}=G_{w, m}\left(\phi^{k-1}\right)-F_{m}\left(\phi^{k-1}\right) v^{k-1} \tag{4.73}
\end{equation*}
$$

where $\mathcal{S}_{m}^{k}=\mathcal{S}_{m 0}^{k}+\mathcal{S}_{m 1}^{k}$ is given by

$$
\begin{align*}
& \mathcal{S}_{m 0}^{k}=-\sum_{j \in \mathfrak{M}}\left[E_{m 00 j}\left(\phi^{k-1}\right) w_{j}^{k-1}+E_{m 01 j}\left(\phi^{k-1}\right) \mathcal{D}_{\Delta t}^{k}\left(w_{j}\right)\right]  \tag{4.74a}\\
& \mathcal{S}_{m 1}^{k}=D_{m} \partial_{z} w_{m}^{k}+\gamma_{m} \mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)-\sum_{j \in \mathfrak{M}} E_{m i 0 j}\left(\phi^{k-1}\right) \partial_{z} w_{j}^{k-1} \tag{4.74b}
\end{align*}
$$

with $\mathcal{S}_{m 0}^{k}$, a term with boundary evaluations at only $z=0$, and, $\mathcal{S}_{m 1}^{k}$, a term with boundary evaluations at only $z=1$. Second, we test Equation (4.73) with both $w_{m}^{k}$ and $\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)$, apply a partial integration to the $\partial_{z} \mathcal{S}_{m}^{k}$ term, obtain two quadratic inequalities and sum them. The partial integration of the $\partial_{z} \mathcal{S}_{m}^{k}$ term yields a boundary evaluation, which we can bound:

$$
\begin{align*}
\left|\left[\mathcal{S}_{m}^{k} \psi\right]_{0}^{1}\right| \leq \mid & \mathcal{S}_{m}^{k}(1)-\mathcal{S}_{m}^{k}(0)| | \psi(0) \mid \\
& \quad+\left[\left|\mathcal{S}_{m 0}^{k}(0)\right|+\left|\mathcal{S}_{m 1}^{k}(1)\right|+\left|\mathcal{S}_{m 0}^{k}(1)-\mathcal{S}_{m 0}^{k}(0)\right|\right]\left\|\partial_{z} \psi\right\|_{L^{2}} \tag{4.75}
\end{align*}
$$

where we use the following bounds

$$
\begin{align*}
\left|\mathcal{S}_{m}^{k}(1)-\mathcal{S}_{m}^{k}(0)\right| \leq & \left\|\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)\right\|_{L^{2}}+G_{w, m}+F_{m}\left\|v^{k-1}\right\|_{L^{2}}  \tag{4.76a}\\
\left|\mathcal{S}_{m 0}^{k}(0)\right| \leq & \sum_{j \in \mathfrak{M}} \frac{J_{j} \phi_{j, r e s}}{H_{\phi_{\min }}}\left[E_{m 00 j} T+E_{m 01 j}\right]  \tag{4.76b}\\
\left|\mathcal{S}_{m 1}^{k}(1)\right| \leq & \left|A_{m}\right|\left(\gamma_{m}+D_{m} T\right)\left[\frac{J_{m} \phi_{m, r e s}}{H_{\phi_{\min }}}+\frac{J_{d} \phi_{d, r e s}}{\Gamma_{\phi_{\min }}}\right] \\
& +D_{m}\left|A_{m}\right|\left[\left|\mathcal{W}^{0}\right|+V \sqrt{T}\right] \\
& +\gamma_{m}\left|A_{m}\right|\left[\left\|\mathcal{D}_{\Delta t}^{k}\left(\partial_{z} w_{m}\right)\right\|_{L^{2}}+\left\|\partial_{z} v^{k-1}\right\|_{L^{2}}\right] \tag{4.76c}
\end{align*}
$$

With the above bounds, we can test Equation (4.73) with both $w_{m}^{k}$ and $\mathcal{D}_{\Delta t}^{k}\left(w_{m}\right)$, apply Young's inequality and sum the two inequalities. This leads
to the following identities for the "a"-coefficients with all $\eta$ 's positive:

$$
\begin{align*}
& a_{1 m}=\gamma_{m}+D_{m}, \\
& a_{2 m}(\Delta t)=2+\Delta t, \\
& a_{3 m}(\Delta t)=2 \gamma_{m}+\left(\gamma_{m}+D_{m}\right) \Delta t, \\
& a_{4}=D_{m}^{2}\left|A_{m}\right|^{2}\left|\mathcal{W}^{0}\right|^{2}\left(\frac{1}{\eta_{m 8}}+\frac{1}{\eta_{a m 8}}\right)+D_{m}^{2}\left|A_{m}\right|^{2} V^{2} T\left(\frac{1}{\eta_{m 9}}+\frac{1}{\eta_{a m 9}}\right) \\
& +G_{w, m}^{2}\left(\frac{1}{\eta_{m 1}}+\frac{1}{\eta_{a m 1}}\right)+\left(\frac{J_{m} \phi_{m, r e s}}{H_{\phi_{\min }}} T\right)_{2}^{2}\left(\frac{1}{\eta_{m 3}}+\eta_{0}+\frac{1}{\eta_{a m 3}}+\eta_{a 0}\right) \\
& +\left(\sum_{j \in \mathfrak{M}} \frac{J_{j} \phi_{j, \text { res }}}{H_{\phi_{\min }}}\left(E_{m 00 j} T+E_{m 01 j}\right)\right)^{2}\left(\frac{4}{\eta_{m 4}}+\frac{4}{\eta_{a m 4}}\right) \\
& +\left(\frac{J_{m} \phi_{m, r e s}}{H_{\phi_{\min }}}+\frac{J_{d} \phi_{d, r e s}}{\Gamma_{\phi_{\min }}}\right)^{2}\left(D_{m} T+\gamma_{m}\right)^{2}\left|A_{m}\right|^{2}\left(\frac{1}{\eta_{m 5}}+\frac{1}{\eta_{a m 5}}\right) \\
& +2 G_{w, m} \frac{J_{m} \phi_{m, r e s}}{H_{\phi_{\min }}}(T+1), \\
& a_{5 m}=\eta_{m 1}+\eta_{m 2}, \\
& a_{6 m}=\max \left\{0, \sum_{i=4}^{9} \eta_{m i}-2 D_{m}\left(1-\left|A_{m}\right|\right)+\frac{D_{m}^{2}\left|A_{m}\right|^{2}}{\eta_{a m 6}}\right. \\
& \left.+\sum_{j \in \mathcal{M}}\left(\eta_{m 00 j}+\eta_{m 10 j}+\eta_{m 01 j}+\eta_{m 00 j 1}+\eta_{m 01 j 1}\right)\right\}, \\
& a_{7 m}=\sum_{j \in \mathfrak{M}} E_{j 00 m}^{2}\left(\frac{1}{\eta_{j 00 m}}+\frac{1}{\eta_{a j 00 m}}\right), \\
& a_{8 m}=\sum_{j \in \mathfrak{M}}\left[E_{j 10 m}^{2}\left(\frac{1}{\eta_{j 10 m}}+\frac{1}{\eta_{a j 10 m}}\right)+E_{j 00 m}^{2}\left(\frac{1}{\eta_{j 00 m 1}}+\frac{1}{\eta_{a j 00 m 1}}\right)\right], \\
& a_{9 m}=\eta_{m 3}+\eta_{a m 3}+\sum_{j \in \mathfrak{M}}\left(\frac{E_{j 01 m}^{2}}{\eta_{j 01 m}}+E_{j 01 m} \eta_{a j 01 m}\right), \\
& a_{10 m}=\frac{\gamma_{m}^{2}\left|A_{m}\right|^{2}}{\eta_{m 6}}+2 \gamma_{m}\left|A_{m}\right|+\eta_{a m 1}+\eta_{a m 2}+\sum_{i=4}^{9} \eta_{a m i} \\
& +\sum_{j \in \mathfrak{M}}\left(\frac{E_{j 01 m}^{2}}{\eta_{j 01 m 1}}+\eta_{a m 00 j 1}+\eta_{a m 00 j}+\eta_{a m 10 j}\right) \\
& +\sum_{j \in \mathfrak{M}}\left(\frac{E_{m 01 j}}{\eta_{a m 01 j}}+\frac{E_{j 01 m}}{\eta_{a j 01 m 1}}+E_{m 01 j} \eta_{a m 01 j 1}\right), \\
& a_{11}=F_{m}^{2}\left(\frac{1}{\eta_{0}}+\frac{1}{\eta_{m 2}}+\frac{1}{\eta_{a 0}}+\frac{1}{\eta_{a m 2}}\right), \\
& a_{12}=\gamma_{m}^{2}\left|A_{m}\right|^{2}\left(\frac{1}{\eta_{m 7}}+\frac{1}{\eta_{a m 7}}\right) \text {. } \tag{4.77}
\end{align*}
$$

## Homogenization and Corrector Estimates
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In this chapter, we determine corrector estimates quantifying the convergence speed of the upscaling of a pseudo-parabolic system containing drift terms incorporating the separation of length scales with relative size $\epsilon \ll 1$. To achieve this goal, we exploit a natural spatial-temporal decomposition, which splits the pseudo-parabolic system into an elliptic partial differential equation and an ordinary differential equation coupled together. We obtain upscaled model equations, explicit equations for effective transport coefficients, as well as corrector estimates delimitating the quality of the upscaling. Finally, for special cases we show convergence speeds for global times, i.e. $t \in \mathbf{R}_{+}$, by using time intervals expanding to the whole of $\mathbf{R}_{+}$simultaneously with passing to the homogenization limit $\epsilon \downarrow 0$.

### 5.1 Introduction

Corrosion of concrete by acidic compounds is a problem for construction as corrosion can lead to erosion and degradation of the structural integrity of concrete structures [118], [123]. Structural failures and collapse as a result of concrete corrosion [42], [69], [132] is detrimental to society as it often impacts crucial infrastructure, typically leading to high costs [45], [134]. From a more positive side, these failures can be avoided with a sufficiently smart monitoring and timely repairs based on a priori calculations of the maximal lifespan of the concrete. These calculations have to take into account the heterogeneous nature of the concrete [104], the physical properties of the concrete [94], the corrosion reaction [131], and the expansion/contraction behaviour of corroded concrete mixtures, see [14], [32], [56]. For example, the typical length scale of the concrete heterogeneities is much smaller than the typical length scale used in concrete construction [104]. Moreover, concrete corrosion has a characteristic time that is many orders of magnitude smaller than the typical expected lifespan of concrete structures [131]. Hence, it is computationally expensive to use the heterogeneity length scale for detailed simulations of concrete constructions such as bridges. However, using averaging techniques in order to obtain effective properties on the typical length scale of concrete constructions, one can significantly decrease computational costs with the potential of preserving accuracy and precision.

Real-life problems usually involve a hierarchy of separated scales: from a microscale via intermediate scales to a macroscale. With averaging techniques one can obtain effective behaviours at a higher scale from the underlying lower scale. For example, Ern and Giovangigli used averaging techniques on statistical distributions in kinetic chemical equilibrium regimes to obtain continuous
macroscopic equations for mixtures, see [47] or see Chapter 4 of [62] for a variety of effective macroscopic equations obtained with this averaging technique. Of course, the use of averaging techniques to obtain effective macroscopic equations in mixture theory is by itself not new, see Fig 7.2 in [35] for an early application from 1934. The main problem with averaging techniques is choosing the right averaging methodology for the problem at hand. In this respect, periodic homogenization can be regarded as a successful method, since it expresses conditions under which macroscale behaviour can be obtained in a natural way from microscale behaviour. Furthermore, the homogenization method has been successfully used to derive not only equations for capturing macroscale behaviours but also the convergence/corrector speed depending on the scale separation between the macroscale and the microscale.

To obtain the macroscopic behaviour, we perform the homogenization by employing the concept of two-scale convergence as an averaging technique to obtain the macroscopic behaviour. Moreover, we use formal asymptotic expansions to determine the speed of convergence via so-called corrector estimates, see [75] for both thorough explanation of corrector estimates and applications of corrector estimates to selected parabolic chemical reaction systems. These estimates follow a procedure similar to those used by Cioranescu and Saint Jean-Paulin in Chapter 2 of [30]. Derivation via homogenization of constitutive laws, such as those arising from mixture theory, is a classical subject in homogenization, see [122]. Homogenization methods, upscaling, and corrector estimates are active research subjects due to the interdisciplinary nature of applying these mathematical techniques to real world problems and the complexities arising from the problem-specific constraints.

The microscopic equations of our concrete corrosion model are conservation laws for mass and momentum for an incompressible mixture, see [137] and [136] for details. The existence of weak solutions of this model was shown in [138] and Chapter 2 of [136]. The parameter space dependence of the existence region for this model was explored numerically in [137]. The twoscale convergence for a subsystem of these microscopic equations, a pseudoparabolic system, was shown in [139]. This chapter handles the same pseudoparabolic system as in [139] but posed on a perforated microscale domain.

In [107], Peszyńska, Showalter and Yi investigated the upscaling of a pseudoparabolic system via two-scale convergence using a natural decomposition that splits the spatial and temporal behaviour. They looked at several different scale separation cases: classical case, highly heterogeneous case (also known as high-contrast case), vanishing time-delay case and Richards equation of
porous media. These cases were chosen to showcase the ease with which upscaling could be done via this natural decomposition.
Similar decompositions are used in porous media flows, where they use a decomposition into pressure and saturation, see for example [37], [38]; or in solvent uptake in polymeric solids, see for example [41]; or in diffusion in fissured media, see for example [16].

In this chapter, we point out that this natural decomposition of [107] can also be applied to a pseudo-parabolic system with suitably scaled drift terms. Moreover, for such a pseudo-parabolic system with drift we determine the convergence speed via corrector estimates. This is in contrast with [107], where no convergence speed was derived for any pseudo-parabolic system they presented. Using this natural decomposition, the corrector estimates for the pseudoparabolic equation follow straightforwardly from those of the spatially elliptic system with corrections due to the temporal first-order ordinary differential equation. Corrector estimates with convergence speeds have been obtained for the standard elliptic system, see [30], for a high-contrast coupled elliptic system of thermodiffusion, see [98], but also for coupled systems related to pseudo-parabolic equations such as the coupled elliptic-parabolic system with a mixed third order term describing thermoelasticity in [43]. The convergence speed we obtain, coincides for bounded spatial domains with known results for both elliptic systems and pseudo-parabolic systems on bounded temporal domains, see [117]. Finally, we apply our results to a concrete corrosion model, which describes the mechanics of concrete corrosion at a microscopic level with a perforated periodic domain geometry. Even though this model is linear, the main difficulty lies in determining effective macroscopic models for the mechanics of concrete corrosion based on the known microscopic mechanics model with such a complicated domain geometry. Obtaining these effective macroscopic models is difficult as the microscopic behavior is highly oscillatory due to the complicated domain geometry, while the macroscopic models need to encapsulate this behavior with a much less volatile effective behavior on a simple domain geometry without perforations or periodicity.

The remainder of this chapter is divided into six parts:
Section 5.2: Notation and problem statement,
Section 5.3: Main results,
Section 5.4: Upscaling procedure,
Section 5.5: Corrector estimates,
Section 5.6: Application to a concrete corrosion model,
Appendix 5.7: Exact forms of coefficients in corrector estimates.

### 5.2 Notation and problem statement

## Geometry of the medium and related function spaces

We introduce the description of the geometry of the medium in question with a variant of the construction found in [97]. Let $(0, T)$, with $T>0$, be a time-interval and $\Omega \subset \mathbf{R}^{d}$ for $d \in\{2,3\}$ be a simply connected bounded domain with a $C^{2}$-boundary $\partial \Omega$. Take $Y \subset \Omega$ a simply connected bounded domain, or more precisely there exists a diffeomorphism $\gamma: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ such that $\operatorname{Int}\left(\gamma\left([0,1]^{d}\right)\right)=Y$.
We perforate $Y$ with a smooth open set $\mathcal{T}=\gamma\left(\mathcal{T}_{0}\right)$ for a smooth open set $\mathcal{T}_{0} \subset(0,1)^{d}$ such that $\overline{\mathcal{T}} \subset \bar{Y}$ with a $C^{2}$-boundary $\partial \mathcal{T}$ that does not intersect the boundary of $Y, \partial \mathcal{T} \cap \partial Y=\emptyset$, and introduce $Y^{*}=Y \backslash \overline{\mathcal{T}}$. Remark that $\partial \mathcal{T}$ is assumed to be $C^{2}$-regular.
Let $G_{0}$ be lattice ${ }^{1}$ of the translation group $\mathcal{T}_{d}$ on $\mathbf{R}^{d}$ such that $[0,1]^{d}=$ $\mathcal{T}_{d} / G_{0}$. Hence, we have the following properties: $\bigcup_{g \in G_{0}} g\left([0,1]^{d}\right)=\mathbf{R}^{d}$ and $(0,1)^{d} \cap g\left((0,1)^{d}\right)=\emptyset$ for all $g \in G_{0}$ not the identity-mapping. Moreover, we demand that the diffeomorphism $\gamma$ allows $G_{\gamma}:=\gamma \circ G_{0} \circ \gamma^{-1}$ to be a discrete subgroup of $\mathcal{T}_{d}$ with $\bar{Y}=\mathcal{T}_{d} / G_{\gamma}$.
Assume that there exists a sequence $\left(\epsilon_{h}\right)_{h} \subset\left(0, \epsilon_{0}\right)$ such that $\epsilon_{h} \rightarrow 0$ as $h \rightarrow \infty$ (we omit the subscript $h$ when it is obvious from context that this sequence is mentioned). Moreover, we assume that for all $\epsilon_{h} \in\left(0, \epsilon_{0}\right)$ there is a set $G_{\gamma}^{\epsilon_{h}}=\left\{\epsilon_{h} g\right.$ for $\left.g \in G_{\gamma}\right\}$ with which we introduce $\mathcal{T}^{\epsilon_{h}}=\Omega \cap G_{\gamma}^{\epsilon_{h}}(\mathcal{T})$, the set of all holes and parts of holes inside $\Omega$. Hence, we can define the domain $\Omega^{\epsilon_{h}}=\Omega \backslash \mathcal{T}^{\epsilon_{h}}$ and we demand that $\Omega^{\epsilon_{h}}$ is connected for all $\epsilon_{h} \in\left(0, \epsilon_{0}\right)$. We introduce for all $\epsilon_{h} \in\left(0, \epsilon_{0}\right)$ the boundaries $\partial_{i n t} \Omega^{\epsilon_{h}}$ and $\partial_{\text {ext }} \Omega^{\epsilon_{h}}$ as $\partial_{\text {int }} \Omega^{\epsilon_{h}}=\bigcup_{g \in G_{\gamma}^{\epsilon_{h}}}\{\partial g(\overline{\mathcal{T}}) \mid g(\overline{\mathcal{T}}) \subset \Omega\}$ and $\partial_{\text {ext }} \Omega^{\epsilon_{h}}=\partial \Omega^{\epsilon_{h}} \backslash \partial_{\text {int }} \Omega^{\epsilon_{h}}$. The first boundary contains all the boundaries of the holes fully contained in $\Omega$, while the second contains the remaining boundaries of the perforated region $\Omega$. In Figure 5.1 a schematic representation of the domain components is shown.

Note, $\mathcal{T}$ does not depend on $\epsilon$, since this could give rise to unwanted complicating effects such as treated in [89].

Having the domains specified, we focus on defining the needed function spaces.

[^4]

Figure 5.1: A domain $\Omega$ with the thick black boundary $\partial \Omega$ on an $\epsilon$-sized periodic grid with grid cells $Y$, which contains a white circular perforation $\mathcal{T}$ and the blue bulk $Y^{*}$ yields the light-red coloured domain $\Omega^{\epsilon}$ with thick red and black boundary $\partial \Omega_{e x t}^{\epsilon}$ and the green internal perforation boundaries $\partial \Omega_{i n t}^{\epsilon}$. The thick red boundary parts of the perforations are locations where a choice will have to be made between the boundary condition of the perforation edges and the boundary condition of $\partial \Omega$.

We start by introducing $C_{\#}(Y)$, the space of continuous function defined on $Y$ and periodic with respect to $Y$ under $G_{\gamma}$. To be precise:

$$
\begin{equation*}
C_{\#}(Y)=\left\{f \in C\left(\mathbf{R}^{d}\right) \mid f \circ g=f \text { for all } g \in G_{\gamma}\right\} \tag{5.1}
\end{equation*}
$$

Therefore, we introduce the nomenclature " $Y$-periodic" for "invariant under $G_{\gamma}$ " for functions defined on $Y$. Similarly, we call a function " $Y^{*}$-periodic" if it is "invariant under $G_{\gamma}$ " and defined on $Y^{*}$.
With $C_{\#}(Y)$ at hand, we construct Bochner spaces like $L^{p}\left(\Omega ; C_{\#}(Y)\right)$ for $p \geq 1$ integer. For a detailed explanation of Bochner spaces, see Section 2.19 of [79]. These types of Bochner spaces exhibit properties that hint at twoscale convergence, as is defined in Section 2.4. Similar function spaces are constructed for $Y^{*}$ in an analogous way.

Introduce the space

$$
\begin{equation*}
\mathbb{V}_{\epsilon}=\left\{v \in H^{1}\left(\Omega^{\epsilon}\right) \mid v=0 \text { on } \partial_{e x t} \Omega^{\epsilon}\right\} \tag{5.2}
\end{equation*}
$$

equipped with the seminorm

$$
\begin{equation*}
\|v\|_{\mathbb{v}_{\epsilon}}=\|\nabla v\|_{L^{2}\left(\Omega^{\epsilon}\right)^{d}} \tag{5.3}
\end{equation*}
$$

Remark 5.1. The seminorm in (5.3) is equivalent to the usual $H^{1}$-norm by the Poincaré inequality, see Lemma 2.1 on page 14 of [30]. Moreover, according to [30] this equivalence of norms is uniform in $\epsilon$.

For correct use of functions spaces over $Y$ and $Y^{*}$, we need an embedding result, which is based on an extension operator. The following theorem and corollary are Theorem 2.10 and Corollary 2.11 in Chapter 2 of [30].

Theorem 5.1. Suppose that the domain $\Omega^{\epsilon}$ is such that $\mathcal{T} \subset Y$ is a smooth open set with a $C^{2}$-boundary that does not intersect the boundary of $Y$ and such that the boundary of $\mathcal{T}^{\epsilon}$ does not intersect the boundary of $\Omega$. Then there exists an extension operator $\mathcal{P}^{\epsilon}$ and a constant $C$ independent of $\epsilon$ such that

$$
\begin{equation*}
\mathcal{P}^{\epsilon} \in \mathcal{L}\left(L^{2}\left(\Omega^{\epsilon}\right) ; L^{2}(\Omega)\right) \cap \mathcal{L}\left(\mathbb{V}_{\epsilon} ; H_{0}^{1}(\Omega)\right) \tag{5.4}
\end{equation*}
$$

and for any $v \in \mathbb{V}_{\epsilon}$, we have the bounds

$$
\begin{equation*}
\left\|\mathcal{P}^{\epsilon} v\right\|_{L^{2}(\Omega)} \leq C\|v\|_{L^{2}\left(\Omega_{\epsilon}\right)}, \quad\left\|\nabla \mathcal{P}^{\epsilon} v\right\|_{L^{2}(\Omega)^{d}} \leq C\|\nabla v\|_{L^{2}\left(\Omega_{\epsilon}\right)^{d}} \tag{5.5}
\end{equation*}
$$

Corollary 5.2. There exists a constant $C$ independent of $\epsilon$ such that for all $v \in \mathbb{V}_{\epsilon}$

$$
\begin{equation*}
\left\|\mathcal{P}^{\epsilon} v\right\|_{H_{0}^{1}(\Omega)} \leq C\|v\|_{\mathbb{V}_{\epsilon}} . \tag{5.6}
\end{equation*}
$$

Introduce the notation ${ }^{\wedge}$, a hat symbol, to denote extension via the extension operator $\mathcal{P}^{\epsilon}$.

## The Neumann problem (5.8a)-(5.9c)

The notation $\nabla=\left(\frac{\mathrm{d}}{\mathrm{d} x_{1}}, \ldots, \frac{\mathrm{~d}}{\mathrm{~d} x_{d}}\right)$ denotes the vectorial total derivative with respect to the components of $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)^{\top}$ for functions depending on both $\boldsymbol{x}$ and $\boldsymbol{x} / \epsilon$. Spatial vectors have $d$ components, while variable vectors have $N$ components. Tensors have $d^{i} N^{j}$ components for $i, j$ nonnegative integers. Furthermore, the notation

$$
\begin{equation*}
c^{\epsilon}(t, \boldsymbol{x})=c(t, \boldsymbol{x}, \boldsymbol{x} / \epsilon) \tag{5.7}
\end{equation*}
$$

is used for the $\epsilon$-independent functions $c(t, \boldsymbol{x}, \boldsymbol{y})$ in assumption (A1) further on. Moreover, the spatial inner product is denoted with $\cdot$, while the variable inner product is just seen as a product or operator acting on a variable vector or tensor.

Let $T>0$. We consider the following Neumann problem for unknown functions $V_{\alpha}^{\epsilon}, U_{\alpha}^{\epsilon}$ with $\alpha \in\{1, \ldots, N\}$ posed on $(0, T) \times \Omega^{\epsilon}$ :

$$
\begin{align*}
\left(\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon}\right)_{\alpha} & :=\sum_{\beta=1}^{N} M_{\alpha \beta}^{\epsilon} V_{\beta}^{\epsilon}-\sum_{i, j=1}^{d} \frac{\mathrm{~d}}{\mathrm{~d} x_{i}}\left(E_{i j}^{\epsilon} \frac{\mathrm{d} V_{\alpha}^{\epsilon}}{\mathrm{d} x_{j}}+\sum_{\beta=1}^{N} \mathrm{D}_{i \alpha \beta}^{\epsilon} V_{\beta}^{\epsilon}\right) \\
& =\mathcal{H}_{\alpha}^{\epsilon}+\sum_{\beta=1}^{N}\left(K_{\alpha \beta}^{\epsilon} U_{\beta}^{\epsilon}+\sum_{i=1}^{d} \tilde{J}_{i \alpha \beta}^{\epsilon} \frac{\mathrm{d} U_{\beta}^{\epsilon}}{\mathrm{d} x_{i}}\right)=:\left(\mathcal{H}^{\epsilon} \boldsymbol{U}^{\epsilon}\right)_{\alpha}  \tag{5.8a}\\
\left(\mathcal{L} \boldsymbol{U}^{\epsilon}\right)_{\alpha} & :=\frac{\partial U_{\alpha}^{\epsilon}}{\partial t}+\sum_{\beta=1}^{N} L_{\alpha \beta} U_{\beta}^{\epsilon}=\sum_{\beta=1}^{N} G_{\alpha \beta} V_{\beta}^{\epsilon} \tag{5.8b}
\end{align*}
$$

with the boundary conditions

$$
\begin{align*}
U_{\alpha}^{\epsilon} & =U_{\alpha}^{*} & & \text { in }\{0\} \times \Omega^{\epsilon},  \tag{5.9a}\\
V_{\alpha}^{\epsilon} & =0 & & \text { on }(0, T) \times \partial_{e x t} \Omega^{\epsilon}, \\
\frac{\mathrm{d} V_{\alpha}^{\epsilon}}{\mathrm{d} \nu_{\mathrm{D}}{ }^{\epsilon}} & =\sum_{i=1}^{d}\left(\sum_{j=1}^{d} E_{i j}^{\epsilon} \frac{\mathrm{d} V_{\alpha}^{\epsilon}}{\mathrm{d} x_{j}}+\sum_{\beta=1}^{N} D_{i \alpha \beta}^{\epsilon} V_{\beta}^{\epsilon}\right) n_{i}^{\epsilon}=0 & & \text { on }(0, T) \times \partial_{i n t} \Omega^{\epsilon}, \tag{5.9b}
\end{align*}
$$

for $\alpha \in\{1, \ldots, N\}$ or, in short-hand notation, this reads:

$$
\left\{\begin{align*}
\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon} & :=\mathrm{M}^{\epsilon} \boldsymbol{V}^{\epsilon}-\operatorname{div}\left(\mathrm{E}^{\epsilon} \cdot \nabla \boldsymbol{V}^{\epsilon}+\mathrm{D}^{\epsilon} \boldsymbol{V}^{\epsilon}\right) & &  \tag{5.10}\\
& =\boldsymbol{H}^{\epsilon}+\mathrm{K}^{\epsilon} \boldsymbol{U}^{\epsilon}+\tilde{\mathrm{J}}^{\epsilon} \cdot \nabla \boldsymbol{U}^{\epsilon}=: \mathcal{H}^{\epsilon} \boldsymbol{U}^{\epsilon} & & \text { in }(0, T) \times \Omega^{\epsilon} \\
\mathcal{L} \boldsymbol{U}^{\epsilon} & :=\frac{\partial \boldsymbol{U}^{\epsilon}}{\partial t}+\mathrm{L} \boldsymbol{U}^{\epsilon}=\mathrm{G} \boldsymbol{V}^{\epsilon} & & \text { in }(0, T) \times \Omega^{\epsilon} \\
\boldsymbol{U}^{\epsilon} & =\boldsymbol{U}^{*} & & \text { in }\{0\} \times \Omega^{\epsilon} \\
\boldsymbol{V}^{\epsilon} & =\mathbf{0} & & \text { on }(0, T) \times \partial_{e x t} \Omega^{\epsilon} \\
\frac{\mathrm{d} \boldsymbol{V}^{\epsilon}}{\mathrm{d} \nu_{\mathrm{D}}} & =\left(\mathrm{E}^{\epsilon} \cdot \nabla \boldsymbol{V}^{\epsilon}+\mathrm{D}^{\epsilon} \boldsymbol{V}^{\epsilon}\right) \cdot \boldsymbol{n}^{\epsilon}=0 & & \text { on }(0, T) \times \partial_{i n t} \Omega^{\epsilon}
\end{align*}\right.
$$

## Assumptions

Consider the following technical requirements for the coefficients arising in the Neumann problem (5.8a) - (5.9c).
(A1) For all $\alpha, \beta \in\{1, \ldots, N\}$ and for all $i, j \in\{1, \ldots, d\}$, we assume:

$$
\begin{align*}
M_{\alpha \beta}, H_{\alpha}, K_{\alpha \beta}, J_{i \alpha \beta} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega ; C_{\#}^{2}\left(Y^{*}\right)\right)\right), \\
E_{i j}, D_{i \alpha \beta} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{3, \infty}\left(\Omega ; C_{\#}^{3}\left(Y^{*}\right)\right)\right),  \tag{5.11}\\
L_{\alpha \beta}, G_{\alpha \beta} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{4, \infty}(\Omega)\right), \\
U_{\alpha}^{*} & \in W^{4, \infty}(\Omega),
\end{align*}
$$

with $\tilde{\mathrm{J}}^{\epsilon}=\epsilon \mathrm{J}^{\epsilon}$; see Remark 5.2 further on.
(A2) The tensors $M$ and $E$ have a linear sum decomposition ${ }^{2}$ with a skewsymmetric matrix and a diagonal matrix with the diagonal elements of M and E denoted by $M_{\alpha}, E_{i} \in L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)$, respectively, satisfying $M_{\alpha}>0, E_{i}>0$ and $1 / M_{\alpha}, 1 / E_{i} \in L^{\infty}\left(\mathbf{R}_{+} \times \Omega \times Y^{*}\right)$.
(A3) The inequality

$$
\begin{equation*}
\left\|D_{i \beta \alpha}^{\epsilon}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega^{\epsilon} ; C_{\#}\left(Y^{*}\right)\right)}^{2}<\frac{4 m_{\alpha} e_{i}}{d N^{2}} \tag{5.12}
\end{equation*}
$$

holds with

$$
\begin{equation*}
\frac{1}{m_{\alpha}}=\left\|\frac{1}{M_{\alpha}}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega \times Y^{*}\right)} \quad \text { and } \quad \frac{1}{e_{i}}=\left\|\frac{1}{E_{i}}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega \times Y^{*}\right)} \tag{5.13}
\end{equation*}
$$

for all $\alpha, \beta \in\{1, \ldots, N\}$, for all $i \in\{1, \ldots, d\}$, and for all $\epsilon \in\left(0, \epsilon_{0}\right)$.
(A4) The perforation holes do not intersect the boundary of $\Omega$ :

$$
\partial \mathcal{T}^{\epsilon} \cap \partial \Omega=\emptyset \text { for a given sequence } \epsilon \in\left(0, \epsilon_{0}\right) .
$$

Remark 5.2. The dependence $\tilde{\jmath}^{\epsilon}=\epsilon \boldsymbol{J}^{\epsilon}$ was chosen to simplify both existence and uniqueness results and arguments for bounding certain terms. The case $\tilde{\mathbf{J}}^{\epsilon}=J^{\epsilon}$ can be treated with the proofs outlined in this chapter if additional cell functions are introduced and special inequalities similar to the Poincaré-Wirtinger inequality are used. See (5.58) onward in Section 5.4 for the introduction of cell functions.

[^5]Remark 5.3. Satisfying inequality (5.12) implies that the same inequality is satisfied for the $Y^{*}$-averaged functions $\overline{D_{i \beta \alpha}^{\epsilon}}, \overline{M_{\beta \alpha}^{\epsilon}}$, and $\overline{\mathrm{E}_{i j}^{\epsilon}}$ in $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$, where we used the following notion of $Y^{*}$-averaged functions

$$
\begin{equation*}
\bar{f}(t, \boldsymbol{x})=\frac{1}{|Y|} \int_{Y^{*}} f(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \tag{5.14}
\end{equation*}
$$

Remark 5.4. Assumption (A4) implies the following identities for the given sequence $\epsilon \in\left(0, \epsilon_{0}\right)$ :

$$
\begin{equation*}
\partial_{\text {int }} \Omega^{\epsilon}=\partial \mathcal{T}^{\epsilon} \cap \Omega, \quad \partial_{\text {ext }} \Omega^{\epsilon}=\partial \Omega \tag{5.15}
\end{equation*}
$$

Without (A4) perforations would intersect $\partial \Omega$. One must then decide which parts of the boundary of the intersected cell $Y^{*}$ satisfies which boundary condition: (5.9b) or (5.9c). This leads to non-trivial situations, that ultimately affects the corrector estimates in non-trivial ways.

Theorem 5.3. Under assumptions (A1)-(A4), there exist a solution pair $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right) \in H^{1}\left((0, T) \times \Omega^{\epsilon}\right)^{N} \times L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon} \cap H^{2}\left(\Omega^{\epsilon}\right)\right)^{N}$ satisfying the Neumann problem (5.8a)-(5.9c).

Proof. For non-perforated domains the result follows by either Theorem 1 in [139] or Theorem 7 in Chapter 4 of [136].
For perforated domains, the result follows similarly. An outline of the proof is as follows. First, time-discretization is applied such that $\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon}$ at $t=k \Delta t$ equals $\mathcal{H}^{\epsilon} \boldsymbol{U}^{\epsilon}$ at $t=(k-1) \Delta t$ and $\mathcal{L} \boldsymbol{U}^{\epsilon}$ transformed after discretizing the time derivative and evaluating other terms at $t=k \Delta t$ equals $\mathbf{G} \boldsymbol{V}^{\epsilon}$ at $t=(k-1) \Delta t$. This is an application of the Rothe method. Under assumptions (A1)-(A4), testing $\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon}$ with a function $\phi$ yields a continuous and coercive bilinear form on $H^{1}\left(\Omega^{\epsilon}\right)^{N}$, while testing the discretized $\mathcal{L} \boldsymbol{U}^{\epsilon}$ with a function $\boldsymbol{\psi}$ yields a continuous and coercive bilinear form on $L^{2}\left(\Omega^{\epsilon}\right)^{N}$. Hence, Lax-Milgram leads to the existence of a solution at each time slice $t=k \Delta t$.
Choosing the right functions for $\phi$ and $\boldsymbol{\psi}$ and using a discrete version of Gronwall's inequality we obtain upper bounds of $\boldsymbol{U}^{\epsilon}$ and $\boldsymbol{V}^{\epsilon}$ independent of $\Delta t$. Linearly interpolating the time slices, we find that the $\Delta t$-independent time slices guarantee the existence of continuous weak limits. Due to sufficient regularity, we even obtain strong convergence and existence of boundary traces. Then the continuous weak limits are actually weak solutions of our Neumann problem (5.8a)-(5.9c). The uniqueness follows by the linearity of our Neumann problem (5.8a)-(5.9c).

### 5.3 Main results

Two special length scales are involved in the Neumann problem (5.8a)-(5.9c): The variable $\boldsymbol{x}$ is the "macroscopic" scale, while $\boldsymbol{x} / \boldsymbol{\epsilon}$ represents the "microscopic" scale. This leads to a double dependence of parameter functions (and, hence, of the solutions to the model equations), on both the macroscale and the microscale. For example, if $\boldsymbol{x} \in \Omega^{\epsilon}$, by the definition of $\Omega^{\epsilon}$, there exists $g \in G_{\gamma}^{\epsilon}$ such that $\boldsymbol{x} / \epsilon=g(\boldsymbol{y})$ with $\boldsymbol{y} \in Y^{*}$. This suggests that we look for a formal asymptotic expansion of the form

$$
\begin{align*}
\boldsymbol{V}^{\epsilon}(t, \boldsymbol{x}) & =\boldsymbol{V}^{0}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon \boldsymbol{V}^{1}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon^{2} \boldsymbol{V}^{2}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\cdots  \tag{5.16a}\\
\boldsymbol{U}^{\epsilon}(t, \boldsymbol{x}) & =\boldsymbol{U}^{0}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon \boldsymbol{U}^{1}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon^{2} \boldsymbol{U}^{2}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\cdots \tag{5.16b}
\end{align*}
$$

with $\boldsymbol{V}^{j}(t, \boldsymbol{x}, \boldsymbol{y}), \boldsymbol{U}^{j}(t, \boldsymbol{x}, \boldsymbol{y})$ defined for $t \in \mathbf{R}_{+}, \boldsymbol{x} \in \Omega^{\epsilon}$ and $\boldsymbol{y} \in Y^{*}$ and $Y^{*}$-periodic (i.e. $\boldsymbol{V}^{j}, \boldsymbol{U}^{j}$ are periodic with respect to $G_{\gamma}^{\epsilon}$ ).

Theorem 5.4. Let assumptions (A1)-(A4) hold. For all $T \in \mathbf{R}_{+}$there exists a unique pair $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right) \in H^{1}\left((0, T) \times \Omega^{\epsilon}\right)^{N} \times L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon}\right)^{N}$ satisfying the Neumann problem (5.8a)-(5.9c). Moreover, for $\epsilon \downarrow 0$

$$
\begin{align*}
& \hat{\boldsymbol{U}}^{\epsilon} \xrightarrow{2} \boldsymbol{U}^{0} \text { in } H^{1}\left(0, T ; L^{2}\left(\Omega \times Y^{*}\right)\right)^{N} \text { and }  \tag{5.17a}\\
& \hat{\boldsymbol{V}}^{\epsilon} \xrightarrow{2} \boldsymbol{V}^{0} \text { in } L^{\infty}\left(0, T ; L^{2}\left(\Omega \times Y^{*}\right)\right)^{N} . \tag{5.17b}
\end{align*}
$$

This implies

$$
\begin{align*}
& \hat{\boldsymbol{U}}^{\epsilon} \rightharpoonup \frac{1}{|Y|} \int_{Y^{*}} \boldsymbol{U}^{0}(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \text { in } H^{1}((0, T) \times \Omega)^{N} \text { and }  \tag{5.18a}\\
& \hat{\boldsymbol{V}}^{\epsilon} \rightharpoonup \frac{1}{|Y|} \int_{Y^{*}} \boldsymbol{V}^{0}(t, \boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \boldsymbol{y} \text { in } L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N} \tag{5.18b}
\end{align*}
$$

for $\epsilon \downarrow 0$.
Proof. See Section 5.4 for the full details and [139] for a short proof of the two-scale convergence for a non-perforated setting.

Additionally, we are interested in deriving the speed of convergence of the formal asymptotic expansion. Boundary effects are expected to occur due to intersection of the external boundary with the perforated periodic cells. Hence, a cut-off function is introduced to remove this part from the analysis.

Let $\mathcal{M}_{\epsilon}$ be the cut-off function defined by

$$
\begin{cases}\mathcal{M}_{\epsilon} \in \mathcal{D}(\Omega), &  \tag{5.19}\\ \mathcal{M}_{\epsilon}=0 & \text { if } \operatorname{dist}(\boldsymbol{x}, \partial \Omega) \leq \epsilon \operatorname{diam}(Y) \\ \mathcal{M}_{\epsilon}=1 & \text { if } \operatorname{dist}(\boldsymbol{x}, \partial \Omega) \geq 2 \epsilon \operatorname{diam}(Y) \\ \epsilon\left|\frac{\mathrm{d} \mathcal{M}_{\epsilon}}{\mathrm{d} x_{i}}\right| \leq C & i \in\{1, \ldots, d\}\end{cases}
$$

We refer to

$$
\begin{align*}
& \boldsymbol{\Phi}^{\epsilon}=\boldsymbol{V}^{\epsilon}-\boldsymbol{V}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right)  \tag{5.20a}\\
& \boldsymbol{\Psi}^{\epsilon}=\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{U}^{1}+\epsilon^{2} \boldsymbol{U}^{2}\right) \tag{5.20b}
\end{align*}
$$

as error functions. Now, we are able to state our convergence speed result.
Theorem 5.5. Let assumptions (A1)-(A4) hold. There exist constants $l \geq 0$, $\kappa \geq 0, \tilde{\kappa} \geq 0, \lambda \geq 0$ and $\mu \geq 0$ all independent of $\epsilon$ such that

$$
\begin{align*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) & \leq \mathcal{C}(\epsilon, t),  \tag{5.21a}\\
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) & \leq \mathcal{C}(\epsilon, t) \sqrt{t_{l} e^{l t}} \tag{5.21b}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{C}(\epsilon, t)=C\left(\epsilon^{\frac{1}{2}}+\epsilon^{\frac{3}{2}}\right)\left[1+\epsilon^{\frac{1}{2}}\left(1+\tilde{\kappa} e^{\lambda t}\right)\left(1+\kappa\left(1+t_{l} e^{l t}\right)\right)\right] \exp \left(\mu t_{l} e^{l t}\right) \tag{5.22}
\end{equation*}
$$

where $C$ is a constant independent of $\epsilon$ and $t$, and $t_{l}=\min \{1 / l, t\}$.
Remark 5.5. The upper bounds in (5.21a) and (5.21b) are $\mathcal{O}\left(\epsilon^{\frac{1}{2}}\right)$ for $\epsilon$ independent finite time intervals. We call this type of bounds corrector estimates.

The corrector estimate of $\boldsymbol{\Phi}^{\epsilon}$ in Theorem 5.5 becomes that of the classic linear elliptic system for $\mathrm{K}=0$ and $\mathrm{J}=0$. This is because $\mathrm{K}=0$ and $\mathrm{J}=0$ imply $\tilde{\kappa}=\kappa=\mu=0$, see Section 5.7. See [30] for the classical approach to corrector estimates of elliptic systems in perforated domains and [90] for a spectral approach in non-perforated domains.

Corollary 5.6. Under the assumptions of Theorem 5.5,

$$
\begin{align*}
\left\|\hat{\boldsymbol{V}}^{\epsilon}-\boldsymbol{V}^{0}\right\|_{H_{0}^{1}(\Omega)^{N}}(t) & \leq \mathcal{C}(\epsilon, t),  \tag{5.23a}\\
\left\|\hat{\boldsymbol{U}}^{\epsilon}-\boldsymbol{U}^{0}\right\|_{H^{1}(\Omega)^{N}}(t) & \leq \mathcal{C}(\epsilon, t) \sqrt{t_{l} e^{l t}} \tag{5.23b}
\end{align*}
$$

hold, where $C$ is a constant independent of $\epsilon$ and $t$.

According to Remark 5.5, $\epsilon$-independent finite time intervals yield $\mathcal{O}\left(\epsilon^{\frac{1}{2}}\right)$ corrector estimates. Is it, then, possible to have a converging corrector estimate for diverging time intervals in the limit $\epsilon \downarrow 0$ ? The next theorem answers this question positively.

Theorem 5.7. If $l>0$, we introduce the rescaled time $\tau \ln \left(\frac{1}{\epsilon}\right)=\exp (l t) \geq 1$ and $q \in\left(0, \frac{1}{2}\right)$ independent of both $\epsilon$ and $t$ satisfying $0<\mu \tau / l<\frac{1}{2}-q$. Then, for $0<\epsilon<\exp \left(-\frac{2 \mu}{(1-2 q) l}\right)$, we have the corrector bounds

$$
\begin{align*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) & =\mathcal{O}\left(\epsilon^{\frac{1}{2}-\frac{\mu}{l} \tau}\right)=o(1)=\omega\left(\epsilon^{\frac{1}{2}}\right),  \tag{5.24a}\\
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) & =\mathcal{O}\left(\epsilon^{\frac{1}{2}-\frac{\mu}{\tau} \tau}\right) \mathcal{O}\left(\frac{\epsilon^{-q}}{q}\right)=o(1)=\omega\left(\epsilon^{\frac{1}{2}}\right) \tag{5.24b}
\end{align*}
$$

as $\epsilon \downarrow 0$, where $f=\omega(g)$ means $\lim _{n \rightarrow \infty}|f(n) / g(n)|=\infty$.
Hence, the size of the time interval $(0, T)$ is allowed to depend in a diverging way on $\epsilon$ without destroying the convergence of $\left(\hat{\boldsymbol{U}}^{\epsilon}, \hat{\boldsymbol{V}}^{\epsilon}\right)$ to $(\boldsymbol{u}, \boldsymbol{v})$.
If $l=0$, we introduce the rescaled time $\tau \ln \left(\frac{1}{\epsilon}\right)=t \geq 0$ and $p, q \in\left(0, \frac{1}{2}\right)$ independent of both $\epsilon$ and $t$ satisfying $0<\max \left\{\mu \tau,(\lambda+\mu) \tau+p-\frac{1}{2}\right\}<\frac{1}{2}-q$. Then, for $0<\epsilon<1$, we have the corrector bounds

$$
\begin{align*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}^{N}}(t) & =\mathcal{O}\left(\epsilon^{\frac{1}{2}-\mu \tau}\right)+\mathcal{O}\left(\epsilon^{1-(\lambda+\mu) \tau}\right) \mathcal{O}\left(\frac{\epsilon^{-p}}{p}\right)  \tag{5.25a}\\
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) & =\left[\mathcal{O}\left(\epsilon^{\frac{1}{2}-\mu \tau}\right)+\mathcal{O}\left(\epsilon^{1-(\lambda+\mu) \tau}\right) \mathcal{O}\left(\frac{\epsilon^{-p}}{p}\right)\right] \mathcal{O}\left(\frac{\epsilon^{-q}}{q}\right) \tag{5.25b}
\end{align*}
$$

as $\epsilon \downarrow 0$. If, additionally, $\kappa=0$ holds, then the bounds change to

$$
\begin{align*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) & =\mathcal{O}\left(\epsilon^{\min \left\{\frac{1}{2}, 1-\lambda \tau\right\}}\right)  \tag{5.26a}\\
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) & =\mathcal{O}\left(\epsilon^{\min \left\{\frac{1}{2}, 1-\lambda \tau\right\}}\right) \mathcal{O}\left(\frac{\epsilon^{-q}}{q}\right) \tag{5.26b}
\end{align*}
$$

Proof. Insert the definition of the rescaled time into (5.21a) and (5.21b), use $t_{l}=\min \{1 / l, t\}=t$ for $l=0$ and $t_{l} \leq 1 / l$ for $l>0$. Now one obtains the product $\epsilon^{\delta} \ln (1 / \epsilon)$ for some positive number $\delta>0$ at several locations, which has a single maximal value of $\frac{1}{\delta e}$ at $\ln \left(\frac{1}{\epsilon}\right)=\frac{1}{\delta}$. The minimum function is needed since $\mathcal{O}\left(\epsilon^{r}\right)+\mathcal{O}\left(\epsilon^{s}\right)=\mathcal{O}\left(\epsilon^{\min \{r, s\}}\right)$. The small $o$ and small $\omega$ orders are upper and lower asymptotic convergence speeds, respectively, for $\epsilon \downarrow 0$. The upper bound for $\epsilon$ is needed to guarantee that the interval for $\tau$ corresponds to $t \geq 0$.

Theorem 5.7 indicates that convergence can be retained for certain diverging sequences of time-intervals. Consequently, appropriate rescalings of the time variable yield upscaled systems and convergence rates for systems with regularity conditions different from those in assumptions (A1) - (A3).

Remark 5.6. The tensors L and G are not dependent on $\epsilon$ nor are unbounded functions of $t$. If such a dependence or unbounded behaviour does exist, then bounds similar to those stated in Theorem 5.5 are still valid in a new time-variable $s \in I \subset \mathbf{R}_{+}$if an invertible $C^{1}$-map $f_{\epsilon}$ from $t \in \mathbf{R}_{+}$to s exists such that tensors $\left(\mathrm{L}^{\epsilon} / f_{\epsilon}^{\prime}\right) \circ f_{\epsilon}^{-1},\left(\mathrm{G}^{\epsilon} / f_{\epsilon}^{\prime}\right) \circ f_{\epsilon}^{-1}, \mathrm{M}^{\epsilon} \circ f_{\epsilon}^{-1}, \mathrm{E}^{\epsilon} \circ f_{\epsilon}^{-1}, \mathrm{D}^{\epsilon} \circ f_{\epsilon}^{-1}$, $\mathbf{H}^{\epsilon} \circ f_{\epsilon}^{-1}, \mathbf{K}^{\epsilon} \circ f_{\epsilon}^{-1}$, and $\mathbf{J}^{\epsilon} \circ f_{\epsilon}^{-1}$ satisfy (A1)-(A3).
Moreover, if $f_{\epsilon}\left(\mathbf{R}_{+}\right)=\mathbf{R}_{+}$for $\epsilon>0$ small enough, then the bounds of Theorem 5.7 are valid as well with $\tau$ defined in terms of $s$.

### 5.4 Upscaling procedure

Upscaling of the Neumann problem (5.8a)-(5.9c) can be done by many methods, e.g. via asymptotic expansions or two-scale convergence in suitable function spaces. We proceed in four steps:

1. Existence and uniqueness of $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$.

We rely on Theorem 5.3.
2. Obtain $\epsilon$-independent bounds for $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$.

See Section 5.4.
a. Obtain a priori estimates for $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$. See Lemma 5.8.
b. Obtain $\epsilon$-independent bounds for $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$. See Theorem 5.9.
3. Upscaling via two-scale convergence.

See Section 5.4.
a. Two-scale limit of $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$ for $\epsilon \downarrow 0$. See Lemma 5.10.
b. Two-scale limit of problem (5.8a)-(5.9c) for $\epsilon \downarrow 0$. See Theorem 5.11.
4. Upscaling via asymptotic expansions and relating to two-scale convergence.
See Section 5.4.
a. Expand (5.8a) and $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$. See equations (5.44)-(5.56).
b. Obtain existence \& uniqueness of $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$. See Lemma 5.12 and Lemma 5.13
c. Obtain the defining system of $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$. See equations (5.58)(5.65) and Lemma 5.15.
d. Statement of the upscaled system. See Theorem 5.16.

## $\epsilon$-independent bounds for $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$

In this section, we show $\epsilon$-independent bounds for a weak solution $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$ to the Neumann problem (5.8a)-(5.9c). We define a weak solution to the Neumann problem (5.8a)-(5.9c) as a pair $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right) \in H^{1}\left((0, T) \times \Omega^{\epsilon}\right)^{N} \times$ $L^{\infty}\left((0, T), \mathbb{V}_{\epsilon}\right)^{N}$ satisfying

$$
\left(\mathbf{P}_{w}^{\epsilon}\right) \quad\left\{\begin{array}{l}
\int_{\Omega^{\epsilon}} \boldsymbol{\phi}^{\top}\left[\mathrm{M}^{\epsilon} \boldsymbol{V}^{\epsilon}-\boldsymbol{H}^{\epsilon}-\mathrm{K}^{\epsilon} \boldsymbol{U}^{\epsilon}-\mathrm{J}^{\epsilon} \cdot \nabla \boldsymbol{U}^{\epsilon}\right] \\
\quad+(\nabla \boldsymbol{\phi})^{\top} \cdot\left(\mathrm{E}^{\epsilon} \cdot \nabla \boldsymbol{V}^{\epsilon}+\mathrm{D}^{\epsilon} \boldsymbol{V}^{\epsilon}\right) \mathrm{d} \boldsymbol{x}=0 \\
\int_{\Omega^{\epsilon}} \boldsymbol{\psi}^{\top}\left[\frac{\partial \boldsymbol{U}^{\epsilon}}{\partial t}+\mathrm{L} \boldsymbol{U}^{\epsilon}-\mathrm{G} \boldsymbol{V}^{\epsilon}\right] \mathrm{d} \boldsymbol{x}=0 \\
\boldsymbol{U}^{\epsilon}(0, \boldsymbol{x})=\boldsymbol{U}^{*}(\boldsymbol{x}) \text { for all } \boldsymbol{x} \in \overline{\Omega^{\epsilon}}
\end{array}\right.
$$

for a.e. $t \in(0, T)$ and for all test-functions $\boldsymbol{\phi} \in \mathbb{V}_{\epsilon}^{N}$ and $\boldsymbol{\psi} \in L^{2}\left(\Omega^{\epsilon}\right)^{N}$.
The existence and uniqueness of solutions to system $\left(\mathrm{P}_{w}^{\epsilon}\right)$ can only hold when the parameters are well-balanced. The next lemma provides a set of parameters for which these parameters are well-balanced.

Lemma 5.8. Assume assumptions (A1)-(A3) hold and we have $\epsilon \in\left(0, \epsilon_{0}\right)$ for $\epsilon_{0}>0$, then there exist positive constants $\tilde{m}_{\alpha}, \tilde{e}_{i}, \tilde{H}, \tilde{K}_{\alpha}, \tilde{J}_{i \alpha}$, for $\alpha \in$ $\{1, \ldots, N\}$ and $i \in\{1, \ldots, d\}$ such that the a priori estimate

$$
\begin{align*}
& \sum_{\alpha=1}^{N} \tilde{m}_{\alpha}\left\|V_{\alpha}^{\epsilon}\right\|_{L^{2}(\Omega)}^{2}+\sum_{i=1}^{d} \sum_{\alpha=1}^{N} \tilde{e}_{i}\left\|\frac{\mathrm{~d} V_{\alpha}^{\epsilon}}{\mathrm{d} x_{i}}\right\|_{L^{2}(\Omega)}^{2} \\
& \leq \tilde{H}+\sum_{\alpha=1}^{N} \tilde{K}_{\alpha}\left\|U_{\alpha}^{\epsilon}\right\|_{L^{2}(\Omega)}^{2}+\sum_{i=1}^{d} \sum_{\alpha=1}^{N} \tilde{J}_{i \alpha}\left\|\frac{\mathrm{~d} U_{\alpha}^{\epsilon}}{\mathrm{d} x_{i}}\right\|_{L^{2}(\Omega)}^{2} \tag{5.27}
\end{align*}
$$

holds for a.e. $t \in(0, T)$.
Proof. We test the first equation of ( $\mathbf{P}_{w}^{\epsilon}$ ) with $\boldsymbol{\phi}=\boldsymbol{V}^{\epsilon}$ and apply Young's inequality wherever a product is not a square. A non-square product containing both $\boldsymbol{V}^{\epsilon}$ and $\nabla \boldsymbol{V}^{\epsilon}$ can only be found in the D-term. Hence, Young's
inequality allows all other non-square product terms to have a negligible effect on the coercivity constants $m_{\alpha}$ and $e_{i}$, while affecting $\tilde{H}, \tilde{K}_{\alpha}, \tilde{J}_{i \alpha}$. Therefore, we only need to enforce two inequalities to prove the lemma by guaranteeing coercivity, i.e.

$$
\begin{align*}
& e_{i}-\sum_{\alpha=1}^{N} \frac{\eta_{i \beta \alpha}}{2} \tilde{D}_{i \beta \alpha} \geq \tilde{e}_{i}>0 \text { for } \beta \in\{1, \ldots, N\}, i \in\{1, \ldots, d\},  \tag{5.28a}\\
& m_{\alpha}-\sum_{i=1}^{d} \sum_{\beta=1}^{N} \frac{\tilde{D}_{i \beta \alpha}}{2 \eta_{i \beta \alpha}} \geq \tilde{m}_{\alpha}>0 \text { for } \alpha \in\{1, \ldots, N\}, \tag{5.28b}
\end{align*}
$$

where $\tilde{D}_{i \beta \alpha}=\left\|D_{i \beta \alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}$. We can choose $\eta_{i \beta \alpha}>0$ satisfying

$$
\begin{equation*}
\frac{d N \tilde{D}_{i \beta \alpha}}{2 m_{\alpha}}<\eta_{i \beta \alpha}<\frac{2 e_{i}}{N \tilde{D}_{i \beta \alpha}} \tag{5.29}
\end{equation*}
$$

if inequality (5.12) in assumption (A3) is satisfied. For the exact definition of the constants $\tilde{m}_{\alpha}, \tilde{e}_{i}, \tilde{H}, \tilde{K}_{\alpha}, \tilde{J}_{i \alpha}$, see equations (5.127a)-(5.127e) in Section 5.7.

Theorem 5.9. Assume (A1)-(A3) to hold, then there exist positive constants $C, \tilde{\kappa}$ and $\lambda$ independent of $\epsilon$ such that

$$
\begin{equation*}
\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) \leq C e^{\lambda t}, \quad\left\|\boldsymbol{V}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) \leq C\left(1+\tilde{\kappa} e^{\lambda t}\right) \tag{5.30}
\end{equation*}
$$

hold for $t \geq 0$.
Proof. By (A1) - (A3) there exist positive numbers $\tilde{m}_{\alpha}, \tilde{e}_{i}, \tilde{H}, \tilde{K}_{\alpha}, \tilde{J}_{i \alpha}$ for $\alpha \in\{1, \ldots, N\}$ and $i \in\{1, \ldots, d\}$ such that the a priori estimate (5.27) stated in Lemma 5.8 holds. Moreover, what concerns system $\left(\mathbf{P}_{w}^{\epsilon}\right)$ there exist $L_{G}$, $L_{N}, G_{G}$, and $G_{N}$, see equations (5.126a)-(5.126d) in Section 5.7, such that

$$
\begin{align*}
\frac{\partial}{\partial t}\left\|\boldsymbol{U}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2} \leq & L_{N}\left\|\boldsymbol{U}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}+G_{N}\left\|\boldsymbol{V}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}  \tag{5.31a}\\
\frac{\partial}{\partial t}\left\|\nabla \boldsymbol{U}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{d \times N}}^{2} \leq & L_{G}\left\|\boldsymbol{U}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}+L_{N}\left\|\nabla \boldsymbol{U}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{d \times N}}^{2} \\
& +G_{G}\left\|\boldsymbol{V}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}+G_{N}\left\|\nabla \boldsymbol{V}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{d \times N}}^{2} \tag{5.31b}
\end{align*}
$$

hold. Adding (5.31a) and (5.31b), and using (5.27), we obtain a positive constant $I$ and a vector $\boldsymbol{J} \in \mathbf{R}_{+}^{N}$ such that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}^{2} \leq \boldsymbol{J}+I\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}^{2} \tag{5.32}
\end{equation*}
$$

with

$$
\begin{align*}
I & =\max \left\{0, L_{N}+\max \left\{L_{G}+G_{M} \max _{1 \leq \alpha \leq N}\left\{\tilde{K}_{\alpha}\right\}, G_{1 \leq \alpha \leq N, 1 \leq i \leq d} \max _{1 \leq 1}\left\{\tilde{J}_{i \alpha}\right\}\right\}\right\},  \tag{5.33a}\\
G_{M} & =\max _{1 \leq \alpha<N, 1 \leq i \leq d}\left\{\frac{G_{N}+G_{G}}{\tilde{m}_{\alpha}}, \frac{G_{N}}{\tilde{e}_{i}}\right\} . \tag{5.33b}
\end{align*}
$$

Applying Gronwall's inequality, see [39, Thm. 1], to (5.32) yields the existence of a constant $\lambda$ defined as $\lambda=I / 2$, such that

$$
\begin{equation*}
\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) \leq C e^{\lambda t}, \quad\left\|\boldsymbol{V}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) \leq C\left(1+\tilde{\kappa} e^{\lambda t}\right) \tag{5.34}
\end{equation*}
$$

with $\tilde{\kappa}=\max _{1 \leq \alpha \leq N, 1 \leq i \leq d}\left\{\tilde{K}_{\alpha}, \tilde{J}_{i \alpha}\right\}$.

Remark 5.7. It is difficult to obtain exact expressions for optimal values of $L_{N}, L_{G}, G_{N}$ and $G_{G}$ such that a minimal positive value of $\lambda$ is obtained. See Section 5.7 for the exact dependence of $\lambda$ on the parameters involved in the Neumann problem (5.8a)-(5.9c).

Remark 5.8. The $(0, T) \times \Omega^{\epsilon}$-measurability of $\boldsymbol{U}^{\epsilon}$ and $\boldsymbol{V}^{\epsilon}$ can be proven based on the Rothe-method (discretization in time) in combination with the convergence of piecewise linear functions to any function in the spaces $H^{1}((0, T) \times$ $\left.\Omega^{\epsilon}\right)$ or $L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon}\right)$. One can prove that both $\boldsymbol{U}^{\epsilon}$ and $\boldsymbol{V}^{\epsilon}$ are measurable and are weak solutions to $\left(\mathbf{P}_{w}^{\epsilon}\right)$. See Chapter 2 in [136] for a pseudo-parabolic system for which the Rothe-method is used to show existence (and hence also measurability).

Remark 5.9. Since we have $\mathrm{G} \in L^{\infty}\left(\mathbf{R}_{+} ; W^{1, \infty}(\Omega)\right)^{N \times N}$ and $\boldsymbol{V}^{\epsilon} \in L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon}\right)^{N}$, we are allowed to differentiate equation (5.8b) with respect to $\boldsymbol{x}$ and test the resulting identity with both $\nabla \boldsymbol{U}^{\epsilon}$ and $\frac{\partial}{\partial t} \nabla \boldsymbol{U}^{\epsilon}$. However, conversely, we are not allowed to differentiate equation ( $5.8 a$ ) with respect to $t$ as all tensors have insufficient regularity: they are in $L^{\infty}\left(\mathbf{R}_{+} \times \Omega^{\epsilon}\right)^{N \times N}$.

Remark 5.10. We cannot differentiate equation (5.8b) with respect to $\boldsymbol{x}$ when L or G has decreased spatial regularity, for example $L^{\infty}((0, T) \times \Omega)^{N \times N}$. One can still obtain unique solutions of $\left(\mathbf{P}_{w}^{\epsilon}\right)$ if and only if $\mathrm{J}^{\epsilon}=0$ holds, since it removes the $\nabla \boldsymbol{U}^{\epsilon}$ term from equation (5.8a). Consequently, Theorem 5.9 holds with $\boldsymbol{U}^{\epsilon} \in H^{1}\left((0, T) ; L^{2}\left(\Omega^{\epsilon}\right)\right)$ and $\mathbf{J}^{\epsilon}=0$ under the additional relaxed regularity assumption $\mathrm{L}, \mathrm{G} \in L^{\infty}((0, T) \times \Omega)^{N \times N}$ and with $\lambda$ modified by taking $L_{G}=\tilde{J}_{i \alpha}=0$ and by replacing $G_{M}$ with $G_{N} / \min _{1 \leq \alpha \leq N} \tilde{m}_{\alpha}$.

## Upscaling the system ( $\mathbf{P}_{w}^{\epsilon}$ ) via two-scale convergence

We recall the notation $\hat{f}^{\epsilon}$ to denote the extension on $\Omega$ via the operator $\mathcal{P}^{\epsilon}$ for $f^{\epsilon}$ defined on $\Omega^{\epsilon}$. This extension operator $\mathcal{P}^{\epsilon}$, as defined in Theorem 5.1, is well-defined if both $\partial \mathcal{T}$ and $\partial \Omega$ are $C^{2}$-regular, assumption (A4) holds, and $\partial \mathcal{T} \cap \partial Y=\emptyset$, see [30]. Hence, the extension operator is well-defined in our setting.

Lemma 5.10. Assume (A1)-(A4) to hold. For each $\epsilon \in\left(0, \epsilon_{0}\right)$, let the pair of sequences $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right) \in H^{1}\left((0, T) \times \Omega^{\epsilon}\right)^{N} \times L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon}\right)^{N}$ be the unique weak solution to $\left(\mathbf{P}_{w}^{\epsilon}\right)$. Then this sequence of weak solutions satisfies the estimates

$$
\begin{equation*}
\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left((0, T) \times \Omega^{\epsilon}\right)^{N}}+\left\|\boldsymbol{V}^{\epsilon}\right\|_{L^{\infty}\left((0, T) ; \mathbb{V}_{\epsilon}\right)^{N}} \leq C \tag{5.35}
\end{equation*}
$$

for all $\epsilon \in\left(0, \epsilon_{0}\right)$ and there exist vector functions

$$
\begin{align*}
& \boldsymbol{u} \text { in } H^{1}((0, T) \times \Omega)^{N},  \tag{5.36a}\\
& \mathcal{U} \text { in } H^{1}\left((0, T) ; L^{2}\left(\Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)\right)^{N},  \tag{5.36b}\\
& \boldsymbol{v} \text { in } L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N},  \tag{5.36c}\\
& \mathcal{V} \text { in } L^{\infty}\left((0, T) \times \Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)^{N}, \tag{5.36d}
\end{align*}
$$

and a subsequence $\epsilon^{\prime} \subset \epsilon$, for which the following two-scale convergences

$$
\begin{gather*}
\hat{\boldsymbol{U}}^{\epsilon^{\prime}} \xrightarrow{2} \boldsymbol{u}  \tag{5.37a}\\
\frac{\partial}{\partial t} \hat{\boldsymbol{U}}^{\epsilon^{\prime}} \xrightarrow{2} \frac{\partial}{\partial t} \boldsymbol{u}  \tag{5.37b}\\
\nabla \hat{\boldsymbol{U}}^{\epsilon^{\prime}} \xrightarrow{2} \nabla \boldsymbol{u}+\nabla_{\boldsymbol{y}} \mathcal{U}  \tag{5.37c}\\
\frac{\partial}{\partial t} \nabla \hat{\boldsymbol{U}}^{\epsilon^{\prime}} \xrightarrow{2} \frac{\partial}{\partial t} \nabla \boldsymbol{u}+\frac{\partial}{\partial t} \nabla_{\boldsymbol{y}} \mathcal{U}  \tag{5.37d}\\
\hat{\boldsymbol{V}}^{\epsilon^{\prime}} \xrightarrow{2} \boldsymbol{v}  \tag{5.37e}\\
\nabla \hat{\boldsymbol{V}}^{\epsilon^{\prime}} \xrightarrow{2} \nabla \boldsymbol{v}+\nabla_{\boldsymbol{y}} \mathcal{V} \tag{5.37f}
\end{gather*}
$$

hold.
Proof. For all $\epsilon>0$, Theorem 5.9 gives the bounds (5.35) independent of the choice of $\epsilon$. Hence, $\hat{\boldsymbol{U}}^{\epsilon} \rightharpoonup \boldsymbol{u}$ in $H^{1}((0, T) \times \Omega)^{N}$ and $\hat{\boldsymbol{V}}^{\epsilon} \rightharpoonup \boldsymbol{v}$ in $L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N}$ as $\epsilon \rightarrow 0$. By Proposition 2.15 in Section 2.4 , we obtain a subsequence $\epsilon^{\prime} \subset \epsilon$ and functions $\boldsymbol{u} \in H^{1}((0, T) \times \Omega)^{N}, \boldsymbol{v} \in L^{2}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N}$, $\mathcal{U}, \mathcal{V} \in L^{2}\left((0, T) \times \Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)^{N}$ such that (5.37a), (5.37b), (5.37c), (5.37e),
and (5.37f) hold for a.e. $t \in(0, T)$. Moreover, there exists a vector function $\tilde{\mathcal{U}} \in L^{2}\left((0, T) \times \Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)^{N}$ such that the following two-scale convergence

$$
\begin{equation*}
\frac{\partial}{\partial t} \nabla \hat{\boldsymbol{U}}^{\epsilon^{\prime}} \xrightarrow{2} \frac{\partial}{\partial t} \nabla \boldsymbol{u}+\nabla_{\boldsymbol{y}} \tilde{\mathcal{U}} \tag{5.38}
\end{equation*}
$$

holds for the same subsequence $\epsilon^{\prime}$. Using two-scale convergence, Fubini's Theorem and partial integration in time, we obtain an increased regularity for $\mathcal{U}$, i.e. $\mathcal{U} \in H^{1}\left((0, T) ; L^{2}\left(\Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)\right)^{N}$, with $\frac{\partial}{\partial t} \nabla_{\boldsymbol{y}} \mathcal{U}=\nabla_{\boldsymbol{y}} \tilde{\mathcal{U}}$.

By Lemma 5.10, we can determine the macroscopic version of $\left(\mathbf{P}_{w}^{\epsilon}\right)$, which we denote by $\left(\mathbf{P}_{w}^{0}\right)$. This is as stated in Theorem 5.11.

Theorem 5.11. Assume the hypotheses of Lemma 5.10 to be satisfied. Then the two-scale limits $\boldsymbol{u} \in H^{1}((0, T) \times \Omega)^{N}$ and $\boldsymbol{v} \in L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N}$ introduced in Lemma 5.10 form a weak solution to

$$
\left(\mathbf{P}_{w}^{0}\right) \quad\left\{\begin{array}{l}
\int_{\Omega} \boldsymbol{\phi}^{\top}[\overline{\mathrm{M}} \boldsymbol{v}-\overline{\boldsymbol{H}}-\overline{\mathrm{K}} \boldsymbol{u}] \\
\quad+(\nabla \boldsymbol{\phi})^{\top} \cdot\left(\mathrm{E}^{*} \cdot \nabla \boldsymbol{v}+\mathrm{D}^{*} \boldsymbol{v}\right) \mathrm{d} \boldsymbol{x}=0 \\
\int_{\Omega} \boldsymbol{\psi}^{\top}\left[\frac{\partial \boldsymbol{u}}{\partial t}+\mathrm{L} \boldsymbol{u}-\mathrm{G} \boldsymbol{v}\right] \mathrm{d} \boldsymbol{x}=0 \\
\boldsymbol{u}(0, \boldsymbol{x})=\boldsymbol{U}^{*}(\boldsymbol{x}) \quad \text { for } \boldsymbol{x} \in \Omega
\end{array}\right.
$$

for a.e. $t \in(0, T)$ for all test functions $\boldsymbol{\phi} \in H_{0}^{1}(\Omega)^{N}$, and $\boldsymbol{\psi} \in L^{2}(\Omega)^{N}$, where the barred tensors and vectors are $Y^{*}$ averaged functions as introduced in (A2). Furthermore,

$$
\begin{equation*}
\mathrm{E}^{*}=\frac{1}{|Y|} \int_{Y^{*}} \mathrm{E} \cdot\left(1+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right) \mathrm{d} \boldsymbol{y}, \quad \mathrm{D}^{*}=\frac{1}{|Y|} \int_{Y^{*}} \mathrm{D}+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z} \mathrm{~d} \boldsymbol{y} \tag{5.39}
\end{equation*}
$$

are the wanted effective coefficients. The auxiliary tensors $\mathrm{Z}_{\alpha \beta}, W_{i} \in L^{\infty}\left(0, T ; W^{2, \infty}\left(\Omega ; H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}\right)\right)$ satisfy the cell problems

$$
\begin{align*}
& \mathbf{0}=\int_{Y^{*}} \boldsymbol{\Phi}^{\top} \cdot\left(\nabla_{\boldsymbol{y}} \cdot\left[\mathrm{E} \cdot\left(1+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)\right]\right) \mathrm{d} \boldsymbol{y}=\int_{Y^{*}} \boldsymbol{\Phi}^{\top} \cdot\left(\nabla_{\boldsymbol{y}} \cdot \hat{\mathrm{E}}\right) \mathrm{d} \boldsymbol{y}  \tag{5.40a}\\
& \mathbf{0}=\int_{Y^{*}} \boldsymbol{\Psi}^{\top}\left(\nabla_{\boldsymbol{y}} \cdot\left[\mathrm{D}+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z}\right]\right) \mathrm{d} \boldsymbol{y}=\int_{Y^{*}} \boldsymbol{\Psi}^{\top}\left(\nabla_{\boldsymbol{y}} \cdot \hat{\mathrm{D}}\right) \mathrm{d} \boldsymbol{y} \tag{5.40b}
\end{align*}
$$

for all $\boldsymbol{\Phi} \in C_{\#}\left(Y^{*}\right)^{d}, \boldsymbol{\Psi} \in C_{\#}\left(Y^{*}\right)^{N}$.
Proof. The solution to system $\left(\mathbf{P}_{w}^{\epsilon}\right)$ is extended to $\Omega$ by taking $\hat{\boldsymbol{H}}^{\epsilon}, \hat{\boldsymbol{V}}^{\epsilon}, \hat{\boldsymbol{U}}^{\epsilon}$ for $\boldsymbol{H}^{\epsilon}, \boldsymbol{V}^{\epsilon}, \boldsymbol{U}^{\epsilon}$, respectively. The extended system is satisfied on $\mathcal{T}^{\epsilon} \cap \Omega$ and
it satisfies the boundary conditions on $\partial_{\text {int }} \Omega^{\epsilon}$ of system $\left(\mathbf{P}_{w}^{\epsilon}\right)$. Hence, it is sufficient to look at $\left(\mathbf{P}_{w}^{\epsilon}\right)$ only. In $\left(\mathbf{P}_{w}^{\epsilon}\right)$, we choose $\boldsymbol{\psi}=\boldsymbol{\psi}^{\epsilon}=\boldsymbol{\Psi}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)$ for the test function $\boldsymbol{\Psi} \in L^{2}\left((0, T) ; \mathcal{D}\left(\Omega^{\epsilon} ; C_{\#}^{\infty}\left(Y^{*}\right)\right)\right)^{N}$, and $\boldsymbol{\phi}=\boldsymbol{\phi}^{\epsilon}=\boldsymbol{\Phi}(t, \boldsymbol{x})+$ $\epsilon \boldsymbol{\varphi}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)$ for the test function $\boldsymbol{\Phi} \in L^{2}\left((0, T) ; C_{0}^{\infty}\left(\Omega^{\epsilon}\right)\right)^{N}$,
$\varphi \in L^{2}\left((0, T) ; \mathcal{D}\left(\Omega^{\epsilon} ; C_{\#}^{\infty}\left(Y^{*}\right)\right)\right)^{N}$. Corollary 2.17 and Theorem 2.18 of Section 2.4 in combination with (2.33) lead to $\mathrm{T}^{\epsilon} \xrightarrow{2} \mathrm{~T}$, where $\mathrm{T}^{\epsilon}$ is an arbitrary tensor or vector in $\left(\mathrm{P}_{w}^{\epsilon}\right)$ other than L and G . Moreover, by Corollary 2.17, Proposition 2.15 and Proposition 2.16 of Section 2.4 we have $\boldsymbol{\psi}^{\epsilon} \xrightarrow{2} \boldsymbol{\Psi}(t, \boldsymbol{x}, \boldsymbol{y})$, $\boldsymbol{\phi}^{\epsilon} \xrightarrow{2} \boldsymbol{\Phi}(t, \boldsymbol{x})$, and $\nabla \boldsymbol{\phi}^{\epsilon} \xrightarrow{2} \nabla \boldsymbol{\Phi}(t, \boldsymbol{x})+\nabla_{\boldsymbol{y}} \boldsymbol{\varphi}(t, \boldsymbol{x}, \boldsymbol{y})$. By Corollary 2.17 and Theorem 2.18 of Section 2.4, there is a two-scale limit of $\left(\mathbf{P}_{w}^{\epsilon}\right)$, reading

$$
\begin{align*}
& \int_{\Omega} \frac{1}{|Y|} \int_{Y^{*}} \boldsymbol{\Phi}^{\top}[\mathrm{M} \boldsymbol{v}-\boldsymbol{H}-\mathrm{K} \boldsymbol{u}] \\
&+\left(\nabla \boldsymbol{\Phi}+\nabla_{\boldsymbol{y}} \boldsymbol{\varphi}\right)^{\top} \cdot\left[\mathrm{E} \cdot\left(\nabla \boldsymbol{v}+\nabla_{\boldsymbol{y}} \mathcal{V}\right)+\mathrm{D} \boldsymbol{v}\right] \\
&+\boldsymbol{\Psi}^{\top}\left[\frac{\partial \boldsymbol{u}}{\partial t}+\mathrm{L} \boldsymbol{u}-\mathrm{G} \boldsymbol{v}\right] \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x}=0 \tag{5.41}
\end{align*}
$$

Similarly, the initial condition

$$
\begin{equation*}
\boldsymbol{u}(0, \boldsymbol{x})=\boldsymbol{U}^{*}(\boldsymbol{x}), \quad \boldsymbol{x} \in \bar{\Omega} \tag{5.42}
\end{equation*}
$$

is satisfied by $\boldsymbol{u}$ as $\nabla_{\boldsymbol{y}} \boldsymbol{u}=0$ holds.
For $\boldsymbol{\Phi}=\mathbf{\Psi}=\mathbf{0}$, we can take $\mathcal{V}=\boldsymbol{W} \cdot \nabla \boldsymbol{v}+\mathbf{Z} \boldsymbol{v}+\tilde{\mathcal{V}}$, where $\boldsymbol{W}$ and $\mathbf{Z}$ satisfy the cell problems (5.40a) and (5.40b), respectively, and $\nabla_{\boldsymbol{y}} \tilde{\mathcal{V}}=0$. The existence and uniqueness of $\boldsymbol{W}$ and $Z$ follows from Lax-Milgram as cell problems (5.40a) and (5.40b) are linear elliptic systems by (A2) for the Hilbert space $H_{\#}^{1}\left(Y^{*}\right)$. The regularity of $\boldsymbol{W}$ and Z in $t \in(0, T)$ and $\boldsymbol{x} \in \Omega$ follows from the regularity of $E$ and $D$ as stated in (A1), (A2) and (A3). Moreover, we obtain $\boldsymbol{v} \in$ $L^{\infty}\left((0, T) ; H^{2}(\Omega)\right)$ due to (A1). Then Proposition 2.15, Theorem 2.18 of Section 2.4 and the embedding $H^{1 / 2}\left(Y^{*}\right) \hookrightarrow L^{2}(\partial \mathcal{T})$ yields $0=\frac{\partial \boldsymbol{V}^{\epsilon}}{\partial \nu_{\mathrm{D}^{\epsilon}}} \xrightarrow{2}$ $(\hat{\mathrm{E}} \nabla \boldsymbol{v}+\hat{\mathrm{D}} \boldsymbol{v}) \cdot \boldsymbol{n}=0$ on $\partial Y^{*}$, which is automatically guaranteed by (5.40a) and (5.40b).

Hence, $\left(\mathbf{P}_{w}^{0}\right)$ yields the strong form system

$$
\left(\mathbf{P}_{s}^{0}\right) \begin{cases}\overline{\mathrm{M}} \boldsymbol{v}-\operatorname{div}\left(\mathrm{E}^{*} \cdot \nabla \boldsymbol{v}+\mathrm{D}^{*} \boldsymbol{v}\right)=\overline{\boldsymbol{H}}+\overline{\mathrm{K}} \boldsymbol{u} & \text { in }(0, T) \times \Omega \\ \frac{\partial \boldsymbol{u}}{\partial t}+\mathrm{L} \boldsymbol{u}=\mathrm{G} \boldsymbol{v} & \text { in }(0, T) \times \Omega \\ \boldsymbol{v}=\mathbf{0} & \text { on }(0, T) \times \partial \Omega \\ \boldsymbol{u}=\boldsymbol{U}^{*} & \text { on }\{0\} \times \bar{\Omega}\end{cases}
$$

when, next to the regularity of (A1), the following regularity holds:

$$
\begin{align*}
M_{\alpha \beta}, H_{\alpha}, K_{\alpha \beta} & \in C\left(0, T ; C^{1}\left(\Omega ; C_{\#}^{1}\left(Y^{*}\right)\right)\right),  \tag{5.43a}\\
E_{i j}, D_{i \alpha \beta} & \in C\left(0, T ; C^{2}\left(\Omega ; C_{\#}^{2}\left(Y^{*}\right)\right)\right),  \tag{5.43b}\\
L_{\alpha \beta}, G_{\alpha \beta} & \in C\left(0, T ; C^{1}(\Omega)\right),  \tag{5.43c}\\
U^{*} & \in C(\bar{\Omega}), \tag{5.43d}
\end{align*}
$$

for all $T \in \mathbf{R}_{+}$, when both $\partial \Omega$ and $\partial \mathcal{T}$ are $C^{3}$-boundaries.

## Upscaling via asymptotic expansions

Even though the previous section showed that there is a two-scale limit $(\boldsymbol{u}, \boldsymbol{v})$, it is necessary to show the relation between $(\boldsymbol{u}, \boldsymbol{v})$ and $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$. To this end, we first rewrite the Neumann problem (5.8a)-(5.9c) and then use asymptotic expansions such that we are lead to the two-scale limit, including the cellfunctions, in a natural way.

The Neumann problem (5.8a)-(5.9c) can be written in operator form as

$$
\begin{cases}\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon}=\mathcal{H}^{\epsilon} \boldsymbol{U}^{\epsilon} & \text { on }(0, T) \times \Omega^{\epsilon}  \tag{5.44}\\ \mathcal{L} \boldsymbol{U}^{\epsilon}=\mathrm{G} \boldsymbol{V}^{\epsilon} & \text { on }(0, T) \times \Omega^{\epsilon} \\ \boldsymbol{U}^{\epsilon}=\boldsymbol{U}^{*} & \text { in }\{0\} \times \Omega^{\epsilon} \\ \boldsymbol{V}^{\epsilon}=0 & \text { on }(0, T) \times \partial_{e x t} \Omega^{\epsilon} \\ \frac{\mathrm{d} \boldsymbol{V}^{\epsilon}}{\mathrm{d} \nu_{\mathrm{D}^{\epsilon}}}=0 & \text { on }(0, T) \times \partial_{i n t} \Omega^{\epsilon}\end{cases}
$$

as indicated in Section 5.2.
We postulate the following asymptotic expansions in $\epsilon$ of $\boldsymbol{U}^{\epsilon}$ and $\boldsymbol{V}^{\epsilon}$ :

$$
\begin{align*}
& \boldsymbol{V}^{\epsilon}(t, \boldsymbol{x})=\boldsymbol{V}^{0}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon \boldsymbol{V}^{1}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon^{2} \boldsymbol{V}^{2}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\cdots,  \tag{5.45a}\\
& \boldsymbol{U}^{\epsilon}(t, \boldsymbol{x})=\boldsymbol{U}^{0}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon \boldsymbol{U}^{1}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\epsilon^{2} \boldsymbol{U}^{2}\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\cdots \tag{5.45b}
\end{align*}
$$

Note that a rigorous argument for using formal asymptotic expansions needs corrector estimates, which we obtain in the next section.
Let $\boldsymbol{\Phi}=\boldsymbol{\Phi}(t, \boldsymbol{x}, \boldsymbol{y}) \in L^{\infty}\left(0, T ; C^{2}\left(\Omega ; C_{\#}^{2}\left(Y^{*}\right)\right)\right)^{N}$ be a vector function depending on two spatial variables $\boldsymbol{x}$ and $\boldsymbol{y}$, and introduce $\boldsymbol{\Phi}^{\epsilon}(t, \boldsymbol{x})=\boldsymbol{\Phi}(t, \boldsymbol{x}, \boldsymbol{x} / \epsilon)$. Then the total spatial derivatives in $\boldsymbol{x}$ become two partial derivatives, one in
$\boldsymbol{x}$ and one in $\boldsymbol{y}$ :

$$
\begin{align*}
\nabla \boldsymbol{\Phi}^{\epsilon}(t, \boldsymbol{x}) & =\frac{1}{\epsilon}\left(\nabla_{\boldsymbol{y}} \boldsymbol{\Phi}\right)\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\left(\nabla_{\boldsymbol{x}} \boldsymbol{\Phi}\right)\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right),  \tag{5.46a}\\
\operatorname{div} \boldsymbol{\Phi}^{\epsilon}(t, \boldsymbol{x}) & =\frac{1}{\epsilon}\left(\nabla_{\boldsymbol{y}} \cdot \boldsymbol{\Phi}\right)\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right)+\left(\nabla_{\boldsymbol{x}} \cdot \boldsymbol{\Phi}\right)\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) . \tag{5.46b}
\end{align*}
$$

Do note, the evaluation $\boldsymbol{y}=\boldsymbol{x} / \epsilon$ is suspended as is common in formal asymptotic expansions, leading to the use of $\boldsymbol{y} \in Y^{*}$ and $\boldsymbol{x} \in \Omega$.
Hence, $\mathcal{A}^{\epsilon} \boldsymbol{\Phi}^{\epsilon}$ can be formally expanded:

$$
\begin{equation*}
\mathcal{A}^{\epsilon} \boldsymbol{\Phi}^{\epsilon}=\left[\left(\frac{1}{\epsilon^{2}} \mathcal{A}^{0}+\frac{1}{\epsilon} \mathcal{A}^{1}+\mathcal{A}^{2}\right) \boldsymbol{\Phi}\right]\left(t, \boldsymbol{x}, \frac{\boldsymbol{x}}{\epsilon}\right) \tag{5.47}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{A}^{0} \boldsymbol{\Phi}=-\nabla_{\boldsymbol{y}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{\Phi}\right),  \tag{5.48a}\\
& \mathcal{A}^{1} \boldsymbol{\Phi}=-\nabla_{\boldsymbol{y}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{\Phi}\right)-\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{\Phi}\right)-\nabla_{\boldsymbol{y}} \cdot(\mathrm{D} \boldsymbol{\Phi}),  \tag{5.48b}\\
& \mathcal{A}^{2} \boldsymbol{\Phi}=\quad \mathrm{M} \boldsymbol{\Phi}-\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{\Phi}\right)-\nabla_{\boldsymbol{x}} \cdot(\mathrm{D} \boldsymbol{\Phi}) . \tag{5.48c}
\end{align*}
$$

Moreover, $\mathcal{H}^{\epsilon} \boldsymbol{\Phi}^{\epsilon}$ can be written as $\boldsymbol{H}+\left(\mathcal{H}^{0}+\epsilon \mathcal{H}^{1}\right) \boldsymbol{\Phi}$, where

$$
\begin{align*}
& \mathcal{H}^{0}=\mathrm{K}+\mathrm{J} \cdot \nabla_{\boldsymbol{y}},  \tag{5.49a}\\
& \mathcal{H}^{1}=\mathrm{J} \cdot \nabla_{\boldsymbol{x}} . \tag{5.49b}
\end{align*}
$$

Since the outward normal $\boldsymbol{n}$ on $\partial \mathcal{T}$ depends only on $\boldsymbol{y}$ and the outward normal $\boldsymbol{n}^{\epsilon}$ on $\partial_{\text {int }} \Omega^{\epsilon}=\partial \mathcal{T}^{\epsilon} \cap \Omega$ is defined as the $Y$-periodic function $\left.\boldsymbol{n}\right|_{\boldsymbol{y}=\boldsymbol{x} / \epsilon}$, one has

$$
\begin{align*}
\frac{\partial \boldsymbol{\Phi}^{\epsilon}}{\partial \nu_{\mathrm{D}} \epsilon} & =\left(\mathrm{E}^{\epsilon} \cdot \frac{\mathrm{d} \boldsymbol{\Phi}^{\epsilon}}{\mathrm{d} \boldsymbol{x}}+\mathrm{D}^{\epsilon} \boldsymbol{\Phi}^{\epsilon}\right) \cdot \boldsymbol{n}^{\epsilon} \\
& =\left(\frac{1}{\epsilon} \mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{\Phi}+\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{\Phi}+\mathrm{D} \boldsymbol{\Phi}\right) \cdot \boldsymbol{n}^{\epsilon} \\
= & \frac{1}{\epsilon} \frac{\partial \boldsymbol{\Phi}^{\epsilon}}{\partial \nu_{\mathrm{E}}}+\frac{\partial \boldsymbol{\Phi}^{\epsilon}}{\partial \nu_{\mathrm{D}}} \tag{5.50}
\end{align*}
$$

Inserting (5.45a), (5.45b), (5.47) - (5.50) into the Neumann problem (5.44) and expanding the full problem into powers of $\epsilon$, we obtain the following auxilliary systems:

$$
\begin{cases}\mathcal{A}^{0} \boldsymbol{V}^{0}=0 & \text { in }(0, T) \times \Omega \times Y^{*}  \tag{5.51}\\ \frac{\partial \boldsymbol{V}^{0}}{\partial \nu_{\mathrm{E}}}=0 & \text { on }(0, T) \times \Omega \times \partial \mathcal{T} \\ \boldsymbol{V}^{0}=0 & \text { on }(0, T) \times \partial \Omega \times Y^{*} \\ \boldsymbol{V}^{0} \quad Y \text {-periodic, } & \end{cases}
$$

$$
\begin{gather*}
\begin{cases}\mathcal{A}^{0} \boldsymbol{V}^{1}=-\mathcal{A}^{1} \boldsymbol{V}^{0} & \text { in }(0, T) \times \Omega \times Y^{*}, \\
\frac{\partial \boldsymbol{V}^{1}}{\partial \nu_{\mathrm{E}}}=-\frac{\partial \boldsymbol{V}^{0}}{\partial \nu_{\mathrm{D}}} & \text { on }(0, T) \times \Omega \times \partial \mathcal{T}, \\
\boldsymbol{V}^{1}=0 & \text { on }(0, T) \times \partial \Omega \times Y^{*}, \\
\boldsymbol{V}^{1} \quad Y \text {-periodic, }\end{cases}  \tag{5.52}\\
\begin{cases}\mathcal{A}^{0} \boldsymbol{V}^{2}=-\mathcal{A}^{1} \boldsymbol{V}^{1}-\mathcal{A}^{2} \boldsymbol{V}^{0}+\boldsymbol{H}+\mathcal{H}^{0} \boldsymbol{U}^{0} & \text { in }(0, T) \times \Omega \times Y^{*}, \\
\frac{\partial \boldsymbol{V}^{2}}{\partial \nu_{\mathrm{E}}}=-\frac{\partial \boldsymbol{V}^{1}}{\partial \nu_{\mathrm{D}}} & \text { on }(0, T) \times \Omega \times \partial \mathcal{T}, \\
\boldsymbol{V}^{2}=0 & \text { on }(0, T) \times \partial \Omega \times Y^{*} \\
\boldsymbol{V}^{2} Y \text {-periodic. } & \end{cases} \tag{5.53}
\end{gather*}
$$

For $i \geq 3$, we have

$$
\begin{cases}\mathcal{A}^{0} \boldsymbol{V}^{i}=-\mathcal{A}^{1} \boldsymbol{V}^{i-1}-\mathcal{A}^{2} \boldsymbol{V}^{i-2} & \text { in }(0, T) \times \Omega \times Y^{*}  \tag{5.54}\\ +\mathcal{H}^{0} \boldsymbol{U}^{i-2}+\mathcal{H}^{1} \boldsymbol{U}^{i-3} & \\ \frac{\partial \boldsymbol{V}^{i}}{\partial \nu_{\mathrm{E}}}=-\frac{\partial \boldsymbol{V}^{i-1}}{\partial \nu_{\mathrm{D}}} & \text { on }(0, T) \times \Omega \times \partial \mathcal{T} \\ \boldsymbol{V}^{i}=0 & \text { on }(0, T) \times \partial \Omega \times Y^{*} \\ \boldsymbol{V}^{i} \quad Y \text {-periodic. } & \end{cases}
$$

Furthermore, we have

$$
\begin{cases}\mathcal{L} \boldsymbol{U}^{0}=\mathrm{G} \boldsymbol{V}^{0} & \text { in }(0, T) \times \Omega \times Y^{*},  \tag{5.55}\\ \boldsymbol{U}^{0}=\boldsymbol{U}^{*} & \text { in }\{0\} \times \Omega \times Y^{*}, \\ \boldsymbol{U}^{0} \quad Y \text {-periodic, } & \end{cases}
$$

and, for $j \geq 1$,

$$
\begin{cases}\mathcal{L} \boldsymbol{U}^{j}=\mathrm{G} \boldsymbol{V}^{j} & \text { in }(0, T) \times \Omega \times Y^{*},  \tag{5.56}\\ \boldsymbol{U}^{j}=0 & \text { in }\{0\} \times \Omega \times Y^{*}, \\ \boldsymbol{U}^{j} \quad Y \text {-periodic. } & \end{cases}
$$

The existence and uniqueness of weak solutions of the systems (5.51) - (5.54) is stated in the following Lemma:

Lemma 5.12. Let $F \in L^{2}\left(Y^{*}\right)$ and $g \in L^{2}(\partial \mathcal{T})$ be $Y$-periodic. Let $\mathrm{A}(y) \in$ $L_{\#}^{\infty}\left(Y^{*}\right)^{N \times N}$ satisfy $\sum_{i, j=1}^{n} \mathrm{~A}_{i j}(y) \xi_{i} \xi_{j} \geq a \sum_{i=1}^{n} \xi_{i}^{2}$ for all $\boldsymbol{\xi} \in \mathbf{R}^{n}$ for some $a>0$. Consider the following boundary value problem for $\omega(\boldsymbol{y})$ :

$$
\begin{cases}-\nabla_{\boldsymbol{y}} \cdot\left(\mathrm{A}(\boldsymbol{y}) \cdot \nabla_{\boldsymbol{y}} \omega\right)=F(\boldsymbol{y}) & \text { on } Y^{*}  \tag{5.57}\\ -\left[\mathrm{A}(\boldsymbol{y}) \nabla_{\boldsymbol{y}} \omega\right] \cdot \boldsymbol{n}=g(\boldsymbol{y}) & \text { on } \partial \mathcal{T}, \\ \omega \text { is } Y \text {-periodic. } & \end{cases}
$$

Then the following statements hold:
(i) There exists a weak $Y$-periodic solution $\omega \in H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}$ to (5.57) if and only if $\int_{Y^{*}} F(\boldsymbol{y}) \mathrm{d} \boldsymbol{y}=\int_{\partial \mathcal{T}} g(\boldsymbol{y}) \mathrm{d} \sigma_{y}$.
(ii) If (i) holds, then the uniqueness of weak solutions is ensured up to an additive constant.

See Lemma 2.1 in [97].
Existence and uniqueness of the solutions of the systems (5.55) and (5.56) can be handled via the application of Rothe's method, see [120] for details on Rothe's method, and Gronwall's inequality, and see [39] for various different versions of useful discrete Gronwall's inequalities.

Lemma 5.13. The function $\boldsymbol{V}^{0}$ depends only on $(t, \boldsymbol{x}) \in(0, T) \times \Omega$.
Proof. Applying Lemma 5.12 to system (5.51) yields the weak solution $\boldsymbol{V}^{0}(t, x, y) \in$ $H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}$ pointwise in $(t, \boldsymbol{x}) \in(0, T) \times \Omega$ with uniqueness ensured up to an additive function depending only on $(t, \boldsymbol{x}) \in(0, T) \times \Omega$. Direct testing of (5.51) with $\boldsymbol{V}^{0}$ yields $\left\|\nabla_{\boldsymbol{y}} \boldsymbol{V}^{0}\right\|_{L_{\#}^{2}\left(Y^{*}\right)}=0$. Hence, $\nabla_{\boldsymbol{y}} \boldsymbol{V}^{0}=0$ a.e. in $Y^{*}$.

Corollary 5.14. The function $\boldsymbol{U}^{0}$ depends only on $(t, \boldsymbol{x}) \in(0, T) \times \Omega$.
Proof. Apply the gradient $\nabla_{\boldsymbol{y}}$ to system (5.55). The independence of $\boldsymbol{y}$ follows directly from (A1) and Lemma 5.13.

The application of Lemma 5.12 to system (5.52) yields, due to the divergence theorem, again a weak solution $\boldsymbol{V}^{1}(t, \boldsymbol{x}, \boldsymbol{y}) \in H_{\#}^{1}\left(Y^{*}\right) / \mathbf{R}$ pointwise in $(t, \boldsymbol{x}) \in$ $(0, T) \times \Omega$ with uniqueness ensured up to an additive function depending only on $(t, \boldsymbol{x}) \in(0, T) \times \Omega$. One can determine $\boldsymbol{V}^{1}$ from $\boldsymbol{V}^{0}$ with the use
of a decomposition of $V^{1}$ into products of $\boldsymbol{V}^{0}$ derivatives and so-called cell functions:

$$
\begin{equation*}
\boldsymbol{V}^{1}=\boldsymbol{W} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathbf{Z} \boldsymbol{V}^{0}+\tilde{\boldsymbol{V}}^{1} \tag{5.58}
\end{equation*}
$$

with $\tilde{\boldsymbol{V}}^{1}$ the $Y^{*}$-average of $\boldsymbol{V}^{1}$ satisfying $\nabla_{\boldsymbol{y}} \tilde{\boldsymbol{V}}^{1}=0$ and for $\alpha, \beta \in\{1, \ldots, N\}$ and $i \in\{1, \ldots, d\}$ with cell functions

$$
\begin{equation*}
\mathbf{Z}_{\alpha \beta}, W_{i} \in L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega ; C_{\#}^{2}\left(Y^{*}\right) / \mathbf{R}\right)\right) \tag{5.59}
\end{equation*}
$$

with vanishing $Y^{*}$-average. Insertion of (5.58) into system (5.52) leads to systems for the cell-functions $\boldsymbol{W}$ and Z:

$$
\begin{cases}\mathcal{A}^{0} \boldsymbol{W}=-\nabla_{\boldsymbol{y}} \cdot \mathrm{E} & \text { in } Y^{*}  \tag{5.60}\\ \frac{\partial \boldsymbol{W}}{\partial \nu_{\mathrm{E}}}=-\boldsymbol{n} \cdot \mathrm{E} & \text { on } \partial \mathcal{T} \\ \boldsymbol{W} \quad Y \text {-periodic, } \\ \frac{1}{|Y|} \int_{Y^{*}} \boldsymbol{W} \mathrm{~d} \boldsymbol{y}=\mathbf{0}\end{cases}
$$

and

$$
\begin{cases}\mathcal{A}^{0} \mathrm{Z}=-\nabla_{\boldsymbol{y}} \cdot \mathrm{D} & \text { in } Y^{*}  \tag{5.61}\\ \frac{\partial \mathrm{Z}}{\partial \nu_{\mathrm{E}}}=-\boldsymbol{n} \cdot \mathrm{D} & \text { on } \partial \mathcal{T} \\ \mathrm{Z}_{\alpha \beta} \quad Y \text {-periodic, } \\ \frac{1}{|Y|} \int_{Y^{*}} \mathrm{Z} \mathrm{~d} \boldsymbol{y}=0\end{cases}
$$

Again the existence and uniqueness up to an additive constant of the cell functions in systems (5.60) and (5.61) follow from Lemma 5.12 and convenient applications of the divergence theorem. The regularity of solutions follows from Theorem 9.25 and Theorem 9.26 in [20].

The existence and uniqueness for $\boldsymbol{V}^{2}$ follows from applying Lemma 5.12 to system (5.53), which states that a solvability condition has to be satisfied. Using the divergence theorem, this solvability condition becomes

$$
\begin{align*}
& \int_{Y^{*}} \mathcal{A}^{2} \boldsymbol{V}^{0}+\mathcal{A}^{1}\left[\left(\boldsymbol{W} \cdot \nabla_{\boldsymbol{x}}+\mathrm{Z}\right) \boldsymbol{V}^{0}\right]+\nabla_{\boldsymbol{y}} \cdot\left[\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}}+\mathrm{D}\right)\left(\boldsymbol{W} \cdot \nabla_{\boldsymbol{x}}+\mathrm{Z}\right) \boldsymbol{V}^{0}\right] \mathrm{d} \boldsymbol{y} \\
&=\int_{Y^{*}} \boldsymbol{H} \mathrm{~d} \boldsymbol{y}+\int_{Y^{*}} \mathcal{H}^{0} \mathrm{~d} \boldsymbol{y} \boldsymbol{U}^{0} \tag{5.62}
\end{align*}
$$

Inserting (5.48b), (5.48c), and (5.49a) and using both $\nabla_{\boldsymbol{y}} \boldsymbol{V}^{0}=0$ and $\nabla_{\boldsymbol{y}} \boldsymbol{U}^{0}=$ 0 , we find

$$
\begin{align*}
& \int_{Y^{*}} \mathrm{M} \boldsymbol{V}^{0} \mathrm{~d} \boldsymbol{y}-\int_{Y^{*}} \nabla_{\boldsymbol{x}} \cdot\left(\mathrm{D} \boldsymbol{V}^{0}\right) \mathrm{d} \boldsymbol{y}-\int_{Y^{*}} \nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}\right) \mathrm{d} \boldsymbol{y} \\
& -\int_{Y^{*}} \nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot\left[\nabla_{\boldsymbol{y}}\left(\boldsymbol{W} \cdot \nabla_{\boldsymbol{x}}+\mathrm{Z}\right)\right] \boldsymbol{V}^{0}\right) \mathrm{d} \boldsymbol{y}=\int_{Y^{*}} \boldsymbol{H} \mathrm{~d} \boldsymbol{y}+\int_{Y^{*}} \mathrm{~K} \mathrm{~d} \boldsymbol{y} \boldsymbol{U}^{0} \tag{5.63}
\end{align*}
$$

which after rearrangement looks like

$$
\begin{array}{rl}
\int_{Y^{*}} & \mathrm{Md} \boldsymbol{y} \boldsymbol{V}^{0}-\nabla_{\boldsymbol{x}} \cdot\left(\int_{Y^{*}} \mathrm{E}+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{W} \mathrm{d} \boldsymbol{y} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}\right) \\
& -\nabla_{\boldsymbol{x}} \cdot\left(\int_{Y^{*}} \mathrm{D}+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z} \mathrm{~d} \boldsymbol{y} \boldsymbol{V}^{0}\right)=\int_{Y^{*}} \boldsymbol{H} \mathrm{~d} \boldsymbol{y}+\int_{Y^{*}} \mathrm{~K} \mathrm{~d} \boldsymbol{y} \boldsymbol{U}^{0} . \tag{5.64}
\end{array}
$$

Dividing all terms by $|Y|$, we realize that this solvability condition is an upscaled version of (5.8a), the spatial partial differential equation for $\boldsymbol{V}^{0}$ :

$$
\begin{equation*}
\overline{\mathrm{M}} \boldsymbol{V}^{0}-\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E}^{*} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{D}^{*} \boldsymbol{V}^{0}\right)=\overline{\boldsymbol{H}}+\overline{\mathrm{K}} \boldsymbol{U}^{0} \tag{5.65}
\end{equation*}
$$

where we have used (5.58), the cell function decomposition, and the new short-hand notation

$$
\begin{align*}
& \mathrm{E}^{*}=\frac{1}{|Y|} \int_{Y^{*}} \mathrm{E} \cdot\left(1+\nabla_{\boldsymbol{y}} \boldsymbol{W}\right) \mathrm{d} \boldsymbol{y}  \tag{5.66a}\\
& \mathrm{D}^{*}=\frac{1}{|Y|} \int_{Y^{*}} \mathrm{D}+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z} \mathrm{~d} \boldsymbol{y} \tag{5.66b}
\end{align*}
$$

Lemma 5.15. The pair $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right) \in H^{1}((0, T) \times \Omega) \times L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)$ are weak solutions to the following system

$$
\begin{cases}\overline{\mathrm{M}} \boldsymbol{V}^{0}-\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E}^{*} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{D}^{*} \boldsymbol{V}^{0}\right)=\overline{\boldsymbol{H}}+\overline{\mathrm{K}} \boldsymbol{U}^{0} & \text { in }(0, T) \times \Omega  \tag{5.67}\\ \frac{\partial \boldsymbol{U}^{0}}{\partial t}+\mathrm{L} \boldsymbol{U}^{0}=\mathrm{G} \boldsymbol{V}^{0} & \text { in }(0, T) \times \Omega \\ \boldsymbol{V}^{0}=\mathbf{0} & \text { on }(0, T) \times \partial \Omega \\ \boldsymbol{U}^{0}=\boldsymbol{U}^{*} & \text { on }\{0\} \times \Omega\end{cases}
$$

Proof. From system (5.51), equation (5.65), $\nabla_{\boldsymbol{y}} \boldsymbol{V}^{0}=0$, assumption (A3) and system (5.55), we see that $\nabla_{\boldsymbol{y}} \boldsymbol{U}^{0}=0$. This leads automatically to system (5.67), since there is no $\boldsymbol{y}$-dependence and $\Omega^{\epsilon} \subset \Omega, \Omega^{\epsilon} \rightarrow \Omega, \partial_{\text {ext }} \Omega^{\epsilon}=\partial \Omega$. Analogous to the proof of Theorem 5.9 we obtain the required spatial regularity. Moreover, by testing the second line with $\frac{\partial}{\partial t} \boldsymbol{U}^{0}$, applying a gradient to the second line and testing it with $\frac{\partial}{\partial t} \nabla \boldsymbol{U}^{0}$, we obtain the required temporal regularity as well.

## Combining two-scale convergence and asymptotic expansions

Theorem 5.16. Let (A1)-(A3) be valid, then $(\boldsymbol{u}, \boldsymbol{v})=\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$.
Proof. From ( $\mathbf{P}_{s}^{0}$ ) and Lemma 5.15, we see that $(\boldsymbol{u}, \boldsymbol{v})$ and $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$ satisfy the same linear boundary value problem. We only have to prove the uniqueness for this boundary value problem.
From testing (5.61) with $\boldsymbol{W}$ and (5.60) with Z, we obtain the identity

$$
\begin{equation*}
\int_{Y^{*}}\left(\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)^{\top} \cdot \operatorname{Dd} \boldsymbol{y}=\int_{Y^{*}} \mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z} \mathrm{~d} \boldsymbol{y} \tag{5.68}
\end{equation*}
$$

Hence, from (5.66b) we get

$$
\begin{equation*}
\mathrm{D}^{*}=\frac{1}{|Y|} \int_{Y^{*}}\left(1+\left(\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)\right)^{\top} \cdot \operatorname{Dd} \boldsymbol{y} \tag{5.69}
\end{equation*}
$$

Moreover, testing system (5.60) with $\boldsymbol{W}$ yields the identity

$$
\begin{equation*}
\mathrm{E}^{*}=\frac{1}{|Y|} \int_{Y^{*}}\left(1+\left(\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)\right)^{\top} \cdot \mathrm{E} \cdot\left(1+\left(\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)\right) \mathrm{d} \boldsymbol{y} \tag{5.70}
\end{equation*}
$$

We subtract $\left(\mathbf{P}_{s}^{0}\right)$ from (5.67) and introduce $\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}$ as

$$
\begin{equation*}
\tilde{\boldsymbol{U}}=\boldsymbol{U}^{0}-\boldsymbol{u} \quad \text { and } \quad \tilde{\boldsymbol{V}}=\boldsymbol{V}^{0}-\boldsymbol{v} \tag{5.71}
\end{equation*}
$$

Testing with $\tilde{\boldsymbol{V}}$, we obtain the equation

$$
\begin{equation*}
0=\int_{\Omega} \frac{1}{|Y|} \int_{Y^{*}}\left[\tilde{\boldsymbol{V}}^{\top} \mathrm{M} \tilde{\boldsymbol{V}}+\boldsymbol{\zeta}^{\top} \cdot(\mathrm{E} \cdot \boldsymbol{\zeta}+\mathrm{D} \tilde{\boldsymbol{V}})-\tilde{\boldsymbol{V}}^{\top} \mathrm{K} \tilde{\boldsymbol{U}}\right] \mathrm{d} \boldsymbol{y} \mathrm{~d} \boldsymbol{x} \tag{5.72}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\zeta}=\left(1+\left(\nabla_{\boldsymbol{y}} \boldsymbol{W}\right)\right) \cdot \nabla_{\boldsymbol{x}} \tilde{\boldsymbol{V}} \tag{5.73}
\end{equation*}
$$

This equation is identical to the Neumann problem (5.8a)-(5.9c) with $\boldsymbol{H}=$ $\mathbf{0}, \mathrm{J}=0$, and replacements $\nabla_{\boldsymbol{x}} \boldsymbol{V} \rightarrow \boldsymbol{\zeta}, \boldsymbol{U} \rightarrow \tilde{\boldsymbol{U}}$ and $\boldsymbol{V} \rightarrow \tilde{\boldsymbol{V}}$ in (5.8a). Moreover, (5.8a) is coercive due to assumption (A3). Therefore, we can follow the argument of the proof of Theorem 5.9, but we only use equations (5.27) and (5.31a) with constants $\tilde{H}$ and $\tilde{J}_{i \alpha}$ set to 0 . For some $R>0$, this leads to

$$
\begin{equation*}
\frac{\partial}{\partial t}\|\tilde{\boldsymbol{U}}\|_{L^{2}\left(\Omega ; L_{\#}^{2}\left(Y^{*}\right)\right)^{N}}^{2} \leq R\|\tilde{\boldsymbol{U}}\|_{L^{2}\left(\Omega ; L_{\#}^{2}\left(Y^{*}\right)\right)^{N}}^{2} \tag{5.74}
\end{equation*}
$$

Applying Gronwall inequality and using the initial value $\tilde{\boldsymbol{U}}=\boldsymbol{U}^{*}-\boldsymbol{U}^{*}=\mathbf{0}$, we obtain $\|\tilde{\boldsymbol{U}}\|_{L^{2}\left(\Omega ; L_{\#}^{2}\left(Y^{*}\right)\right)^{N}}=0$ a.e. in $(0, T)$. By the coercivity, we obtain
$\|\tilde{\boldsymbol{V}}\|_{L^{2}\left(\Omega ; L_{\#}^{2}\left(Y^{*}\right)\right)^{N}}=0$ and $\|\boldsymbol{\zeta}\|_{L^{2}\left(\Omega ; L_{\#}^{2}\left(Y^{*}\right)\right)^{N}}=0$.
From the proof of Proposition 6.12 in [29], we see that $1+\nabla_{\boldsymbol{y}} W$ does not have a kernel that contains non-zero $Y$-periodic solutions. Therefore, $\boldsymbol{\zeta}=\mathbf{0}$ yields $\nabla_{\boldsymbol{y}} \tilde{\boldsymbol{V}}=0$. Thus, we have $\tilde{\boldsymbol{U}}=\mathbf{0}$ in $L^{\infty}\left((0, T) ; L^{2}(\Omega)\right)^{N}$ and $\tilde{\boldsymbol{V}}=\mathbf{0}$ in $L^{\infty}\left((0, T) ; H_{0}^{1}(\Omega)\right)^{N}$. Hence, $(\boldsymbol{u}, \boldsymbol{v})=\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$.

Corollary 5.17. Let $\lambda \geq 0$ and $\tilde{\kappa} \geq 0$ be as in Theorem 5.9. Then there exists a positive constant $C$ independent of $\epsilon$ such that

$$
\begin{equation*}
\left\|\boldsymbol{U}^{0}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) \leq C e^{\lambda t}, \quad\left\|\boldsymbol{V}^{0}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) \leq C\left(1+\tilde{\kappa} e^{\lambda t}\right) \tag{5.75}
\end{equation*}
$$

holds for $t \geq 0$.
Proof. Bochner's Theorem states that $\left\|\hat{\boldsymbol{U}}^{\epsilon}\right\|_{H^{1}(\Omega)^{N}}(t),\left\|\hat{\boldsymbol{V}}^{\epsilon}\right\|_{H_{0}^{1}(\Omega)^{N}}(t),\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t)$, and $\left\|\boldsymbol{V}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t)$ are Lebesgue integrable, and, therefore, elements of $L^{1}(0, T)$. Since $\Omega$ does not depend on $t$, Theorem 5.1 is applicable for a.e. $t \in(0, T)$. From Theorem 5.9 we obtain that both $\left\|\hat{\boldsymbol{U}}^{\epsilon}\right\|_{H^{1}(\Omega)^{N}}(t)$ and $\left\|\hat{\boldsymbol{V}}^{\epsilon}\right\|_{H_{0}^{1}(\Omega)^{N}}(t)$ have $\epsilon$-independent upper bounds for a.e. $t \in(0, T)$. Hence, the EberleinŠmuljan Theorem states that there is a subsequence $\epsilon^{\prime} \subset \epsilon$ such that $\hat{\boldsymbol{U}}^{\epsilon^{\prime}}(t)$ and $\hat{\boldsymbol{V}}^{\epsilon^{\prime}}(t)$ converge weakly in $H^{1}(\Omega)^{N}$ and $H_{0}^{1}(\Omega)^{N}$, respectively, for a.e. $t \in(0, T)$. Moreover, Lemma 5.10 states that $\hat{\boldsymbol{U}}^{\epsilon^{\prime}}$ and $\hat{\boldsymbol{V}}^{\epsilon^{\prime}}$ two scale converge (and therefore weakly) to $\boldsymbol{u} \in H^{1}\left(0, T ; L^{2}(\Omega)\right)^{N}$ and $\boldsymbol{v} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)^{N}$, respectively. Limits of weak convergences are unique. Hence, $\hat{\boldsymbol{U}}^{\epsilon^{\prime}}(t) \rightharpoonup \boldsymbol{u}(t)$ in $H^{1}(\Omega)^{N}$ and $\hat{\boldsymbol{V}}^{\epsilon^{\prime}}(t) \rightharpoonup \boldsymbol{v}(t)$ in $H_{0}^{1}(\Omega)^{N}$ for a.e. $t \in(0, T)$ as $\epsilon^{\prime} \downarrow 0$.
Using these weak convergences, (5.5) and (5.6) in Theorem 5.1, Theorem 5.9, and the limit inferior property of weakly convergent sequences, we obtain

$$
\begin{align*}
\left\|\boldsymbol{U}^{0}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) & \leq\left\|\boldsymbol{U}^{0}\right\|_{H^{1}(\Omega)^{N}}(t)=\liminf _{\epsilon \rightarrow 0}\left\|\hat{\boldsymbol{U}}^{\epsilon}\right\|_{H^{1}(\Omega)^{N}}(t) \\
& \leq \liminf _{\epsilon \rightarrow 0} C\left\|\boldsymbol{U}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}(t) \leq C e^{\lambda t},  \tag{5.76a}\\
\left\|\boldsymbol{V}^{0}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) & \leq\left\|\boldsymbol{V}^{0}\right\|_{H_{0}^{1}(\Omega)^{N}}(t)=\liminf _{\epsilon \rightarrow 0}\left\|\hat{\boldsymbol{V}}^{\epsilon}\right\|_{H_{0}^{1}(\Omega)^{N}}(t) \\
& \leq \liminf _{\epsilon \rightarrow 0} C\left\|\boldsymbol{V}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}(t) \leq C\left(1+\tilde{\kappa} e^{\lambda t}\right) . \tag{5.76b}
\end{align*}
$$

Hence, the bounds of Theorem 5.9 hold for $\boldsymbol{U}^{0}$ and $\boldsymbol{V}^{0}$ as well.

This concludes the proof of Theorem 5.4.

### 5.5 Corrector estimates via asymptotic expansions

It is natural to determine the speed of convergence of the weak solutions $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$ to $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$. However, certain boundary effects are expected due to intersection of the external boundary with the perforated periodic cells. It is clear that $\Omega^{\epsilon} \rightarrow \Omega$ for $\epsilon \downarrow 0$, but the boundary effects impact the periodic behavior, which can lead to $\boldsymbol{V}^{j} \neq \mathbf{0}$ at $\partial_{\text {ext }} \Omega^{\epsilon}$ for $j>0$. Hence, a cutoff function is introduced to remove this potentially problematic part of the domain. The use of a cut-off function is a standard technique in corrector estimates for periodic homogenization. See [30] for a similar introduction of a cut-off function.
Let us again introduce the cut-off function $\mathcal{M}_{\epsilon}$ defined by

$$
\begin{cases}\mathcal{M}_{\epsilon} \in \mathcal{D}(\Omega), &  \tag{5.77}\\ \mathcal{M}_{\epsilon}=0 & \text { if } \operatorname{dist}(\boldsymbol{x}, \partial \Omega) \leq \epsilon \\ \mathcal{M}_{\epsilon}=1 & \text { if } \operatorname{dist}(\boldsymbol{x}, \partial \Omega) \geq 2 \epsilon \\ \epsilon\left|\frac{\mathrm{~d} \mathcal{M}_{\epsilon}}{\mathrm{d} x_{i}}\right| \leq C & i \in\{1, \ldots, d\}\end{cases}
$$

With this cut-off function defined, we introduce again the error functions

$$
\begin{align*}
& \boldsymbol{\Phi}^{\epsilon}=\boldsymbol{V}^{\epsilon}-\boldsymbol{V}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right),  \tag{5.78a}\\
& \boldsymbol{\Psi}^{\epsilon}=\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{U}^{1}+\epsilon^{2} \boldsymbol{U}^{2}\right) \tag{5.78b}
\end{align*}
$$

where the $\mathcal{M}_{\epsilon}$ terms are the so-called corrector terms.

## Preliminaries

The solvability condition for system (5.53) naturally leads to the fact that $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$ has to satisfy system (5.67). Similar to solving system (5.52) for $\boldsymbol{V}^{1}$, we handle system (5.53) for $\boldsymbol{V}^{2}$ with a decomposition into cell-functions:

$$
\begin{equation*}
\boldsymbol{V}^{2}=\boldsymbol{P}+\mathrm{Q}^{0} \boldsymbol{V}^{0}+\mathrm{R}^{0} \boldsymbol{U}^{0}+\mathrm{Q}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{R}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{U}^{0}+\mathrm{Q}^{2}: \mathrm{D}_{\boldsymbol{x}}^{2} \boldsymbol{V}^{0} \tag{5.79}
\end{equation*}
$$

where we have the cell-functions

$$
\begin{align*}
P_{\alpha}, R_{\alpha \beta}^{0}, R_{i \alpha \beta}^{1} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega^{\epsilon} ; C_{\#}^{3}\left(Y^{*}\right)\right)\right), \\
Q_{\alpha \beta}^{0}, Q_{i \alpha \beta}^{1} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega^{\epsilon} ; C_{\#}^{2}\left(Y^{*}\right)\right)\right),  \tag{5.80}\\
Q_{i j}^{2} & \in L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega^{\epsilon} ; C_{\#}^{2}\left(Y^{*}\right)\right)\right)
\end{align*}
$$

for $\alpha, \beta \in\{1, \ldots, N\}$ and for $i, j \in\{1, \ldots, d\}$, and where

$$
\begin{equation*}
\left(\mathrm{Q}^{2}: \mathrm{D}_{\boldsymbol{x}}^{2} \boldsymbol{V}^{0}\right)_{\alpha}:=\sum_{i, j=1}^{d} Q_{i j} \frac{\partial^{2} V_{\alpha}^{0}}{\partial x_{i} \partial x_{j}} . \tag{5.81}
\end{equation*}
$$

The cell-functions $\boldsymbol{P}, \mathrm{Q}^{0}, \mathrm{R}^{0}, \mathrm{Q}^{1}, \mathrm{R}^{1}, \mathrm{Q}^{2}$ satisfy the following systems of partial differential equations, obtained from subtracting (5.65) from (5.53) and inserting (5.79):

$$
\begin{cases}\mathcal{A}^{0} \mathrm{R}^{1}=0 & \text { in } Y^{*}  \tag{5.86}\\ \frac{\partial \mathrm{R}^{1}}{\partial \nu_{\mathrm{E}}}=0 & \text { on } \partial \mathcal{T} \\ \mathrm{R}^{1} \quad Y \text {-periodic, } & \end{cases}
$$

$$
\begin{align*}
& \begin{cases}\mathcal{A}^{0} \boldsymbol{P}=\boldsymbol{H}-\overline{\boldsymbol{H}} & \text { in } Y^{*}, \\
\frac{\partial \boldsymbol{P}}{\partial \nu_{\mathrm{E}}}=\mathbf{0} & \text { on } \partial \mathcal{T}, \\
\boldsymbol{P} \quad Y \text {-periodic, } & \end{cases}  \tag{5.82}\\
& \left\{\begin{array}{rlr}
\mathcal{A}^{0} \mathrm{Q}^{0}= & \nabla_{\boldsymbol{y}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \mathrm{Z}\right)+\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z}\right)+\nabla_{\boldsymbol{y}} \cdot(\mathrm{DZ}) & \\
& +\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{D}-\mathrm{D}^{*}\right)+\overline{\mathrm{M}}-\mathrm{M} & \text { in } Y^{*}, \\
\frac{\partial \mathrm{Q}^{0}}{\partial \nu_{\mathrm{E}}}= & -\left(\mathrm{DZ}+\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \mathrm{Z}\right) \cdot \boldsymbol{n} & \text { on } \partial \mathcal{T}, \\
\mathrm{Q}^{0} \quad Y \text {-periodic, } &
\end{array}\right.  \tag{5.83}\\
& \left\{\begin{array}{rlr}
\mathcal{A}^{0} \mathrm{Q}^{1}= & \nabla_{\boldsymbol{y}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{W}\right) \otimes 1+\nabla_{\boldsymbol{y}} \cdot(\mathrm{E} \otimes \mathrm{Z}) & \\
& +\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{W}\right) \otimes 1+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \mathrm{Z} & \\
& +\nabla_{\boldsymbol{y}} \cdot(\mathrm{D} \otimes \boldsymbol{W})+\nabla_{\boldsymbol{x}} \cdot\left(\mathrm{E}-\mathrm{E}^{*}\right) \otimes 1+\mathrm{D}-\mathrm{D}^{*} & \\
\text { in } Y^{*}, \\
\frac{\partial \mathrm{Q}^{1}}{\partial \nu_{\mathrm{E}}}= & \boldsymbol{W} \otimes(\mathrm{D} \cdot \boldsymbol{n})+\boldsymbol{n} \cdot\left(\mathrm{E} \otimes \mathrm{Z}+\mathrm{E} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{W} \otimes 1\right) & \\
\mathrm{Q}^{1} & Y \text {-periodic, } & \text { on } \partial \mathcal{T},
\end{array}\right.
\end{align*}
$$

$$
\begin{cases}\mathcal{A}^{0} \mathrm{Q}^{2}=\nabla_{\boldsymbol{y}} \cdot(\mathrm{E} \otimes \boldsymbol{W})+\mathrm{E} \cdot \nabla_{\boldsymbol{y}} \boldsymbol{W}+\mathrm{E}-\mathrm{E}^{*} & \text { in } Y^{*}  \tag{5.87}\\ \frac{\partial \mathrm{Q}^{2}}{\partial \nu_{\mathrm{E}}}=-\boldsymbol{n} \cdot \mathrm{E} \otimes \boldsymbol{W} & \text { on } \partial \mathcal{T} \\ \mathrm{Q}^{2} \quad Y \text {-periodic. } & \end{cases}
$$

The well-posedness of the cell-problems (5.60) - (5.87) is given by Lemma 5.12, while the regularity follows from Theorem 9.25 and Theorem 9.26 in [20]. Note that cell-problem (5.86) yields $\mathrm{R}^{1}=0$.

## Proof of Theorem 5.5

Let $C$ denote a constant independent of $\epsilon, \boldsymbol{x}, \boldsymbol{y}$ and $t$.
We rewrite the error-function $\boldsymbol{\Phi}^{\epsilon}$ as

$$
\begin{equation*}
\boldsymbol{\Phi}^{\epsilon}=\boldsymbol{V}^{\epsilon}-\boldsymbol{V}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right)=\boldsymbol{\phi}^{\epsilon}+\left(1-\mathcal{M}_{\epsilon}\right)\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right) \tag{5.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\phi}^{\epsilon}=\boldsymbol{V}^{\epsilon}-\left(\boldsymbol{V}^{0}+\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right) \tag{5.89}
\end{equation*}
$$

Similarly, we make use of the error-function $\boldsymbol{\Psi}^{\epsilon}$

$$
\begin{equation*}
\boldsymbol{\Psi}^{\epsilon}=\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}-\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{U}^{1}+\epsilon^{2} \boldsymbol{U}^{2}\right) \tag{5.90}
\end{equation*}
$$

The goal is to estimate both $\boldsymbol{\Phi}^{\epsilon}$ and $\boldsymbol{\Psi}^{\epsilon}$ uniformly in $\epsilon$.
Even though our problem for $\left(\boldsymbol{U}^{\epsilon}, \boldsymbol{V}^{\epsilon}\right)$ is defined on $\Omega^{\epsilon}$, while the asymptotic expansion terms $\left(\boldsymbol{U}^{i}, \boldsymbol{V}^{i}\right)$ are defined on $\Omega \times Y^{*}$, we are still able to use spaces defined on $\Omega^{\epsilon}$ such as $\mathbb{V}_{\epsilon}^{N}$ since the evaluation $\boldsymbol{y}=\boldsymbol{x} / \epsilon$ transfers the zero-extension on $\mathcal{T}$ to $\mathcal{T}^{\epsilon}$.

Introduce the coercive bilinear form $a_{\epsilon}: \mathbb{V}_{\epsilon}^{N} \times \mathbb{V}_{\epsilon}^{N} \rightarrow \mathbf{R}$ defined as

$$
\begin{equation*}
a_{\epsilon}(\boldsymbol{\psi}, \phi)=\int_{\Omega^{\epsilon}} \phi^{\top} \mathcal{A}^{\epsilon} \boldsymbol{\psi} \mathrm{d} \boldsymbol{x} \tag{5.91}
\end{equation*}
$$

pointwise in $t \in \mathbf{R}_{+}$, on which it depends implicitly.
By construction, $\boldsymbol{\Phi}^{\epsilon}$ vanishes on $\partial_{\text {ext }} \Omega^{\epsilon}$, which allows for the estimation of $\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}}$. This estimation follows the standard approach, see [30] for the details.
First the inequality $\left|a_{\epsilon}\left(\boldsymbol{\Phi}^{\epsilon}, \boldsymbol{\phi}\right)\right| \leq \mathcal{C}(\epsilon, t)\|\phi\|_{\mathbb{V}_{\epsilon}^{N}}$, where $\mathcal{C}(\epsilon, t)$ is a constant depending on $\epsilon$ and $t \in \mathbb{R}_{+}$, is obtained for any $\phi \in \mathbb{V}_{\epsilon}^{N}$. Second, we take $\phi=\boldsymbol{\Phi}^{\epsilon}$ and using the coercivity, one immediately obtains $\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}$.

Our pseudo-parabolic system complicates this approach. Instead of $\mathcal{C}(\epsilon, t)$, one gets $C\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H_{0}^{1}\left(\Omega^{\epsilon}\right)^{N}}$. Via an ordinary differential equation for $\boldsymbol{\Psi}^{\epsilon}$, we obtain a temporal inequality for $\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H_{0}^{1}\left(\Omega^{\epsilon}\right)^{N}}$ that contains $\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}$. The upper bound for $\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}$ now follows from applying Gronwall's inequality, leading to an upper bound for $\left\|\Psi^{\epsilon}\right\|_{H_{0}^{1}\left(\Omega^{\epsilon}\right)^{N}}$.

From equation (5.88), we have

$$
\begin{equation*}
a_{\epsilon}\left(\boldsymbol{\Phi}^{\epsilon}, \boldsymbol{\phi}\right)=a_{\epsilon}\left(\boldsymbol{\phi}^{\epsilon}, \boldsymbol{\phi}\right)+a_{\epsilon}\left(\left(1-\mathcal{M}_{\epsilon}\right)\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right), \boldsymbol{\phi}\right) \tag{5.92}
\end{equation*}
$$

for $\phi \in \mathbb{V}_{\epsilon}^{N}$.
Do note that $\mathcal{M}_{\epsilon}$ vanishes in a neighbourhood of the boundary $\partial_{\text {ext }} \Omega^{\epsilon}$, see (5.77), because of which the second term in (5.92) vanishes outside this neighbourhood.
We start by estimating the first term of (5.92), $a_{\epsilon}\left(\boldsymbol{\phi}^{\epsilon}, \boldsymbol{\phi}\right)$. From the asymptotic expansion of $\mathcal{A}^{\epsilon}$, we obtain

$$
\begin{align*}
\mathcal{A}^{\epsilon} \boldsymbol{\phi}^{\epsilon}=\left(\epsilon^{-2} \mathcal{A}^{0}+\epsilon^{-1} \mathcal{A}^{1}+\mathcal{A}^{2}\right) \boldsymbol{\phi}^{\epsilon} & \\
=\mathcal{A}^{\epsilon} \boldsymbol{V}^{\epsilon}-\epsilon^{-2} \mathcal{A}^{0} \boldsymbol{V}^{0}-\epsilon^{-1}\left(\mathcal{A}^{0} \boldsymbol{V}^{1}\right. & \left.+\mathcal{A}^{1} \boldsymbol{V}^{0}\right)-\left(\mathcal{A}^{0} \boldsymbol{V}^{2}+\mathcal{A}^{1} \boldsymbol{V}^{1}+\mathcal{A}^{2} \boldsymbol{V}^{0}\right) \\
& -\epsilon\left(\mathcal{A}^{1} \boldsymbol{V}^{2}+\mathcal{A}^{2} \boldsymbol{V}^{1}\right)-\epsilon^{2} \mathcal{A}^{2} \boldsymbol{V}^{2} \tag{5.93}
\end{align*}
$$

Using the definitions of $\mathcal{A}^{0}, \mathcal{A}^{1}, \mathcal{A}^{2}, \boldsymbol{V}^{0}, \boldsymbol{V}^{1}, \boldsymbol{V}^{2}$, we have

$$
\begin{equation*}
\mathcal{A}^{\epsilon} \boldsymbol{\phi}^{\epsilon}=\mathrm{K}^{\epsilon} \boldsymbol{U}^{\epsilon}-\left.\mathrm{K}\right|_{\boldsymbol{y}=\boldsymbol{x} / \epsilon} \boldsymbol{U}^{0}+\epsilon \mathrm{J}^{\epsilon} \nabla \boldsymbol{U}^{\epsilon}-\epsilon\left(\mathcal{A}^{2} \boldsymbol{V}^{1}+\mathcal{A}^{1} \boldsymbol{V}^{2}\right)-\epsilon^{2} \mathcal{A}^{2} \boldsymbol{V}^{2} . \tag{5.94}
\end{equation*}
$$

The function $\boldsymbol{\phi}^{\epsilon}$ satisfies the following boundary condition on $\partial \mathcal{T}^{\epsilon}$

$$
\begin{equation*}
\frac{\partial \boldsymbol{\phi}^{\epsilon}}{\partial \nu_{\mathrm{D}^{\epsilon}}}=-\epsilon^{2} \frac{\partial \boldsymbol{V}^{2}}{\partial \nu_{\mathrm{D}}}, \tag{5.95}
\end{equation*}
$$

as a consequence of the boundary conditions for the $\boldsymbol{V}^{i}$-terms. Hence, $\boldsymbol{\phi}^{\epsilon}$ satisfies the following system:

$$
\begin{cases}\mathcal{A}^{\epsilon} \phi^{\epsilon}=\boldsymbol{f}^{\epsilon}-\epsilon \boldsymbol{g}^{\epsilon} & \text { in } \Omega^{\epsilon},  \tag{5.96}\\ \frac{\partial \boldsymbol{\phi}^{\epsilon}}{\partial \nu_{\mathrm{D}^{\epsilon}}}=\epsilon^{2} \boldsymbol{h}^{\epsilon} \cdot \boldsymbol{n}^{\epsilon} & \text { on } \partial \mathcal{T}^{\epsilon}, \\ \phi^{\epsilon}=-\epsilon \boldsymbol{V}^{1}-\epsilon^{2} \boldsymbol{V}^{2} & \text { on } \partial \Omega\end{cases}
$$

Testing with $\phi^{\top} \in \mathbb{V}_{\epsilon}^{N}$ and performing a partial integration, we obtain

$$
\begin{equation*}
a_{\epsilon}\left(\boldsymbol{\phi}^{\epsilon}, \boldsymbol{\phi}\right)=\int_{\Omega^{\epsilon}} \boldsymbol{\phi}^{\top} \boldsymbol{f}^{\epsilon} \mathrm{d} \boldsymbol{x}-\int_{\Omega^{\epsilon}} \epsilon \boldsymbol{\phi}^{\top} \boldsymbol{g}^{\epsilon} \mathrm{d} \boldsymbol{x}+\int_{\partial \mathcal{T} \epsilon} \epsilon^{2} \boldsymbol{\phi}^{\top} \boldsymbol{h}^{\epsilon} \cdot \boldsymbol{n}^{\epsilon} \mathrm{d} \boldsymbol{s} \tag{5.97}
\end{equation*}
$$

where $\boldsymbol{f}^{\epsilon}, \boldsymbol{g}^{\epsilon}$ and $\mathbf{h}^{\epsilon}$ are given by

$$
\begin{gather*}
\boldsymbol{f}^{\epsilon}=\mathrm{K}^{\epsilon} \boldsymbol{U}^{\epsilon}-\left.\mathrm{K}\right|_{\boldsymbol{y}=\boldsymbol{x} / \epsilon} \boldsymbol{U}^{0}  \tag{5.98}\\
\boldsymbol{g}^{\epsilon}=\mathcal{A}^{1}\left[\boldsymbol{P}+\mathrm{Q}^{0} \boldsymbol{V}^{0}+\mathrm{R}^{0} \boldsymbol{U}^{0}+\mathrm{Q}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{R}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{U}^{0}+\mathrm{Q}^{2}: \mathrm{D}_{\boldsymbol{x}}^{2} \boldsymbol{V}^{0}\right] \\
+\mathcal{A}^{2}\left[\boldsymbol{W} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{Z} \boldsymbol{V}^{0}\right]-\mathrm{J}^{\epsilon} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{U}^{\epsilon} \\
+\epsilon \mathcal{A}^{2}\left[\boldsymbol{P}+\mathrm{Q}^{0} \boldsymbol{V}^{0}+\mathrm{R}^{0} \boldsymbol{U}^{0}+\mathrm{Q}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{V}^{0}+\mathrm{R}^{1} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{U}^{0}+\mathrm{Q}^{2}: \mathrm{D}_{\boldsymbol{x}}^{2} \boldsymbol{V}^{0}\right], \tag{5.99}
\end{gather*}
$$

Estimates for $\boldsymbol{f}^{\epsilon}, \boldsymbol{g}^{\epsilon}$ and $\boldsymbol{h}^{\epsilon}$ follow from estimates on $\boldsymbol{V}^{0}, \boldsymbol{U}^{0}, \boldsymbol{P}, \mathrm{Q}^{0}, \mathrm{R}^{0}, \mathrm{Q}^{1}$, $\mathrm{R}^{1}, \mathrm{Q}^{2}$, and $\boldsymbol{W}$. Due to the regularity of $\overline{\boldsymbol{H}}, \overline{\mathrm{K}}, \mathrm{J}, \mathrm{G}$, classical regularity results for elliptic systems, see Theorem 8.12 and Theorem 8.13 in [61], quarantee that all spatial derivatives up to the fourth order of $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$ are in $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$. Similarly, from Theorem 9.25 and Theorem 9.26 in [20], the cell-functions $\boldsymbol{W}$, $\boldsymbol{P}, \mathrm{Q}^{0}, \mathrm{R}^{0}, \mathrm{Q}^{1}, \mathrm{R}^{1}$ and $\mathrm{Q}^{2}$ have higher regularity, than given by Lemma 5.12 : $W_{i}, P_{\alpha}, Q_{\alpha \beta}^{0}, R_{\alpha \beta}^{0}, Q_{i \alpha \beta}^{1}, R_{\alpha \beta}^{1}, \mathrm{Q}_{i j}^{2}$ are in $L^{\infty}\left(\mathbf{R}_{+} ; W^{2, \infty}\left(\Omega ; H_{\#}^{3}\left(Y^{*}\right) / \mathbf{R}\right)\right)$. We denote with $\kappa$ the time-independent bound

$$
\begin{equation*}
\kappa=\sup _{1 \leq \alpha, \beta \leq N}\left\|K_{\alpha \beta}\right\|_{L^{\infty}\left(\mathbf{R}_{+} ; W^{1, \infty}\left(\Omega ; C_{\#}^{1}\left(Y^{*}\right)\right)\right)} \tag{5.101}
\end{equation*}
$$

Note that $\left\|\mathrm{R}^{0}\right\|_{\left.L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}^{1}\left(Y^{*}\right)\right)\right)^{N \times N}} \leq C \kappa$ by the Poincaré-Wirtinger inequality.
Bounding $\boldsymbol{g}^{\epsilon}$ follows now directly from equation (5.99) and Corollary 5.17:

$$
\begin{equation*}
\left\|g_{\alpha}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \leq C(1+\epsilon)\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right) \tag{5.102}
\end{equation*}
$$

where $C$ is independent of $\epsilon$.
Bounding $h^{\epsilon}$ is more difficult as it is defined on the boundary $\partial \mathcal{T}^{\epsilon}$. The following result, see Lemma 2.31 on page 47 in [30], gives a trace inequality, which shows that $h^{\epsilon}$ is properly defined.

Lemma 5.18. Let $\psi \in H^{1}\left(\Omega^{\epsilon}\right)$. Then

$$
\begin{equation*}
\|\psi\|_{L^{2}\left(\partial \mathcal{T}^{\epsilon}\right)} \leq C \epsilon^{-1 / 2}\|\psi\|_{\mathbb{V}_{\epsilon}} \tag{5.103}
\end{equation*}
$$

where $C$ is independent of $\epsilon$.

By (5.100), the regularity of the cell-functions, the regularity of the normal at the boundary, Corollary 5.17 and using Lemma 5.18 twice, we have

$$
\begin{equation*}
\left|\int_{\partial \mathcal{T} \epsilon} \epsilon^{2} \boldsymbol{\phi}^{\top} \boldsymbol{h}^{\epsilon} \cdot \boldsymbol{n}^{\epsilon} \mathrm{d} s(\boldsymbol{x})\right| \leq C \epsilon\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\|\boldsymbol{\phi}\|_{\mathbb{V}_{\epsilon}^{N}} \tag{5.104}
\end{equation*}
$$

We estimate $\boldsymbol{f}^{\epsilon}$ in $L^{2}\left(\Omega^{\epsilon}\right)^{N}$ from the standard inequality $\left|a_{1} b_{1}-a_{2} b_{2}\right| \leq$ $\left|a_{1}-a_{2}\right|\left|b_{2}\right|+\left|a_{1}\right|\left|b_{1}-b_{2}\right|$ for all $a_{1}, a_{2}, b_{1}, b_{2} \in \mathbf{R}$. This leads to

$$
\begin{align*}
&\left\|\boldsymbol{f}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \leq\left\|\mathrm{K}^{\epsilon}-\mathrm{K}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N \times N}}\left\|\boldsymbol{U}^{\epsilon}\right\|_{L^{\infty}\left(\Omega^{\epsilon}\right)^{N}} \\
&+\|\mathrm{K}\|_{L^{\infty}\left(\Omega^{\epsilon}\right)^{N \times N}}\left\|\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} . \tag{5.105}
\end{align*}
$$

With this inequality, the estimation depends on the convergence of $\mathrm{K}^{\epsilon}$ and $\boldsymbol{U}^{\epsilon}$ to K and $\boldsymbol{U}^{0}$, respectively, but with the notation according to (5.7) we have $\mathrm{K}^{\epsilon}-\left.\mathrm{K}\right|_{\boldsymbol{y}=\boldsymbol{x} / \epsilon}=0$ a.e.
From the definition of $\boldsymbol{\Psi}^{\epsilon}$, we obtain

$$
\begin{align*}
&\left\|\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}=\left\|\boldsymbol{\Psi}^{\epsilon}+\mathcal{M}_{\epsilon}\left(\epsilon \boldsymbol{U}^{1}+\epsilon^{2} \boldsymbol{U}^{2}\right)\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \\
& \leq\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}+\epsilon\left\|\boldsymbol{U}^{1}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}+\epsilon^{2}\left\|\boldsymbol{U}^{2}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \tag{5.106}
\end{align*}
$$

Introduce the notations $l=L_{N}$ and $t_{l}=\min \{1 / l, t\}$. Using system (5.56), the bounds $C\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)$ for $\left\|\boldsymbol{V}^{1}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}$ and $\left\|\boldsymbol{V}^{2}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}$ obtained via the cell-function decompositions (5.58) and (5.79), respectively, the inequalities (5.31a) and (5.31b), and by employing Gronwall's inequality, we obtain

$$
\begin{align*}
\left\|\boldsymbol{U}^{1}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}} \leq & C\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right) \sqrt{t_{l} e^{l t}+t_{l}^{2} e^{2 l t}}  \tag{5.107a}\\
\left\|\boldsymbol{U}^{2}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}} \leq & C\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right) \sqrt{t_{l} e^{l t}+t_{l}^{2} e^{2 l t}}  \tag{5.107b}\\
\left\|\boldsymbol{U}^{\epsilon}-\boldsymbol{U}^{0}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N} \leq} \leq & \left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \\
& +C\left(\epsilon+\epsilon^{2}\right)\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right) \sqrt{t_{l} e^{l t}+t_{l}^{2} e^{2 l t}} \tag{5.107c}
\end{align*}
$$

Thus from identity (5.105) we obtain

$$
\begin{align*}
& \left\|\boldsymbol{f}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \leq \kappa\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}} \\
&  \tag{5.108}\\
& \quad+C\left(\epsilon+\epsilon^{2}\right) \kappa\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right) \sqrt{t_{l} e^{l t}+t_{l}^{2} e^{2 l t}}
\end{align*}
$$

We now have all the ingredients to estimate $a_{\epsilon}\left(\boldsymbol{\phi}^{\epsilon}, \boldsymbol{\phi}\right)$. Inserting estimates (5.102), (5.104) and (5.108) into (5.97), we find

$$
\begin{align*}
& \left|a_{\epsilon}\left(\boldsymbol{\phi}^{\epsilon}, \boldsymbol{\phi}\right)\right| \leq\left[\kappa\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}\right. \\
& \left.\quad C\left(\epsilon+\epsilon^{2}\right)\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\left(1+\kappa\left(1+t_{l} e^{l t}\right)\right)\right]\|\boldsymbol{\phi}\|_{\mathbb{V}_{\epsilon}^{N}} . \tag{5.109}
\end{align*}
$$

Next, we need to estimate the second right-hand term of (5.92), $a_{\epsilon}((1-$ $\left.\left.\mathcal{M}_{\epsilon}\right)\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right), \phi\right)$. Trusting [30] (see pages 48 and 49 in the reference) and using the bounds $C\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)$ for $\left\|\boldsymbol{V}^{1}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}$ and $\left\|\boldsymbol{V}^{2}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}}$, we obtain

$$
\begin{align*}
\mid a_{\epsilon}\left(\left(1-\mathcal{M}_{\epsilon}\right)\right. & \left.\left(\epsilon \boldsymbol{V}^{1}+\epsilon^{2} \boldsymbol{V}^{2}\right), \boldsymbol{\phi}\right) \mid \\
& \leq\left[C\left(\epsilon^{\frac{1}{2}}+\epsilon^{\frac{3}{2}}\right)+C\left(\epsilon+\epsilon^{2}\right)\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\right]\|\boldsymbol{\phi}\|_{\mathbb{V}_{\epsilon}^{N}} \tag{5.110}
\end{align*}
$$

The combination of (5.109) and (5.110) yields

$$
\begin{align*}
& \left|a_{\epsilon}\left(\boldsymbol{\Phi}^{\epsilon}, \boldsymbol{\phi}\right)\right| \leq\left[\kappa\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}\right. \\
& \left.\quad+C\left(\epsilon^{\frac{1}{2}}+\epsilon^{\frac{3}{2}}\right)\left(1+\epsilon^{\frac{1}{2}}\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\left(1+\kappa\left(1+t_{l} e^{l t}\right)\right)\right)\right]\|\boldsymbol{\phi}\|_{\mathbb{V}_{\epsilon}^{N}} . \tag{5.111}
\end{align*}
$$

Since $\mathcal{L} \Psi^{\epsilon}=\mathrm{G} \boldsymbol{\Phi}^{\epsilon}$, we obtain an identity similar to (5.31a) to which we apply Gronwall's inequality, leading to

$$
\begin{equation*}
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}(t) \leq \int_{0}^{t} e^{l(t-s)} G_{N}\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}(s) \mathrm{d} s \tag{5.112}
\end{equation*}
$$

Choosing $\boldsymbol{\phi}=\boldsymbol{\Phi}^{\epsilon}$ and with $m$ denoting the coercivity constant $\min _{1 \leq i \leq n, 1 \leq \alpha \leq N}\left\{\tilde{m}_{\alpha}, \tilde{e}_{i}\right\}$, we obtain

$$
\begin{equation*}
m\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}^{2} \leq\left[\kappa \sqrt{\int_{0}^{t} e^{l(t-s)} G_{N}\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{L^{2}\left(\Omega^{\epsilon}\right)^{N}}^{2}(s) \mathrm{d} s}+\mathcal{B}(\epsilon, t)\right]\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}} \tag{5.113}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{B}(\epsilon, t)=C\left(\epsilon^{\frac{1}{2}}+\epsilon^{\frac{3}{2}}\right)\left(1+\epsilon^{\frac{1}{2}}\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\left(1+\kappa\left(1+t_{l} e^{l t}\right)\right)\right) . \tag{5.114}
\end{equation*}
$$

Applying Young's inequality twice, once with $\eta>0$ and once with $\eta_{1}>0$, using the Poincaré inequality (see Remark 5.1) and Gronwall's inequality to (5.113), we arrive at

$$
\begin{align*}
& \left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}^{2} \leq \frac{\mathcal{B}(\epsilon, t)^{2}}{\eta_{1}\left(2 m-\eta_{1}-\eta\right)} \\
& +\int_{0}^{t} \frac{\kappa^{2} G_{N} e^{l(t-s)} \mathcal{B}(\epsilon, s)^{2}}{\eta\left(2 m-\eta_{1}-\eta\right)^{2} \eta_{1}} \exp \left(\int_{s}^{t} \frac{\kappa G_{N}}{\eta\left(2 m-\eta_{1}-\eta\right)} e^{l(t-u)} \mathrm{d} u\right) \mathrm{d} s \tag{5.115}
\end{align*}
$$

Since $0<\mathcal{B}(\epsilon, s) \leq \mathcal{B}(\epsilon, t)$ for $s \leq t$, we can use the Leibniz rule to obtain

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}}^{2} \leq \frac{\mathcal{B}(\epsilon, t)^{2}}{\eta_{1}\left(2 m-\eta_{1}-\eta\right)} \exp \left(\frac{\kappa^{2} G_{N}}{\eta\left(2 m-\eta_{1}-\eta\right)} t_{l} e^{l t}\right) \tag{5.116}
\end{equation*}
$$

Minimizing the two fractions separately leads us to $\eta_{1}=m-\frac{\eta}{2}$ and $\eta=m-\frac{\eta_{1}}{2}$, whence $\eta=\eta_{1}=\frac{2}{3} m$. Hence, we obtain

$$
\begin{align*}
\left\|\boldsymbol{\Phi}^{\epsilon}\right\|_{\mathbb{V}_{\epsilon}^{N}} & \leq C\left(\epsilon^{\frac{1}{2}}+\epsilon^{\frac{3}{2}}\right)\left(1+\epsilon^{\frac{1}{2}}\left(1+(\kappa+\tilde{\kappa}) e^{\lambda t}\right)\left(1+\kappa\left(1+t_{l} e^{l t}\right)\right)\right) \exp \left(\mu t_{l} e^{l t}\right) \\
& =\mathcal{C}(\epsilon, t) \tag{5.117}
\end{align*}
$$

and from (5.112), we arrive at

$$
\begin{equation*}
\left\|\boldsymbol{\Psi}^{\epsilon}\right\|_{H^{1}\left(\Omega^{\epsilon}\right)^{N}} \leq \mathcal{C}(\epsilon, t) \sqrt{t_{l} e^{l t}} \tag{5.118}
\end{equation*}
$$

with

$$
\begin{equation*}
\mu=\frac{9 \kappa^{2} G_{N}}{8 m^{2}} \tag{5.119}
\end{equation*}
$$

This completes the proof of Theorem 5.5.

### 5.6 Upscaling and convergence speeds for a concrete corrosion model

In [137] a concrete corrosion model has been derived from first principles. This model combines mixture theory with balance laws, while incorporating chemical reaction effects, mechanical deformations, incompressible flow, diffusion, and moving boundary effects. The model represents the onset of concrete corrosion by representing the corroded part as a layer of cement (the mixture) on top of a concrete bed and below an acidic fluid. The mixture contains three components $\phi=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$, which react chemically via $3+2 \rightarrow 1$. For simplification, we work in volume fractions. Hence, the identity $\phi_{1}+\phi_{2}+\phi_{3}=1$
holds. The model equations on a domain $\Omega$ become for $\alpha \in\{1,2,3\}$

$$
\begin{align*}
& \frac{\partial \phi_{\alpha}}{\partial t}+\epsilon \operatorname{div}\left(\phi_{\alpha} \mathbf{v}_{\alpha}\right)-\epsilon \delta_{\alpha} \Delta \phi_{\alpha}=\epsilon \kappa_{\alpha} F\left(\phi_{1}, \phi_{3}\right),  \tag{5.120a}\\
& \operatorname{div}\left(\sum_{\alpha=1}^{3} \phi_{\alpha} \mathbf{v}_{\alpha}\right)-\sum_{\alpha=1}^{3} \delta_{\alpha} \Delta \phi_{\alpha}=\sum_{\alpha=1}^{3} \kappa_{\alpha} F\left(\phi_{1}, \phi_{3}\right),  \tag{5.120b}\\
& \nabla\left(-\phi_{\alpha} p+\left[\lambda_{\alpha}+\mu_{\alpha}\right] \operatorname{div}\left(\mathbf{u}_{\alpha}\right)\right)+\mu_{\alpha} \Delta \mathbf{u}_{\alpha}=\chi_{\alpha}\left(\mathbf{v}_{\alpha}-\mathbf{v}_{3}\right)-\sum_{\beta=1}^{3} \gamma_{\alpha \beta} \Delta \mathbf{v}_{\beta},  \tag{5.120c}\\
& \nabla\left(-p+\sum_{\alpha=1}^{2}\left(\lambda_{\alpha}+\mu_{\alpha}\right) \operatorname{div}\left(\mathbf{u}_{\alpha}\right)\right)+\sum_{\alpha=1}^{2} \mu_{\alpha} \Delta \mathbf{u}_{\alpha}+\sum_{\alpha=1}^{3} \sum_{\beta=1}^{3} \gamma_{\alpha \beta} \Delta \mathbf{v}_{\beta}=0, \tag{5.120d}
\end{align*}
$$

where $\boldsymbol{u}_{\alpha}$ and $\boldsymbol{v}_{\alpha}=\partial \boldsymbol{u}_{\alpha} / \partial t$ are the displacement and velocity of component $\alpha$, respectively, and $\epsilon$ is a small positive number independent of any spatial scale. Equation (5.120a) denotes a mass balance law, (5.120b) denotes the incompressibility condition, (5.120c) the partial (for component $\alpha$ ) momentum balance law, and ( 5.120 d ) the total momentum balance.
For $t=\mathcal{O}\left(\epsilon^{0}\right)$, we can treat $\phi$ as constant, which removes some nonlinearities from the model. Moreover, with equation (5.120b) we can eliminate $\boldsymbol{v}_{3}$ in favor of $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$, while with equation $(5.120 \mathrm{~d})$ we can eliminate $p$. This leads to a final expression for $\boldsymbol{u}=\left(\boldsymbol{u}_{1}, \boldsymbol{u}_{2}\right)$ :

$$
\begin{equation*}
\tilde{\mathrm{M}} \partial_{t} \boldsymbol{u}-\tilde{\mathrm{A}} \boldsymbol{u}-\operatorname{div}\left(\tilde{\mathrm{B}} \boldsymbol{u}+\tilde{\mathrm{D}} \partial_{t} \boldsymbol{u}+\mathrm{E} \cdot \nabla\left(\mathrm{~F} \boldsymbol{u}+\tilde{\mathrm{G}} \partial_{t} \boldsymbol{u}\right)\right)=\boldsymbol{H} \tag{5.121}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{\mathrm{M}} & =\left(\begin{array}{cc}
\chi_{1} \frac{\phi_{1}+\phi_{3}}{\phi_{3}} & \chi_{1} \frac{\phi_{2}}{\phi_{3}} \\
\chi_{2} \frac{\phi_{1}}{\phi_{3}} & \chi_{2} \frac{\phi_{2}+\phi_{3}}{\phi_{3}}
\end{array}\right), & \tilde{\mathrm{A}}=\tilde{\mathrm{B}}=\tilde{\mathrm{D}}=0,  \tag{5.122a}\\
\mathrm{~F} & =\left(\begin{array}{cc}
\mu_{1}\left(\phi_{2}+\phi_{3}\right) & -\mu_{2} \phi_{1} \\
-\mu_{1} \phi_{2} & \mu_{2}\left(\phi_{1}+\phi_{3}\right)
\end{array}\right), & \mathrm{E}=\mathbf{I},  \tag{5.122b}\\
\tilde{G}_{\alpha \beta} & =-\gamma_{\alpha \beta}+\phi_{\alpha} \sum_{\lambda=1}^{3} \gamma_{\lambda \beta}, & H_{\alpha}=\frac{\chi_{\alpha}}{\phi_{3}} F\left(\phi_{1}, \phi_{3}\right) \sum_{\lambda=1}^{3} \kappa_{\lambda} .
\end{align*}
$$

According to [137], there are several options for $\gamma_{\alpha \beta}$, but all these options lead to non-invertible $\tilde{G}$. Suppose we take $\gamma_{11}=\gamma_{22}=\gamma_{1}<0$ and $\gamma_{12}=\gamma_{21}=$
$\gamma_{2}<0$ with $\gamma_{1}>\gamma_{2}$. Then $\tilde{G}$ is invertible and positive definite for $\phi_{3}>0$, since the determinant of $\tilde{G}$ equals $\left(\gamma_{1}^{2}-\gamma_{2}^{2}\right) \phi_{3}$.
According to Section 4.3 of [136], we obtain the Neumann problem (5.8a), (5.8b) with

$$
\begin{equation*}
M=\tilde{M} \tilde{G}^{-1}, D=0, L=\tilde{G}^{-1} F, G=\tilde{G}^{-1}, K=-\tilde{M} \tilde{G}^{-1} F, J=0 \tag{5.123}
\end{equation*}
$$

Note, that both E and $\boldsymbol{H}$ do not change in this transformation. Moreover, M is positive definite, since both $\tilde{M}$ and $\tilde{G}$ are positive definite.

Suppose the cement mixture has a periodic microstructure, satisfying assumption (A4), inherited from the concrete microstructure if corroded. Assume the constants $\chi_{\alpha}, \mu_{\alpha}, \kappa_{\alpha}$, and $\gamma_{\alpha \beta}$ are actually functions of both the macroscopic scale $\boldsymbol{x}$ and the microscopic scale $\boldsymbol{y}$, such that Assumptions (A1)-(A3) are satisfied. Note that (A3) is trivially satisfied.

From the main results we see that a macroscale limit $\left(\boldsymbol{U}^{0}, \boldsymbol{V}^{0}\right)$ of this microscale corrosion problem exists, which satisfies system $\left(\mathbf{P}_{w}^{0}\right)$, and that the convergence speed is given by Theorem 5.5 with constants $l, \kappa, \lambda$ and $\mu$ given by Section 5.7.

### 5.7 Appendix: Determining $\kappa, \tilde{\kappa}$ and exponents $l, \lambda$ and $\mu$.

In Theorem 5.5, the three constants $l, \lambda$ and $\mu$ are introduced as exponents indicating the exponential growth in time of the corrector bounds. Moreover, there was also a constant $\kappa$ that indicated whether additional exponential growth occurs or not. For brevity it was not stated how these constants depend on the given matrices and tensors. Here we will give an exact determination procedure of these constants.
The constant $\kappa$ denotes the maximal operator norm of the tensor K .

$$
\begin{equation*}
\kappa=\sup _{1 \leq \alpha, \beta \leq N}\left\|K_{\alpha \beta}\right\|_{L^{\infty}\left(\mathbf{R}_{+} ; W^{1, \infty}\left(\Omega ; C_{\#}^{1}\left(Y^{*}\right)\right)\right)} . \tag{5.124}
\end{equation*}
$$

The constants $l, \lambda, \tilde{\kappa}$ and $\mu$ were obtained via Young's inequality, which make them a coupled system via several additional positive constants: $\eta, \eta_{1}, \eta_{2}, \eta_{3}$.

The obtained expressions are

$$
\begin{align*}
l & =\max \left\{0, L_{N}\right\}  \tag{5.125a}\\
\lambda & =\frac{1}{2} \max \left\{0, L_{N}+\max \left\{L_{G}+G_{M} \max _{1 \leq \alpha \leq N} \tilde{K}_{\alpha}, G_{M} \max _{1 \leq \alpha \leq N} \max _{1 \leq i \leq d} \tilde{J}_{i \alpha}\right\}\right\} \tag{5.125b}
\end{align*}
$$

$$
\begin{equation*}
\mu=\frac{9 \kappa^{2}}{8 m^{2}} G_{N} \tag{5.125c}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\kappa}=\max _{1 \leq \alpha \leq N, 1 \leq i \leq d}\left\{\tilde{K}_{\alpha}, \tilde{J}_{i \alpha}\right\} \tag{5.125d}
\end{equation*}
$$

with the values

$$
\begin{align*}
L_{N} & =2 \mathcal{L}_{\min }+\eta G_{\max }+\eta_{1} d N \mathcal{L}_{G}  \tag{5.126a}\\
L_{G} & =2 \mathcal{L}_{\min }+\frac{d N}{\eta_{1}} \mathcal{L}_{G}+\eta_{2} G_{\max }+\eta_{3} d N G_{G}  \tag{5.126b}\\
G_{N} & =\frac{1}{\eta} G_{\max }+\frac{d N}{\eta_{3}} G_{G}  \tag{5.126c}\\
G_{G} & =\frac{1}{\eta_{2}} G_{\max }  \tag{5.126d}\\
G_{M} & =\max _{1 \leq \alpha \leq N} \max _{1 \leq i \leq d}\left\{\frac{G_{N}+G_{G}}{\tilde{m}_{\alpha}}, \frac{G_{N}}{\tilde{e}_{i}}\right\},  \tag{5.126e}\\
m & =\min _{1 \leq \alpha \leq N} \min _{1 \leq i \leq d}\left\{\tilde{m}_{\alpha}, \tilde{e}_{i}\right\} \tag{5.126f}
\end{align*}
$$

where we have the positive values

$$
\begin{align*}
\tilde{m}_{\alpha} & =m_{\alpha}-\eta_{\alpha}-\sum_{\beta=1}^{N}\left(\eta_{\alpha \beta}+\sum_{i=1}^{d}\left[\frac{\left.\left.\left\|D_{i \beta \alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}^{2 \eta_{i \beta \alpha}}+\tilde{\eta}_{i \alpha \beta}\right]\right)}{\tilde{e}_{i}}=e_{i}-\sum_{\alpha, \beta=1}^{N} \frac{\eta_{i \beta \alpha}}{2}\left\|D_{i \beta \alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}\right.\right.  \tag{5.127a}\\
\tilde{H} & =\sum_{\alpha=1}^{N} \frac{1}{4 \eta_{\alpha}}\left\|\mathrm{H}_{\alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}^{2}  \tag{5.127b}\\
\tilde{K}_{\alpha} & =\sum_{\beta=1}^{N} \frac{1}{4 \eta_{\beta \alpha}}\left\|K_{\beta \alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}^{2}  \tag{5.127c}\\
\tilde{J}_{i \alpha} & =\sum_{\beta=1}^{N} \frac{\epsilon_{0}^{2}}{4 \tilde{\eta}_{i \beta \alpha}}\left\|J_{i \beta \alpha}\right\|_{L^{\infty}\left(\mathbf{R}_{+} \times \Omega ; C_{\#}\left(Y^{*}\right)\right)}^{2} \tag{5.127d}
\end{align*}
$$

for $\eta_{i \beta \alpha}>0, \eta_{\beta}>0, \eta_{\alpha \beta}>0, \tilde{\eta}_{i \alpha \beta}>0$ and $\epsilon_{0}$ the supremum of allowed $\epsilon$ values (which is 1 for Theorem 5.7). Moreover, we have

- $\mathcal{L}_{\text {min }}$ as the $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$-norm of the absolute value of the largest negative eigenvalue or it is -1 times the smallest positive eigenvalue of L if no negative or 0 eigenvalues exist,
- $\mathcal{L}_{G}$ as the $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$-norm of the largest absolute value of the $\nabla \mathrm{L}$ components,
- $G_{\max }$ as the $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$-norm of the largest eigenvalue of G ,
- $G_{G}$ as the $L^{\infty}\left(\mathbf{R}_{+} \times \Omega\right)$-norm of the largest absolute value of the $\nabla \mathrm{G}$ components.

Remark 5.11. Remark that smaller $l$ and $\mu$ yield longer times $\tau$ in Theorem 5.7 and faster convergence rates in $\epsilon$. However, $l$ and $\mu$ are only coupled via $\lambda$. Hence, $l$ and $\mu$ can be made as small as needed as long as $\lambda$ remains finite and independent of $\epsilon$.

Remark 5.12. Note that $\mathcal{L}_{\text {min }}<0$ allows for a hyperplane of positive values of $\eta$ and $\eta_{1}$ in $\left(\eta, \eta_{1}, \eta_{2}, \eta_{3}\right)$-space such that $l=L_{N}=0$. In this case not $\lambda$ or $\mu$ should be minimized. Instead $\tau_{\text {end }}$ should be maximized, the time $\tau$ for which the bounds of Theorem 5.7 equal $\mathcal{O}(1)$ for $p=q=0$. For $\mu \geq \lambda$ this yields a minimization of $\mu$, while for $\mu<\lambda$ a minimization of $\mu+\lambda$. Due to the use of maximums in the definition of $\lambda$ and $\tau_{\text {end }}$, we refrain from maximizing $\tau_{\text {end }}$ as any attempt leads to a large tree of cases for which an optimization problem has to be solved.

# Upscaling Non-linear Pseudoparabolic-like Systems on Vanishing Thin Multidomains 

Blanchard and Gaudiello [12] showed the convergence of a nonlinear elliptic system on a bed-of-nails-like domain. This domain is characterized by a "forest" of cylinders of thickness $\epsilon$ and periodicity of size $\mathcal{O}(\epsilon)$ on a substrate of thickness $h_{\epsilon}$ that vanishes as $\epsilon \downarrow 0$. In this chapter, the Blanchard-Gaudiello system is extended by adding a nonlinear ordinary differential equation in time and by adding nonlinear couplings between the two equations. The convergence as $\epsilon \downarrow 0$ is shown for the extended system on the same bed-of-nails-like domain. Additionally, several convergence rates for this extended system are related to the convergence speed of $h_{\epsilon}$ and the $\epsilon$-dependence of known data.

### 6.1 Introduction

Upscaling is heavily dependent on the size of the scale length and of their separation when considering microstructures scale and macro domains. One field where such a scale separation is physically almost at its maximum is in semiconductors production. The electronic components are close to the nanometer level, while the finished product is still centimeter sized. This yields a scale separation of $\epsilon \sim 10^{-6}$. Disregarding the effects of quantum mechanics, which in principle becomes noticeable at the nanometer level, we focus on a specific subfield of semiconductor industry: the production of photo-voltaic cells as they are used in harvesting solar energy [63]. The everlasting race for higher efficiency has relatively recently created novel domain topologies. One of these topologies are best characterized as a "forest" of periodically spaced narrow columns with respect to their height placed on a thin substrate [7]. The aspect ratio of these columns (height over width) is dependent on the duration of the etching process. More etching yields longer columns with the same width [7]. Moreover, the substrate becomes smaller, as the columns are etched out of the substrate. See Figure 6.1 for electron microscopy images of an actual photo-voltaic cell with this nanostructure.


Figure 6.1: An example of a "forest" of periodically spaced columns on a substrate at a nanometer level. [51] (C)Nature Materials

On this domain of silicon, shown in Figure 6.1, light is adsorbed and transformed into a different energy type, which creates heat as a byproduct. The distribution and flow of heat throughout this domain is described by the heat conduction equation. We have chosen to use a generalized version of this process by taking a system similar to the decomposed pseudo-parabolic system of Chapter 5, which is an elliptic spatial partial differential equation and a temporal ordinary differential equation, and generalizing it further by allowing for non-linear operators. In this way our system encompasses the (non-linear) heat diffusion systems, but also allows for drift effects.

In Chapter 5 the target porous domain was perforated, while this silicon domain consists of just the "perforations", which are glued by a connected non-perforated substrate. As the substrate is rather thin, we expect difficulties to appear in transporting heat from one column to the other. Our expectation is, therefore, that the macroscopic system will be dominated by the direction in which the columns are pointing and that the transversal transmission coefficients will be rather small. This expected result is in some respect incorporated by the macroscopic system shown as one of the main results in Section 6.3.
These main results, reported in Sections 6.4, 6.5, and 6.6, extend the results of [11] and [12], which treat the same microscopic geometry, to our model equations. Furthermore, we obtain several corrector estimates for this problem. In [5] corrector estimates are obtained for a similar system, but without a vanishing substrate. Moreover, in [13] our system is again treated but with the focus on a different vanishing speed for the substrate. Twice more, the system has been treated by Gaudiello: in [60] the focus was on a high-contrast version of the diffusion operator in the vanishing cylinders, while in [59] the focus was on different regularity for the data with focus on entropy-like a-priori bounds. Hence, corrector estimates for the system with a vanishing substrate was still a missing element in the work of Gaudiello. In this chapter, we try to fill this knowledge gap.
Related work concerning homogenization of coupled systems of partial differential equations posed in $W^{1, p}(\Omega)$ has been done by H. Matano and M. Böhm, see [87], [88]. Similar work regarding homogenization of pseudo-parabolic systems in a monotone operator setting has been reported in [135], but without the vanishing domain components and without the corrector estimates.

The remaining part of this chapter has five sections: a preliminary section for introducing basic notions, a main results section, a well-posedness section, an upscaling section, and a convergence speed section.

The mathematical description of the domain consisting of a "forest" of columns on a thin substrate together with a description of the system on this domain and the associated assumptions are found in Section 6.2. The major results discussed in the different sections are summarized in Section 6.3. Using the theory of monotone operators, we show in Section 6.8 the existence and uniqueness of a solution to our system. We upscale directly within the monotone operator framework with a minor help of identifying limit functions via two-scale convergence. This is in contrast to Chapter 5, where either twoscale asymptotic expansions or two-scale convergence are the main upscaling techniques. We present convergence bounds to the upscaled solution in Section 6.5. We end with a drift term extension of our problem in the Hilbert space setting in Section 6.6.
For a detailed account of techniques on homogenization methods, we refer the reader to the classical monographs of e.g. [29], [85].

### 6.2 Preliminaries

## Domain

Let $(0, T)$, with $T>0$, be a time-interval and $\omega \subset \mathbf{R}^{d-1}$ for $d \in \mathbf{N}$ with $d \geq 2$ a simply connected bounded domain with a $C^{2}$-boundary $\partial \omega$. Take $Y \subset \mathbf{R}^{d-1}$ a simply connected bounded domain, such that there exists a diffeomorphism $\gamma: \mathbf{R}^{d-1} \rightarrow \mathbf{R}^{d-1}$ such that $\operatorname{Int}\left(\gamma\left([0,1]^{d-1}\right)\right)=Y$. Introduce $\mathcal{B} \subset Y$, a $(d-1)$-dimensional ball such that $\partial \mathcal{B} \cap \partial Y=\emptyset$.
We tile $\mathbf{R}^{d-1}$ periodically with $Y$-tiles: Let $G_{0}$ be a lattice ${ }^{1}$ of the translation group $\mathcal{T}_{d-1}$ on $\mathbf{R}^{d-1}$ such that $[0,1]^{d-1}=\mathcal{T}_{d-1} / G_{0}$. Hence, we have the following properties: $\bigcup_{g \in G_{0}} g\left([0,1]^{d-1}\right)=\mathbf{R}^{d-1}$ and $(0,1)^{d} \cap g\left((0,1)^{d-1}\right)=\emptyset$ for all $g \in G_{0}$ different than the identity-mapping. Moreover, we demand that the diffeomorphism $\gamma$ allows the representation $G_{\gamma}:=\gamma \circ G_{0} \circ \gamma^{-1}$ to be a discrete subgroup of $\mathcal{T}_{d-1}$ with $\bar{Y}=\mathcal{T}_{d-1} / G_{\gamma}$.
After introducing a $Y$-tiling of $\mathbf{R}^{d-1}$, we rescale the tiling to a periodicity of size $\epsilon$ : Take a sequence $(\epsilon) \subset\left(0, \epsilon_{0}\right)$ such that $\epsilon \rightarrow 0$ and assume that for all $\epsilon \in\left(0, \epsilon_{0}\right)$ there is a set $G_{\gamma}^{\epsilon}=\left\{\epsilon g \mid g \in G_{\gamma}\right\}$. Hence, we can define $\omega_{\epsilon}=\bigcup_{g \in G_{\gamma}^{\epsilon}}\{g(\mathcal{B}) \mid g(\overline{\mathcal{B}}) \subset \bar{\omega}\}$, the set of $(d-1)$-dimensional "balls" (shifted $\mathcal{B}$ of size $\epsilon$ ) fully inside $\omega$ with centers mapped onto each other by elements of $G_{\gamma}^{\epsilon}$.

[^6]Relying on $\omega_{\epsilon}$, we create a "forest" of periodically spaced cylinders with base shape $\mathcal{B}$ and place this "forest" onto a thin substrate: Introduce the domains $\Omega_{\epsilon}^{+}=\omega_{\epsilon} \times\left(0, l_{d}\right)$ for $l_{d} \in \mathbf{R}_{+}, \Omega_{\epsilon}^{-}=\omega \times\left(-h_{\epsilon}, 0\right)$ for a sequence of positive values $h_{\epsilon} \in(0,1)$ satisfying $h_{\epsilon} \downarrow 0$ as $\epsilon \downarrow 0$, and hence, $\Omega_{\epsilon}=\operatorname{int}\left(\overline{\Omega_{\epsilon}^{-} \cup \Omega_{\epsilon}^{+}}\right)$. See Figure 6.2 for a schematic representation of the sets $\Omega_{\epsilon}^{+}$and $\Omega_{\epsilon}^{-}$. Moreover, we introduce the domains $\Omega^{+}=\omega \times\left(0, l_{d}\right), \Omega^{-}=\omega \times(-1,0)$ and $\Omega=\operatorname{int}\left(\overline{\Omega^{-} \cup \Omega^{+}}\right)$. Hence, $\Omega^{+}$is the smallest block containing $\Omega_{\epsilon}^{+}$for all $\epsilon>0$. Hence, $\Omega_{\epsilon}^{+} \subset \Omega^{+}$and $\Omega_{\epsilon}^{-} \subset \Omega^{-}$for all $\epsilon \in\left(0, \epsilon_{0}\right)$.


Figure 6.2: Schematic representation of the $\epsilon$-dependent domain $\Omega_{\epsilon}$. Left: Side view of $\Omega_{\epsilon}$, which shows $\Omega_{\epsilon}^{+}$as a collection of green $\mathcal{O}(\epsilon)$-thick, $\mathcal{O}(\epsilon)$-spaced "forest" of columns and $\Omega_{\epsilon}^{-}$as a red $h_{\epsilon}$-thick substrate. Right: Top view of $\Omega_{\epsilon}$, which shows $\omega$ as the red domain on which the "forest" of green columns with base shape $\omega_{\epsilon}$ is located. In general, $\omega$ is an arbitrary domain with smooth boundary $\partial \omega$ and not the rectangle as depicted here. The domain $\omega$ is depicted here as being completely tiled with $Y$-tiles, each containing $\mathcal{B}$-balls.

## Setting of the model equations and assumptions

We are interested in the asymptotic behaviour, $\epsilon \downarrow 0$, of the weak solutions to the following Neumann problem: Find $\left(U_{\epsilon}, V_{\epsilon}\right)$ satisfying

$$
\begin{cases}\mathcal{M}\left(V_{\epsilon}\right)-\operatorname{div}\left(\mathcal{E}\left(\nabla V_{\epsilon}\right)\right)=F_{\epsilon}+\mathcal{K}\left(U_{\epsilon}\right) & \text { in } \Omega_{\epsilon} \times(0, T)  \tag{6.1}\\ \frac{\partial U_{\epsilon}}{\partial t}+\mathcal{L}\left(U_{\epsilon}\right)=\mathcal{G}\left(V_{\epsilon}\right) & \text { in } \Omega_{\epsilon} \times(0, T) \\ \mathcal{E}\left(\nabla V_{\epsilon}\right) \cdot \boldsymbol{n}_{\epsilon}=0 & \text { on } \partial \Omega_{\epsilon} \times(0, T) \\ U_{\epsilon}=U^{*} & \text { in } \overline{\Omega_{\epsilon}} \times\{0\}\end{cases}
$$

where $\boldsymbol{n}_{\epsilon}$ denotes the exterior unit normal on $\partial \Omega_{\epsilon}$. This choice of microscopic system is motivated by our previous work on modeling, analysis, simulation and upscaling of reactive flow through deformable chemically-active porous media, see [136] and [137].
Fix $p \geq 2$ and take $q=\frac{p}{p-1}$, such that $\frac{1}{p}+\frac{1}{q}=1$. We assume the following properties:
(A1) $\mathcal{E}=\left(\mathcal{E}_{1}, \ldots, \mathcal{E}_{d}\right): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ and $\mathcal{M}: \mathbf{R} \rightarrow \mathbf{R}$ are monotone continuous functions satisfying the following growth conditions:

$$
\begin{align*}
\exists e_{i} \in \mathbf{R}_{+}: & e_{i}|\boldsymbol{\xi}|^{p} \leq \mathcal{E}(\boldsymbol{\xi}) \boldsymbol{\xi} \quad \text { for all } \boldsymbol{\xi} \in \mathbf{R}^{d},  \tag{6.2a}\\
\exists m_{i} \in \mathbf{R}_{+}: & m_{i}|\zeta|^{p} \leq \mathcal{M}(\zeta) \zeta \quad \text { for all } \zeta \in \mathbf{R}  \tag{6.2b}\\
\exists e_{s} \in \mathbf{R}_{+}: & |\mathcal{E}(\boldsymbol{\xi})| \leq e_{s}|\boldsymbol{\xi}|^{p-1} \text { for all } \boldsymbol{\xi} \in \mathbf{R}^{d},  \tag{6.2c}\\
\exists m_{s} \in \mathbf{R}_{+}: & |\mathcal{M}(\zeta)| \leq m_{s}|\zeta|^{p-1} \text { for all } \zeta \in \mathbf{R} . \tag{6.2d}
\end{align*}
$$

(A2) The mappings $\mathcal{K}: \mathbf{R} \rightarrow \mathbf{R}, \mathcal{L}: \mathbf{R} \rightarrow \mathbf{R}, \mathcal{G}: \mathbf{R} \rightarrow \mathbf{R}$ are bounded and continuous.
(A3) For given $F_{\epsilon} \in L^{q}\left(\Omega_{\epsilon}\right)$, there exists $F \in L^{q}\left(\Omega^{+}\right)$such that $F_{\epsilon} \rightarrow F$ strongly in $L^{q}\left(\Omega^{+}\right)$as $\epsilon \rightarrow 0$.
(A4) $\exists c \in \mathbf{R}_{+}$independent of $\epsilon$ such that $\left\|F_{\epsilon}\left(\boldsymbol{x}^{\prime}, h_{\epsilon} x_{d}\right)\right\|_{L^{q}\left(\Omega^{-}\right)} \leq c$ for all $\epsilon$, where we used the decomposition $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)=\left(\boldsymbol{x}^{\prime}, x_{d}\right) \in \mathbf{R}^{d}$.
(A5) $\lim _{\epsilon \downarrow 0} \frac{\epsilon^{p}}{h_{\epsilon}}=0$, which can also be written as $\epsilon^{p}=o\left(h_{\epsilon}\right)$.
(A6) $\mathcal{E}$ and $\mathcal{M}$ are strictly monotone.
(A7) $\mathcal{L}, \mathcal{G}$, and $\mathcal{K}$ are monotone, continuous functions on $L^{p}(\Omega)$ satisfying

$$
\begin{array}{lll}
\exists l_{i} \in \mathbf{R}_{+}: & l_{i}\|\zeta\|^{p} \leq \mathcal{L}(\zeta) \zeta & \text { for all } \zeta \in \mathbf{R}, \\
\exists l_{s} \in \mathbf{R}_{+}: & |\mathcal{L}(\zeta)| \leq l_{s}|\zeta|^{p-1} & \text { for all } \zeta \in \mathbf{R}, \\
\exists g_{s} \in \mathbf{R}_{+}: & |\mathcal{G}(\zeta)| \leq g_{s}|\zeta|^{p-1} & \text { for all } \zeta \in \mathbf{R}, \\
\exists k_{s} \in \mathbf{R}_{+}: & |\mathcal{K}(\zeta)| \leq k_{s}|\zeta|^{p-1} & \text { for all } \zeta \in \mathbf{R} . \tag{6.3d}
\end{array}
$$

(A8) $U^{*} \in L^{2}(\Omega)$.
(A9) For $p \geq 2$, the functions $\mathcal{E}, \mathcal{M}, \mathcal{L}$ have positive constants $E, M, L$ respectively, such that they satisfy

$$
\begin{align*}
\left(\mathcal{E}\left(\boldsymbol{\xi}_{1}\right)-\mathcal{E}\left(\boldsymbol{\xi}_{2}\right)\right)\left(\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right) \geq E\left|\boldsymbol{\xi}_{1}-\boldsymbol{\xi}_{2}\right|^{p} & \text { for all } \boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \mathbf{R}^{d},  \tag{6.4a}\\
\left(\mathcal{M}\left(\zeta_{1}\right)-\mathcal{M}\left(\zeta_{2}\right)\right)\left(\zeta_{1}-\zeta_{2}\right) \geq M\left|\zeta_{1}-\zeta_{2}\right|^{p} & \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R}  \tag{6.4b}\\
\left(\mathcal{L}\left(\zeta_{1}\right)-\mathcal{L}\left(\zeta_{2}\right)\right)\left(\zeta_{1}-\zeta_{2}\right) \geq L\left|\zeta_{1}-\zeta_{2}\right|^{p} & \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R} . \tag{6.4c}
\end{align*}
$$

Note, assumption (A9) implies assumption (A6).
(A10) The operators $\mathcal{G}$ and $\mathcal{K}$ satisfy for $p \in(1,2)$ a ( $p-1$ )-Hölder condition

$$
\begin{aligned}
& \exists G \in \mathbf{R}_{+}:\left|\mathcal{G}\left(\zeta_{1}\right)-\mathcal{G}\left(\zeta_{2}\right)\right| \leq G\left|\zeta_{1}-\zeta_{2}\right|^{p-1} \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R}, \quad \text { (6.5a) } \\
& \exists K \in \mathbf{R}_{+}:\left|\mathcal{K}\left(\zeta_{1}\right)-\mathcal{K}\left(\zeta_{2}\right)\right| \leq K\left|\zeta_{1}-\zeta_{2}\right|^{p-1} \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R}, \quad(6.5 \mathrm{~b})
\end{aligned}
$$

and for $p \geq 2$ a Lipschitz condition

$$
\begin{align*}
& \exists G \in \mathbf{R}_{+}:\left|\mathcal{G}\left(\zeta_{1}\right)-\mathcal{G}\left(\zeta_{2}\right)\right| \leq G\left|\zeta_{1}-\zeta_{2}\right| \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R},  \tag{6.6a}\\
& \exists K \in \mathbf{R}_{+}:\left|\mathcal{K}\left(\zeta_{1}\right)-\mathcal{K}\left(\zeta_{2}\right)\right| \leq K\left|\zeta_{1}-\zeta_{2}\right| \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R} . \tag{6.6b}
\end{align*}
$$

Moreover, if (A9) holds, then we also have the bound

$$
\begin{equation*}
\frac{G K}{L}<\beta_{i}=\min \{M, E\} \tag{6.7}
\end{equation*}
$$

## Rescaled behaviour

What concerns the asymptotic behaviour as $\epsilon \downarrow 0$, it is natural to rescale the plate $\Omega_{\epsilon}^{-}$by linearly mapping $\Omega^{-}$bijectively onto $\Omega_{\epsilon}^{-}$, i.e. $x_{d} \mapsto h_{\epsilon} x_{d}$ for $\boldsymbol{x}=\left(\boldsymbol{x}^{\prime}, x_{d}\right) \in \Omega^{-}$. We adapt to our setting here the working ideas from [11] and [12]. The next object introduces a new gradient on $\Omega_{\epsilon}^{+} \cup \Omega^{-}$:

$$
\nabla= \begin{cases}D_{\boldsymbol{x}} & \text { for } \boldsymbol{x} \in \Omega_{\epsilon}^{+}  \tag{6.8}\\ \left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{d-1}}, \frac{1}{h_{\epsilon}} \frac{\partial}{\partial x_{d}}\right)=\left(D_{\boldsymbol{x}^{\prime}}, \frac{1}{h_{\epsilon}} \frac{\partial}{\partial x_{d}}\right) & \text { for } \boldsymbol{x} \in \Omega^{-}\end{cases}
$$

In a similar manner as in 6.8 , we redefine the unknowns $U_{\epsilon}$ and $V_{\epsilon}$ as well as the functions $F_{\epsilon}, U^{*}$, viz.

$$
\begin{align*}
& u_{\epsilon}(\boldsymbol{x}):= \begin{cases}U_{\epsilon}(\boldsymbol{x}) & \text { for } \boldsymbol{x} \in \Omega_{\epsilon}^{+}, \\
U_{\epsilon}\left(\boldsymbol{x}^{\prime}, h_{\epsilon} x_{d}\right) & \text { for } \boldsymbol{x} \in \Omega^{-},\end{cases}  \tag{6.9a}\\
& v_{\epsilon}(\boldsymbol{x}):= \begin{cases}V_{\epsilon}(\boldsymbol{x}) & \text { for } \boldsymbol{x} \in \Omega_{\epsilon}^{+}, \\
V_{\epsilon}\left(\boldsymbol{x}^{\prime}, h_{\epsilon} x_{d}\right) & \text { for } \boldsymbol{x} \in \Omega^{-},\end{cases}  \tag{6.9b}\\
& f_{\epsilon}(\boldsymbol{x}):= \begin{cases}F_{\epsilon}(\boldsymbol{x}) & \text { for } \boldsymbol{x} \in \Omega_{\epsilon}^{+}, \\
F_{\epsilon}\left(\boldsymbol{x}^{\prime}, h_{\epsilon} x_{d}\right) & \text { for } \boldsymbol{x} \in \Omega^{-},\end{cases}  \tag{6.9c}\\
& u_{\epsilon}^{*}(\boldsymbol{x}):= \begin{cases}U^{*}(\boldsymbol{x}) & \text { for } \boldsymbol{x} \in \Omega_{\epsilon}^{+}, \\
U^{*}\left(\boldsymbol{x}^{\prime}, h_{\epsilon} x_{d}\right) & \text { for } \boldsymbol{x} \in \Omega^{-}\end{cases} \tag{6.9d}
\end{align*}
$$

Definition 6.1. The pair $\left(u_{\epsilon}, v_{\epsilon}\right) \in L^{p}\left((0, T) \times \Omega_{\epsilon}^{+} \cup \Omega^{-}\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}^{+} \cup\right.\right.$ $\left.\left.\Omega^{-}\right)\right) \times L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)\right)$given by (6.9a) and (6.9b) is a weak solution of (6.1) if the following identities

$$
\left\{\begin{align*}
\int_{\Omega_{\epsilon}^{+}} & \mathcal{M}\left(v_{\epsilon}\right) \phi+\mathcal{E}\left(D v_{\epsilon}\right) \cdot D \phi \mathrm{~d} \boldsymbol{x}  \tag{6.10}\\
& +h_{\epsilon} \int_{\Omega^{-}} \mathcal{M}\left(v_{\epsilon}\right) \phi+\mathcal{E}\left(D_{\boldsymbol{x}^{\prime}} v_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial v_{\epsilon}}{\partial x_{d}}\right) \cdot\left(D_{\boldsymbol{x}^{\prime}} \phi, \frac{1}{h_{\epsilon}} \frac{\partial \phi}{\partial x_{d}}\right) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega_{\epsilon}^{+}}\left(f_{\epsilon}+\mathcal{K}\left(u_{\epsilon}\right)\right) \phi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}}\left(f_{\epsilon}+\mathcal{K}\left(u_{\epsilon}\right)\right) \phi \mathrm{d} \boldsymbol{x} \quad \text { for a.e. } t \in(0, T), \\
\int_{\Omega_{\epsilon}^{+}} & \left(\frac{\partial u_{\epsilon}}{\partial t}+\mathcal{L}\left(u_{\epsilon}\right)\right) \psi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}}\left(\frac{\partial u_{\epsilon}}{\partial t}+\mathcal{L}\left(u_{\epsilon}\right)\right) \psi \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega_{\epsilon}^{+}} \mathcal{G}\left(v_{\epsilon}\right) \psi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}} \mathcal{G}\left(v_{\epsilon}\right) \psi \mathrm{d} \boldsymbol{x} \quad \text { for a.e. } t \in(0, T)
\end{align*}\right.
$$

hold for all $\phi \in W^{1, p}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)$and $\psi \in L^{p}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)$while satisfying the boundary condition

$$
\begin{equation*}
\mathcal{E}\left(D v_{\epsilon}\right) \cdot \boldsymbol{n}=0 \quad \text { on } \partial\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right) \text {for a.e. } t \in(0, T), \tag{6.11}
\end{equation*}
$$

and initial condition

$$
\begin{equation*}
u_{\epsilon}=u_{\epsilon}^{*} \quad \text { on } \overline{\Omega_{\epsilon}^{+} \cup \Omega^{-}} \text {for } t=0 . \tag{6.12}
\end{equation*}
$$

### 6.3 Main results

In this section, we present our main results concerning problem (6.1). The proofs of these results are the subject of the next sections.
Our main results are subdivided into three categories: well-posedness, upscaling, and convergence bounds. First, the existence and uniqueness of a solution pair in the sense of Definition 6.1 to system (6.1) is shown.

Theorem 6.2 (Well-posedness). Assume (A1), (A2), (A7)-(A10). Let $U^{*} \in$ $L^{2}(\Omega)$. Then there exists a unique solution pair $U_{\epsilon} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap$ $H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)$ and $V_{\epsilon} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ satisfying

$$
\begin{cases}\int_{\Omega_{\epsilon}}\left(\frac{\mathrm{d} U_{\epsilon}}{\mathrm{d} t}+\mathcal{L}\left(U_{\epsilon}\right)\right) \psi \mathrm{d} \boldsymbol{x}=\int_{\Omega_{\epsilon}} \mathcal{G}\left(V_{\epsilon}\right) \psi \mathrm{d} \boldsymbol{x} & \text { in } \Omega_{\epsilon} \times(0, T),  \tag{6.13}\\ U_{\epsilon}=U^{*} & \text { on } \overline{\Omega_{\epsilon}} \times\{0\}\end{cases}
$$

for all $\psi \in L^{q}\left((0, T) \times \Omega_{\epsilon}\right)$, and

$$
\begin{cases}\left\langle\phi, \mathcal{T} V_{\epsilon}\right\rangle=\int_{\Omega_{\epsilon}^{+}}\left(F_{\epsilon}+\mathcal{K}\left(U_{\epsilon}\right)\right) \phi \mathrm{d} \boldsymbol{x} & \text { in } \Omega_{\epsilon} \times(0, T)  \tag{6.14}\\ \mathcal{E}\left(\nabla V_{\epsilon}\right) \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega_{\epsilon} \times(0, T)\end{cases}
$$

for all $\phi \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$, where

$$
\begin{equation*}
\left\langle\phi, \mathcal{T} V_{\epsilon}\right\rangle=\int_{\Omega_{\epsilon}^{+}} \mathcal{E}\left(\nabla V_{\epsilon}\right) \cdot \nabla \phi+\mathcal{M}\left(V_{\epsilon}\right) \phi \mathrm{d} \boldsymbol{x} \tag{6.15}
\end{equation*}
$$

Proof. The existence of solutions in the sense of Definition 6.1 follow by standard results on monotone evolution equations [58], [85], [127]. Alternatively, due to the strong similarity of our problem setting with diffusion scenarios in partially fissured media, the working methodology from [15] is also applicable in our case. The uniqueness of solutions as well as the structural stability of the solution with respect to model parameters follows by standard arguments.

Theorem 6.25 follows by standard results, which have already been applied to similar pseudo-parabolic equations with more complicated non-linear behaviour such as hysteresis in porous media models with dynamic capillary, see [36], [38], [78], [82], [124]. One way to approximate the weak solution $\left(U_{\epsilon}, V_{\epsilon}\right)$ is to use a linear decoupled scheme as stated in Theorem 6.25 in Section 6.8. This procedure works fine for $p \geq 2$ and it is similar to the procedure used in [37].

Accepting the well-posedness of system (6.1), we now seek the limit system for $\epsilon \downarrow 0$, i.e. we perform our upscaling/homogenization procedure.

Theorem 6.3 (Upscaling). Assume (A1)-(A10), let $U^{*} \in L^{2}(\Omega)$, and let $B_{Y}=\frac{|\mathcal{B}|}{|Y|}$. Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the unique solution pair of system (6.10), then there
exists a unique solution triple ( $u, v, \boldsymbol{d}^{\prime}$ ) of

$$
\begin{cases}\mathcal{M}(v)-\frac{\partial}{\partial x_{d}}\left(\mathcal{E}_{d}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)\right)=f+\mathcal{K}(u) & \text { in } \Omega^{+} \times(0, T),  \tag{6.16}\\ \frac{\partial u}{\partial t}+\mathcal{L}(u)=\mathcal{G}(v) & \text { in } \Omega^{+} \times[0, T], \\ \mathcal{E}_{i}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)=0 & \text { in } \overline{\Omega^{+}} \times(0, T), \text { for } i \neq d, \\ \mathcal{E}_{d}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)=0 & \text { on } \omega \times\{0,1\} \times(0, T), \\ u=U^{*} & \text { in } \Omega^{+} \times\{0\}\end{cases}
$$

such that
$\chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \rightharpoonup B_{Y} u$ in $H^{1}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right), \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon} \rightharpoonup B_{Y} v$ in $L^{p}\left(0, T ; \mathbb{V}^{p}\left(\Omega^{+}\right)\right)$,
$\chi_{\Omega_{\epsilon}^{+}} D_{\boldsymbol{x}^{\prime}} v_{\epsilon} \rightharpoonup \boldsymbol{d}^{\prime}$ in $L^{p}\left((0, T) \times \Omega^{+}\right)^{d-1}, \chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \rightarrow B_{Y} u$ in $L^{p}\left((0, T) \times \Omega^{+}\right)$,
and $\chi_{\Omega_{\epsilon}^{+}} v_{\epsilon} \rightarrow B_{Y} v$ in $L^{p}\left((0, T) \times \Omega^{+}\right)$, where $\mathbb{V}^{p}\left(\Omega^{+}\right)=L^{p}\left(\omega ; W^{1, p}\left(0, l_{d}\right)\right)$.
With the limit system derived, we are now interested in convergence rates for the upscaling process - the so called corrector estimates. First, we show these convergence rates for the interior of the parabolic cylinders. Second, we show the convergence on the entire domain $\Omega^{+}$up to its top and bottom boundaries.

Theorem 6.4 (Interior Convergence Estimates). Assume (A1)-(A10). There exists a subsequence $\epsilon^{\prime} \subset \epsilon$ such that $\chi_{\Omega_{\epsilon^{\prime}}^{+}} \stackrel{*}{\rightharpoonup} B_{Y}$ in $L^{\infty}\left(\Omega^{+}\right)$. Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the unique solution pair of system (6.10) and let $(u, v)$ be the unique solution pair of system (6.16), as shown in Theorem 6.3, then there exists a constant $C>0$ independent of $\epsilon$ such that the convergence error between $\left(u_{\epsilon^{\prime}}, v_{\epsilon^{\prime}}\right)$ and $(u, v)$ on the cylinders $\Omega_{\epsilon^{\prime}}^{+}$is given by

$$
\begin{align*}
&\left\|u_{\epsilon^{\prime}}-u\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon^{\prime}}^{+}\right.}^{p} \leq C\left\|f_{\epsilon^{\prime}}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q},  \tag{6.17a}\\
&\left\|v_{\epsilon^{\prime}}-v\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon^{\prime}}^{+}\right)\right)}^{p} \leq C\left\|f_{\epsilon^{\prime}}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q},  \tag{6.17b}\\
&\left\|u_{\epsilon^{\prime}}-u\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\epsilon^{\prime}}^{+}\right)\right)}^{2} \leq C\left\|f_{\epsilon^{\prime}}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q} . \tag{6.17c}
\end{align*}
$$

Theorem 6.5 (Convergence Estimates up to the Boundary). Assume (A1)(A10). Introduce $\psi_{\epsilon}(\boldsymbol{x})=\chi_{\Sigma_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right)$, then there exists a subsequence $\epsilon^{\prime} \subset \epsilon$ such that $\psi_{\epsilon^{\prime}} \stackrel{*}{\rightharpoonup} B_{Y}$ in $L^{\infty}\left(\Omega^{+}\right)$. Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the unique solution pair of system (6.10) and let $(u, v)$ be the unique solution pair of system (6.16), as
shown in Theorem 6.3, then there exists a constant $C>0$ independent of $\epsilon$ such that the convergence error between $\left(u_{\epsilon^{\prime}}, v_{\epsilon^{\prime}}\right)$ and $(u, v)$ on $\Omega$ is given by

$$
\begin{equation*}
\left\|\frac{\partial v_{\epsilon}}{\partial x_{d}}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \leq C h_{\epsilon}^{\frac{1}{q}} . \tag{6.18}
\end{equation*}
$$

Additionally, for $d=3$ and $p \in\left(\frac{3}{2}, 2\right]$, we also have

$$
\begin{equation*}
\left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-B_{Y} v\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \leq C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon . \tag{6.19}
\end{equation*}
$$

Furthermore, if $v \in L^{p}\left(0, T ; W^{3, p}\left(\Omega^{+}\right)\right)$then it yields

$$
\begin{equation*}
\left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-\left.B_{Y} v\right|_{\Sigma}\right\|_{L^{1}\left((0, T) \times \Omega^{-}\right)} \leq C h_{\epsilon}^{\frac{1}{q}}+C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon \tag{6.20}
\end{equation*}
$$

For $p=2,(6.18)$ in Theorem 6.5 has a form similar to error bounds in the literature, e.g. Lemma 9 and Lemma 12 in [111].

### 6.4 Simultaneous homogenization and dimension reduction for (6.1)

Theorem 6.25 states the existence of a solution pair

$$
\left(U_{\epsilon}, V_{\epsilon}\right) \in H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}^{+}\right)\right) \cap L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right) \times L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}^{+}\right)\right)
$$

to problem (6.1). In this section, we apply periodic homogenization techniques to perform the upscaling of system (6.1) as the microstructure parameter $\epsilon$ vanishes. To this end, we use the two-scale convergence approach, see [4], [99]. Firstly, we obtain a-priori estimates to obtain $\epsilon$-independent upper bounds on suitable norms of the solution, secondly we obtain several weak limits, thirdly we connect the domains $\Omega_{\epsilon}^{+}$and $\Omega_{\epsilon}^{-}$, and finally, we obtain the upscaled limit.

## $\epsilon$-independent a-priori estimates and corresponding weak limits

The domain $\Omega_{\epsilon}$ splits into three parts: $\Omega_{\epsilon}^{+}, \Omega_{\epsilon}^{-}$, and $\Sigma_{\epsilon}=\left\{\boldsymbol{x} \in \Omega_{\epsilon} \mid x_{N}=\right.$ $0\}=\omega_{\epsilon} \times\{0\}$, which is part of $\Sigma=\omega \times\{0\}$. On $\Sigma_{\epsilon}=\Sigma \cap \operatorname{int}\left(\Omega_{\epsilon}\right)$, we have no condition as it is a null-set part of $\Omega_{\epsilon}$ on which our system is defined. However, on $\Sigma_{\epsilon, \text { ext }}=\Sigma \backslash \Sigma_{\epsilon}=\Sigma \cap \partial \Omega_{\epsilon}$ we have the Neumann boundary condition $\mathcal{E}\left(\nabla V_{\epsilon}\right) \cdot \boldsymbol{n}_{\epsilon}=0$. Such decomposition of the domain allows one to simultaneously do partial integration on $\Omega_{\epsilon}^{+}$and $\Omega_{\epsilon}^{-}$for the expression

$$
\begin{equation*}
\int_{\Omega_{\epsilon}^{+}} \operatorname{div} \mathcal{E}\left(\nabla V_{\epsilon}\right) \mathrm{d} \boldsymbol{x}+\int_{\Omega_{\epsilon}^{-}} \operatorname{div} \mathcal{E}\left(\nabla V_{\epsilon}\right) \mathrm{d} \boldsymbol{x}=\int_{\Omega_{\epsilon} \backslash \Sigma_{\epsilon}} \operatorname{div} \mathcal{E}\left(\nabla V_{\epsilon}\right) \mathrm{d} \boldsymbol{x} \tag{6.21}
\end{equation*}
$$

without obtaining boundary terms on $\Sigma$. On $\Sigma_{\epsilon, \text { ext }}$ the boundary term is 0 , while on $\Sigma_{\epsilon}$ both partial integrations lead to identical boundary integrals with opposite pointing normal vectors, which cancel each other. ${ }^{2}$
This partial integration result is therefore also valid for $v_{\epsilon}$ after appropriate rescaling. This fact helps us to obtain $\epsilon$-independent a-priori estimates in a straightforward manner. We state them in Proposition 6.6.

Proposition 6.6. Assume (A1) - (A10). Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the unique weak solution pair of the problem (6.10), where $\left(u_{\epsilon}, v_{\epsilon}\right)$ follow from $\left(U_{\epsilon}, V_{\epsilon}\right)$ via (6.9a) and (6.9b). Then there exists a positive constant $C$ independent of $\epsilon$ such that the following bounds

$$
\begin{align*}
& \left\|u_{\epsilon}\right\|_{L^{\infty}\left(0, T: L^{2}\left(\Omega_{\epsilon}^{+}\right)\right)} \leq C,  \tag{6.22a}\\
& \left\|v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} \leq C,  \tag{6.22b}\\
& \left\|D v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right)^{d}} \leq C,  \tag{6.22c}\\
& \left\|h_{\epsilon}^{\frac{1}{2}} u_{\epsilon}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega^{-}\right)\right)} \leq C,  \tag{6.22d}\\
& \left\|h_{\epsilon}^{\frac{1}{p}} v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \leq C,  \tag{6.22e}\\
& \left\|h_{\epsilon}^{\frac{1}{p}}\left(D_{\boldsymbol{x}^{\prime}} v_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial v_{\epsilon}}{\partial x_{d}}\right)\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)^{d}} \leq C,  \tag{6.22f}\\
& \left\|\mathcal{M}\left(v_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} \leq C,  \tag{6.22~g}\\
& \left\|h_{\epsilon}^{\frac{1}{q}} \mathcal{M}\left(v_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)} \leq C,  \tag{6.22h}\\
& \left\|\mathcal{E}\left(D v_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)^{d}} \leq C,  \tag{6.22i}\\
& \left\|h_{\epsilon}^{\frac{1}{q}} \mathcal{E}\left(D_{\boldsymbol{x}^{\prime}} v_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial v_{\epsilon}}{\partial x_{d}}\right)\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)^{d}} \leq C,  \tag{6.22j}\\
& \left\|\mathcal{K}\left(u_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} \leq C,  \tag{6.22k}\\
& \left\|h_{\epsilon}^{\frac{1}{q}} \mathcal{K}\left(u_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)} \leq C, \tag{6.22l}
\end{align*}
$$

[^7]\[

$$
\begin{align*}
\left\|\frac{\partial u_{\epsilon}}{\partial t}\right\|_{L^{2}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} & \leq C  \tag{6.23a}\\
\left\|h_{\epsilon}^{\frac{1}{2}} \frac{\partial u_{\epsilon}}{\partial t}\right\|_{L^{2}\left((0, T) \times \Omega^{-}\right)} & \leq C  \tag{6.23b}\\
\left\|\mathcal{L}\left(u_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} & \leq C,  \tag{6.23c}\\
\left\|h_{\epsilon}^{\frac{1}{q}} \mathcal{L}\left(u_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)} & \leq C  \tag{6.23d}\\
\left\|\mathcal{G}\left(v_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} & \leq C  \tag{6.23e}\\
\left\|h_{\epsilon}^{\frac{1}{q}} \mathcal{G}\left(v_{\epsilon}\right)\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)} & \leq C \tag{6.23f}
\end{align*}
$$
\]

hold with $q=\frac{p}{p-1}$.
Proof. We test (6.10) with $\phi=v_{\epsilon}$ and $\psi=u_{\epsilon}$. This leads to two basic inequalities:

$$
\begin{align*}
& \alpha\left\|v_{\epsilon}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}^{+}\right)\right)}^{p}+\alpha\left\|h_{\epsilon}^{\frac{1}{p}} v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}^{p}+\alpha\left\|h_{\epsilon}^{\frac{1}{p}}\left(D_{x^{\prime}} v_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial v_{\epsilon}}{\partial x_{d}}\right)\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}^{p} \\
& \leq\left\|f_{\epsilon}\right\|_{L^{q}\left((0, T) \times \Omega_{\epsilon}^{+}\right)}\left\|v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right)}+\left\|h_{\epsilon}^{\frac{1}{q}} f_{\epsilon}\right\|_{L^{q}\left((0, T) \times \Omega^{-}\right)}\left\|h_{\epsilon}^{\frac{1}{p}} v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \\
& \quad+k_{s}\left\|u_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right)}^{p-1}\left\|v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}^{+}\right)} \\
& \quad+k_{s}\left\|h_{\epsilon}^{\frac{1}{p}} u_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}\left\|h_{\epsilon}^{\frac{1}{p}} v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}, \quad \text { (6.24)} \tag{6.24}
\end{align*}
$$

and

$$
\begin{align*}
&\left\|u_{\epsilon}\right\|_{L^{2}\left(\Omega_{\epsilon}^{+}\right)}^{2}(t)+\left\|h_{\epsilon}^{\frac{1}{2}} u_{\epsilon}\right\|_{L^{2}\left(\Omega^{-}\right)}^{2}(t)+l_{i}\left\|u_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega_{\epsilon}^{+}\right)}^{p}+l_{i}\left\|h_{\epsilon}^{\frac{1}{p}} u_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega^{-}\right)}^{p} \\
& \leq g_{s}\left\|v_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega_{\epsilon}^{+}\right)}^{p-1}\left\|u_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega_{\epsilon}^{+}\right)} \\
& \quad+g_{s}\left\|h_{\epsilon}^{\frac{1}{p}} v_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega^{-}\right)}^{p-1}\left\|h_{\epsilon}^{\frac{1}{p}} u_{\epsilon}\right\|_{L^{p}\left((0, t) \times \Omega^{-}\right)} \tag{6.25}
\end{align*}
$$

The direct application of Young's inequality (see Inequality 3), of the inclusion inequality (see Lemma 2.1), of taking the supremum over $t \in(0, T)$, (A3),
(A4), and the Gronwall inequality (Inequality 11), we obtain all $\epsilon$-independent bounds stated above except for (6.23a) and (6.23b). These last two inequalities follow from taking as test functions $\psi=\partial u_{\epsilon} / \partial t$ and $\phi=0$ and by applying Young's inequality in a suitable way.

Corollary 6.7. Assume (A1) - (A10). Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the unique weak solution pair of the problem (6.10). Then there exists a positive constant $C$ independent of $\epsilon$ such that

$$
\begin{equation*}
\left\|v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Sigma_{\epsilon}\right)} \leq C . \tag{6.26}
\end{equation*}
$$

Proof. This is a direct application of the 1D trace inequality, see Proposition 2.11, combined with $\Sigma_{\epsilon} \subset \partial \Omega_{\epsilon}^{+}$and the $\epsilon$-independent bounds stated in Proposition 6.6.

Proposition 6.8. Let $w_{\epsilon} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega^{\epsilon}\right)\right)$ satisfy the inequalities

$$
\begin{equation*}
\left\|h_{\epsilon}^{\frac{1}{p}}\left(D_{\boldsymbol{x}^{\prime}} w_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial w_{\epsilon}}{\partial x_{d}}\right)\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \leq C, \quad\left\|w_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Sigma_{\epsilon}\right)} \leq C \tag{6.27}
\end{equation*}
$$

for some $C>0$ independent of $\epsilon$. Then, there exists a $c>0$ independent of $\epsilon$ such that

$$
\begin{equation*}
\left\|w_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \leq c . \tag{6.28}
\end{equation*}
$$

Proof. The proof of (6.27) is identical to the proof of Proposition 3.3 on page 455-456 of [12].

Recall the notation $B_{Y}$ for the volume fraction $|\mathcal{B}| /|Y|$. Moreover, introduce the space $\mathbb{V}^{p}\left(\Omega^{+}\right)=\left\{v \in L^{p}\left(\Omega^{+}\right): \frac{\partial v}{\partial x_{d}} \in L^{p}\left(\Omega^{+}\right)\right\}$with norm $\|v\|_{\mathbb{V}^{p}\left(\Omega^{+}\right)}=$ $\left(\int_{\Omega^{+}}|v|^{p}+\left|\frac{\partial v}{\partial x_{d}}\right|^{p} \mathrm{~d} \boldsymbol{x}\right)^{\frac{1}{p}}$. The a-priori estimates obtained in Proposition 6.6, Corollary 6.7, and Proposition 6.8, have several important consequences what concerns the wanted weak limits.

Proposition 6.9. Assume (A1)-(A10) and let the pair $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the weak solution pair to (6.10) in the sense of Definition 6.1. Then the following convergence holds:

$$
\begin{equation*}
\frac{\partial v_{\epsilon}}{\partial x_{d}} \rightarrow 0 \text { in } L^{p}\left((0, T) \times \Omega^{-}\right) \tag{6.29}
\end{equation*}
$$

Moreover, there exist a subsequence $\epsilon^{\prime} \subset \epsilon$, and limit functions $u \in L^{2}((0, T) \times$ $\left.\Omega^{+}\right)$and $v \in L^{p}\left(0, T ; \mathbb{V}^{p}\left(\Omega^{+}\right)\right)$such that

$$
\begin{array}{rlr}
\chi_{\Omega_{\epsilon^{\prime}}^{+}} u_{\epsilon^{\prime}} & \rightharpoonup B_{Y} u & \text { in } L^{2}\left((0, T) \times \Omega^{+}\right), \\
\chi_{\Omega_{\epsilon^{\prime}}^{+}} v_{\epsilon^{\prime}} & \rightharpoonup B_{Y} v & \text { in } L^{p}\left((0, T) \times \Omega^{+}\right), \\
\frac{\partial \chi_{\Omega_{\epsilon^{\prime}}^{+}}^{+} v_{\epsilon^{\prime}}}{\partial x_{d}} & \rightharpoonup B_{Y} \frac{\partial v}{\partial x_{d}} & \tag{6.30c}
\end{array}
$$

Furthermore, we have the convergence

$$
\begin{equation*}
\left.v_{\epsilon^{\prime}} \rightharpoonup v\right|_{\Sigma} \text { in } L^{p}\left((0, T) \times \Omega^{-}\right) \tag{6.31}
\end{equation*}
$$

Proof. Inequality (6.22f) yields

$$
\begin{equation*}
\left\|\frac{\partial v_{\epsilon}}{\partial x_{d}}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)} \leq C h_{\epsilon^{\frac{1}{\varphi}}} \tag{6.32}
\end{equation*}
$$

This shows (6.29).
We recall that $\chi_{\Omega_{\epsilon}^{+}}$denotes the indicator function corresponding to $\Omega_{\epsilon}^{+} \subset \Omega^{+}$. Hence, $\left\|\chi_{\Omega_{\epsilon}^{+}}\right\|_{L^{1}\left(\Omega^{+}\right)}=\left|\Omega_{\epsilon}^{+}\right| \leq\left|\Omega^{+}\right|<\infty$ and $\left\|\chi_{\Omega_{\epsilon}^{+}}\right\|_{L^{\infty}\left(\Omega^{+}\right)}=1$. Moreover, $\chi_{\Omega_{\epsilon}^{+}}$is an almost everywhere constant function and it satisfies

$$
\begin{equation*}
\chi_{\Omega_{\epsilon}^{+}} \stackrel{*}{\rightharpoonup} B_{Y} \text { in } L^{\infty}\left(\Omega^{+}\right): \quad \int_{\Omega^{+}} \chi_{\Omega_{\epsilon}^{+}} \phi \mathrm{d} \boldsymbol{x} \rightarrow \int_{\Omega^{+}} B_{Y} \phi \mathrm{~d} \boldsymbol{x} \text { for all } \phi \in L^{1}\left(\Omega^{+}\right) . \tag{6.33}
\end{equation*}
$$

Consequently, (6.30a)-(6.30c) are a direct consequence of the weak convergences of $u_{\epsilon}$ and $v_{\epsilon}$ due to the bounds (6.22a), (6.22b), and (6.22c).
By Proposition 6.8, due to inequalities (6.22f) and Corollary 6.7, we obtain a weak limit $\nu \in L^{p}\left(0, T ; W^{1, p}\left(\Omega^{-}\right)\right)$of $v_{\epsilon}$. Using (A5), we have $\lim _{\epsilon \downarrow 0}\left\|\epsilon D v_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)^{d}}=0$. Consequently, we have $\epsilon D v_{\epsilon} \rightarrow \mathbf{0}$ in $L^{p}((0, T) \times$ $\Omega^{-}$), and $\epsilon D v_{\epsilon}$ is bounded in $L^{p}\left((0, T) \times \Omega^{-}\right)$. For a subsequence $\epsilon^{\prime}$, we even have $v_{\epsilon^{\prime}} \stackrel{2}{\rightharpoonup} n$ in $L^{p}\left((0, T) \times \Omega^{-} ; W_{\#}^{1, p}(Y)\right)$, and $\epsilon^{\prime} D v_{\epsilon^{\prime}} \stackrel{2}{\rightharpoonup} D_{\boldsymbol{y}} n=\mathbf{0}$ in $L^{p}\left((0, T) \times \Omega^{-} ; L_{\#}^{p}(Y)\right)$. By Definition 2.13, we have $\nu=\frac{1}{|Y|} \int_{Y} n \mathrm{~d} \boldsymbol{y}=n$.
Realizing that the periodicity in $\Omega_{\epsilon}^{+}$is in all directions in $\mathbf{R}^{d}$ orthogonal to the $x_{d^{-}}$-direction, we are allowed to introduce a function $\psi_{\epsilon}(\boldsymbol{x})$ on $\Omega^{+} \cup \Sigma \cup \Omega^{-}$ such that $\psi_{\epsilon}(\boldsymbol{x})=\chi_{\Omega_{\epsilon}^{+}}(\boldsymbol{x})=\chi_{\Sigma_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right)$ for $\boldsymbol{x} \in \Omega^{+}$and $\psi_{\epsilon}(\boldsymbol{x})=\chi_{\Sigma_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right)$ for $\boldsymbol{x} \in \Sigma \cup \Omega^{-}$. Hence, $\psi_{\epsilon} \stackrel{*}{\rightharpoonup} B_{Y}$ in $L^{\infty}\left(\Omega^{+} \cup \Sigma \cup \Omega^{-}\right)$. Thus, $\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}} \rightharpoonup B_{Y} \nu$ in $L^{p}\left((0, T) \times \Omega^{-}\right)$. Using (6.33) and continuous representatives of $\frac{\partial\left(\psi_{\epsilon} v_{\epsilon^{\prime}} \phi\right)}{\partial x_{d}}$,
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and $\frac{\partial(v \phi)}{\partial x_{d}}$ for which the fundamental theorem of calculus holds, we see

$$
\begin{align*}
\lim _{\epsilon^{\prime} \downarrow 0} \int_{\Sigma} \psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}} \phi \mathrm{d} \boldsymbol{x} & =\lim _{\epsilon^{\prime} \downarrow 0}\left(\int_{\Omega^{-}} \frac{\partial\left(\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}\right)}{\partial x_{d}} \phi \mathrm{~d} \boldsymbol{x}+\int_{\Omega^{-}} \psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}} \frac{\partial \phi}{\partial x_{d}} \mathrm{~d} \boldsymbol{x}\right) \\
& =\int_{\Omega^{-}} B_{Y} \nu \frac{\partial \phi}{\partial x_{d}} \mathrm{~d} \boldsymbol{x}=\int_{\Sigma} B_{Y} \nu \phi \mathrm{~d} \boldsymbol{x}^{\prime}  \tag{6.34a}\\
\lim _{\epsilon^{\prime} \downarrow 0} \int_{\Sigma} \psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}} \phi \mathrm{d} \boldsymbol{x} & =-\lim _{\epsilon^{\prime} \downarrow 0}\left(\int_{\Omega^{+}} \frac{\partial\left(\chi_{\Omega_{\epsilon^{\prime}}^{+}} v_{\epsilon^{\prime}}\right)}{\partial x_{d}} \phi \mathrm{~d} \boldsymbol{x}+\int_{\Omega^{+}} \chi_{\Omega_{\epsilon^{\prime}}^{+}} v_{\epsilon^{\prime}} \frac{\partial \phi}{\partial x_{d}} \mathrm{~d} \boldsymbol{x}\right) \\
& =-\int_{\Omega^{+}} B_{Y} \frac{\partial v}{\partial x_{d}} \phi \mathrm{~d} \boldsymbol{x}-\int_{\Omega^{+}} B_{Y} v \frac{\partial \phi}{\partial x_{d}} \mathrm{~d} \boldsymbol{x} \\
& =\int_{\Sigma} B_{Y} v \phi \mathrm{~d} \boldsymbol{x}^{\prime} \tag{6.34b}
\end{align*}
$$

for all $\phi \in C_{0}^{\infty}\left(\Omega^{+} \cup \Sigma \cup \Omega^{-}\right)$. Due to (6.29) and (6.22b), we have that $\nu$ is independent of $x_{d}$. Hence, $\nu=\left.v\right|_{\Sigma}$.

## Passage to the homogenization limit

As a consequence of Proposition 6.6, we have the following weak limits available:

$$
\begin{align*}
& \chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \rightharpoonup u^{+} \text {in } L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right),  \tag{6.35a}\\
& \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon} \rightharpoonup v^{+}  \tag{6.35b}\\
& \text {in }^{p}\left((0, T) \times \Omega^{+}\right),  \tag{6.35c}\\
& \chi_{\Omega_{\epsilon}^{+}} D v_{\epsilon} \rightharpoonup \boldsymbol{d} \text { in } L^{p}\left((0, T) \times \Omega^{+}\right)^{d},  \tag{6.35d}\\
& \chi_{\Omega_{\epsilon}^{+}} \mathcal{M}\left(v_{\epsilon}\right) \rightharpoonup m^{+} \text {in } L^{q}\left((0, T) \times \Omega^{+}\right),  \tag{6.35e}\\
& \chi_{\Omega_{\epsilon}^{+}} \mathcal{E}\left(D v_{\epsilon}\right) \rightharpoonup e^{+} \text {in } L^{q}\left((0, T) \times \Omega^{+}\right)^{d},  \tag{6.35f}\\
& \chi_{\Omega_{\epsilon}^{+}} \mathcal{K}\left(u_{\epsilon}\right) \rightharpoonup k^{+} \text {in } L^{q}\left((0, T) \times \Omega^{+}\right),  \tag{6.35~g}\\
& \chi_{\Omega_{\epsilon}^{+}} \mathcal{L}\left(u_{\epsilon}\right) \rightharpoonup l^{+} \text {in } L^{q}\left((0, T) \times \Omega^{+}\right),  \tag{6.35h}\\
& \chi_{\Omega_{\epsilon}^{+}} \mathcal{G}\left(v_{\epsilon}\right) \rightharpoonup g^{+} \text {in } L^{q}\left((0, T) \times \Omega^{+}\right),  \tag{6.35i}\\
& \chi_{\Omega_{\epsilon}^{+}} \frac{\partial u_{\epsilon}}{\partial t} \rightharpoonup \tau^{+} \text {in } L^{2}\left((0, T) \times \Omega^{+}\right) .
\end{align*}
$$

It is worth noting that, by Proposition 6.9, the identifications $u^{+}=B_{Y} u$, $v^{+}=B_{Y} v, d_{d}=B_{Y} \frac{\partial v}{\partial x_{d}}$, and $D v^{+}=\boldsymbol{d}$ hold. Consequently, the next result holds for the convergence of duality pairings of two specific weak sequences, we refer here to this as the convergence of the energies.

Lemma 6.10 (Convergence of the energies). Assume (A1)-(A10).
Let $\mathcal{T}_{0} \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon} \rightharpoonup T^{+}$in $\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}$. Then for any sequence $\chi_{\Omega_{\epsilon}^{+}} w_{\epsilon} \rightharpoonup w^{+}$in $W^{1, p}\left(\Omega^{+}\right)$, the convergence

$$
\begin{equation*}
\left\langle\chi_{\Omega_{\epsilon}^{+}} w_{\epsilon}, \mathcal{T}_{0} \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon}-\mathcal{K}\left(u_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle \rightarrow\left\langle\frac{w^{+}}{B_{Y}}, T^{+}-k^{+}\right\rangle \tag{6.36}
\end{equation*}
$$

holds as $\epsilon \rightarrow 0$.
Proof. By the strong convergence of $f_{\epsilon}$, which via (6.9c) follows from (A3), we have

$$
\begin{align*}
\lim _{\epsilon \downarrow 0}\left\langle\chi_{\Omega_{\epsilon}^{+}} w_{\epsilon},\right. & \left.\mathcal{T}_{0} \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon}-\mathcal{K}\left(u_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle=\lim _{\epsilon \downarrow 0}\left\langle\chi_{\Omega_{\epsilon}^{+}} w_{\epsilon}, f_{\epsilon} \chi_{\Omega_{\epsilon}^{+}}\right\rangle \\
& =\left\langle w^{+}, f\right\rangle=\lim _{\epsilon \downarrow 0}\left\langle\frac{w^{+}}{B_{Y}}, f_{\epsilon} \chi_{\Omega_{\epsilon}^{+}}\right\rangle \\
& =\lim _{\epsilon \downarrow 0}\left\langle\frac{w^{+}}{B_{Y}}, \mathcal{T}_{0} \chi_{\Omega_{\epsilon}^{+}} v_{\epsilon}-\mathcal{K}\left(u_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle=\left\langle\frac{w^{+}}{B_{Y}}, T^{+}-k^{+}\right\rangle \tag{6.37}
\end{align*}
$$

Corollary 6.11. Lemma 6.10 holds for any sequence $\chi_{\Omega_{\epsilon}^{+}} w_{\epsilon} \rightharpoonup w^{+}$in $\mathbb{V}^{p}\left(\Omega^{+}\right)$. Proof. Proposition 1.1 in [11] states that $W^{1, p}\left(\Omega^{+}\right)$is dense in $\mathbb{V}^{p}\left(\Omega^{+}\right)$.

We continue with the determination of the weak limits of the individual terms in (6.1) via a technique for identifying limits of hemicontinuous monotone operators; see the next lemma.

Lemma 6.12. Let $\mathbb{X}$ be a function space over a domain $\Omega^{+} \subset \mathbf{R}^{d}$ for a $d>0$ integer. Let $\mathcal{A}(\cdot): \mathbb{X} \rightarrow \mathbb{X}^{*}$ be a hemicontinuous monotone operator satisfying $\mathcal{A}\left(z_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup a^{+}$in $\mathbb{X}^{*}$, and let $\chi_{\Omega_{\epsilon}^{+}} z_{\epsilon} \rightharpoonup z^{+}$in $\mathbb{X}$. If $C_{c}^{\infty}\left(\Omega^{+}\right)^{n}$ is a dense subset of $\mathbb{X}$ for some $n \geq 1$ integer, and $\left\langle z_{\epsilon} \chi_{\Omega_{\epsilon}^{+}}, \mathcal{A}\left(z_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle \rightarrow\left\langle\frac{z^{+}}{B_{Y}}, a^{+}\right\rangle$, then $a^{+}=B_{Y} \mathcal{A}\left(\frac{z^{+}}{B_{Y}}\right)$.

Proof. As $\epsilon \rightarrow 0$, we have

$$
\begin{equation*}
\left\langle\chi_{\Omega_{\epsilon}^{+}}\left(z_{\epsilon}-\zeta\right), \mathcal{A}\left(\chi_{\Omega_{\epsilon}^{+}} z_{\epsilon}\right)-\mathcal{A}\left(\chi_{\Omega_{\epsilon}^{+}} \zeta\right)\right\rangle \rightarrow\left\langle\frac{z^{+}}{B_{Y}}-\zeta, a^{+}-B_{Y} \mathcal{A}(\zeta)\right\rangle \tag{6.38}
\end{equation*}
$$

where we used the fact that $\mathcal{A}\left(\chi_{\Omega_{\epsilon}^{+}} \xi\right)=\chi_{\Omega_{\epsilon}^{+}} \mathcal{A}(\xi)$ for all $\xi \in D(\mathcal{A})$. Note, that the right-hand side of (6.38) is non-negative, because the left-hand side
is non-negative for all $\epsilon$ by monotonicity of $\mathcal{A}$. Now, we choose $\zeta=\frac{z^{+}}{B_{Y}}-\lambda \phi$ for each $\phi \in C_{c}^{\infty}\left(\Omega^{+}\right)^{n} \cap D(\mathcal{A})$ and for all $\lambda>0$. Hence, after dividing by $\lambda$, as $\lambda \rightarrow 0$ we have

$$
\begin{equation*}
\left\langle\phi, a^{+}-B_{Y} \mathcal{A}\left(\frac{z^{+}}{B_{Y}}-\lambda \phi\right)\right\rangle \rightarrow\left\langle\phi, a^{+}-B_{Y} \mathcal{A}\left(\frac{z^{+}}{B_{Y}}\right)\right\rangle \tag{6.39}
\end{equation*}
$$

by the hemicontinuity of $\mathcal{A}$. Now, the right-hand side of (6.39) is zero, because the left-hand side is non-negative for all $\lambda>0$ and for all $\phi \in C_{c}^{\infty}\left(\Omega^{+}\right)^{n}$, regardless of sign. The assertion follows as Equation (6.39) holds for all $\phi \in$ $C_{c}^{\infty}\left(\Omega^{+}\right)^{n} \cap D(\mathcal{A})$.

Corollary 6.13. Let (A1)-(A10) be satisfied and let $T<\infty$, then we have the weak limit $\mathcal{T}_{0}\left(v_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup B_{Y} \mathcal{T}_{0}\left(\frac{v^{+}}{B_{Y}}\right)$ in $\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}$.

Proof. Lemma 6.27 and its proof show that $\mathcal{T}_{0}: W^{1, p}\left(\Omega^{+}\right) \rightarrow\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}$ is a hemicontinuous monotone operator. Proposition 6.9 together with the $\epsilon$ independent bounds of Proposition 6.6, the uniqueness of weak limits and the fact, taken from Proposition 1.1 in [11], that $W^{1, p}\left(\Omega^{+}\right)$is dense in $\mathbb{V}^{p}\left(\Omega^{+}\right)$, we have $v_{\epsilon} \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup v^{+}$in $W^{1, p}\left(\Omega^{+}\right)=D\left(\mathcal{T}_{0}\right)$ by (A1). Remark 18 on page 287 of [20] states that $C_{c}^{\infty}(\Omega)$ is a dense subset of $W_{0}^{1, p}(\Omega)$, which is a closed subset of $W^{1, p}(\Omega)$ for $p \in[1, \infty)$. From (A3), (A4), and Proposition 6.6 we obtain

$$
\begin{align*}
\left\|\mathcal{T}_{0} v_{\epsilon} \chi_{\Omega_{\epsilon}}\right\|_{\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}} & =\sup _{\phi \in W^{1, p}\left(\Omega^{+}\right),\|\phi\|_{W^{1, p}\left(\Omega^{+}\right)}=1}\left|\left\langle\phi, \mathcal{T}_{0} v_{\epsilon} \chi_{\Omega_{\epsilon}}\right\rangle\right| \\
& =\sup _{\phi \in W^{1, p}\left(\Omega^{+}\right),\|\phi\|_{W^{1, p}\left(\Omega^{+}\right)}=1}\left|\left\langle\phi,\left[f_{\epsilon}+\mathcal{K}\left(u_{\epsilon}\right)\right] \chi_{\Omega_{\epsilon}}\right\rangle\right| \\
& \leq\left\|f_{\epsilon}\right\|_{L^{q}\left(\Omega^{+}\right)}+\left\|\mathcal{K}\left(u_{\epsilon}\right)\right\|_{L^{q}\left(\Omega^{+}\right)} \leq C \tag{6.40}
\end{align*}
$$

with $C$ independent of $\epsilon$. Thus there exists a $T^{+} \in\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}$ such that $\mathcal{T}_{0} v_{\epsilon} \chi_{\Omega_{\epsilon}} \rightharpoonup T^{+}$in $\left(W^{1, p}\left(\Omega^{+}\right)\right)^{*}$. Moreover, by the Rellich-Kondrachov Theorem, we have $v_{\epsilon} \chi_{\Omega_{\epsilon}^{+}} \rightarrow v^{+}$in $L^{p}\left(\Omega^{+}\right)$. Hence, we have

$$
\begin{equation*}
\left\langle v_{\epsilon} \chi_{\Omega_{\epsilon}^{+}}, \mathcal{K}\left(u_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle \rightarrow\left\langle\frac{v^{+}}{B_{Y}}, k^{+}\right\rangle \tag{6.41}
\end{equation*}
$$

which with the convergence of the energies of Lemma 6.10 for $w_{\epsilon}=v_{\epsilon}$ yields the needed convergence $\left\langle v_{\epsilon} \chi_{\Omega_{\epsilon}^{+}}, \mathcal{T}_{0}\left(v_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}}\right\rangle \rightarrow\left\langle\frac{v^{+}}{B_{Y}}, T^{+}\right\rangle$. The result follows by application of Lemma 6.12.

Corollary 6.14. Let (A1)-(A10) be satisfied, then

$$
\begin{array}{ll}
\mathcal{M}\left(v_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup m^{+}=B_{Y} \mathcal{M}(v) & \text { in } L^{q}\left(\Omega^{+}\right) \\
\mathcal{E}\left(D v_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup \boldsymbol{e}^{+}=B_{Y} \mathcal{E}\left(\frac{\boldsymbol{d}}{B_{Y}}\right) & \text { in } L^{q}\left(\Omega^{+}\right)^{d} \tag{6.42b}
\end{array}
$$

Proof. From the strong convergence $v_{\epsilon} \chi_{\Omega_{\epsilon}^{+}} \rightarrow v^{+}=B_{Y} v$ in $L^{p}\left(\Omega^{+}\right)$and the demicontinuity of $\mathcal{M}$ follows (6.42a). Automatically, (6.42b) follows by subtracting (6.42a) from $\mathcal{T}_{0}\left(v_{\epsilon}\right) \chi_{\Omega_{\epsilon}^{+}} \rightharpoonup B_{Y} \mathcal{T}_{0}\left(\frac{v^{+}}{B_{Y}}\right)$.

Next to the determination of the weak limit of $\mathcal{T}_{0} v_{\epsilon} \chi_{\Omega_{\epsilon}}$, there is a constraint on the sum $\boldsymbol{e}^{+}$, which is due to the vanishing thickness of the individual cylinders $g(\mathcal{B}) \times\left[0, l_{d}\right]$ for $g \in G_{\gamma}^{\epsilon}$.

Lemma 6.15. Let (A1)-(A10) be satisfied. The identity $e_{i}^{+}=0$ holds a.e. in $\Omega^{+}$for all $i \in\{1, \ldots, d-1\}$.

Proof. Fix an $i \in\{1, \ldots, d-1\}$. Since $\partial \mathcal{B} \cap \partial Y=\emptyset$, there is a $\delta>0$ such that $\delta=\inf _{\boldsymbol{b} \in \partial \mathcal{B}, \boldsymbol{y} \in \partial Y}|\boldsymbol{b}-\boldsymbol{y}|$. Introduce the functions $w_{\epsilon}^{i} \in W^{1, \infty}\left(\Omega^{+}\right)$such that $w_{\epsilon}^{i}(\boldsymbol{x})$ are constant on $\omega_{\epsilon} \times\left\{x_{d}\right\}$ with the value $\inf _{\boldsymbol{x}^{\prime} \in g(\mathcal{B})} x_{i}$ on each $g$-mapped convex hull $g\left(\gamma\left(C H\left(\gamma^{-1}(\mathcal{B})\right)\right)\right)$ of $g(\mathcal{B}) \subset \omega_{\epsilon}, w_{\epsilon}^{i}(\boldsymbol{x})=x_{i}$ for all $\boldsymbol{x} \in \partial \Omega^{+} \cup$ $\left(\bigcup_{g \in G_{\gamma}^{\epsilon}, g(\mathcal{B}) \subset \omega_{\epsilon}} \partial(g(Y)) \times\left(0, l_{d}\right)\right)$, and on $\Omega^{+} \cap g(Y) / g\left(\gamma\left(C H\left(\gamma^{-1}(\mathcal{B})\right)\right)\right) \times$ $\left(0, l_{d}\right)$ we have $w_{\epsilon}^{i}(\boldsymbol{x})$ as the linear interpolation between the values of $w_{\epsilon}^{i}$ of the pair $\left(\boldsymbol{p}_{1}, \boldsymbol{p}_{2}\right)$ in $\left(\partial g\left(\gamma\left(C H\left(\gamma^{-1}(\mathcal{B})\right)\right)\right) \cup \partial g(Y)\right)^{2}$, which are connected by a path through $\boldsymbol{x}^{\prime}$ that is the $g \circ \gamma$-mapping of the shortest straight line through $(g \circ \gamma)^{-1}\left(\boldsymbol{x}^{\prime}\right)$ between $(g \circ \gamma)^{-1}\left(\boldsymbol{p}_{1}\right)$ and $(g \circ \gamma)^{-1}\left(\boldsymbol{p}_{2}\right)$. A schematic representation of the use of the convex hull method in the proof of Lemma 6.15 can be found in Figure 6.3.
By continuity of $x_{i}, g$ and the convexity of both the convex hull and $Y$, we have indeed $w_{\epsilon}^{i} \in W^{1, \infty}\left(\Omega^{+}\right)$. Moreover, for $i \in\{1, \ldots, d-1\}$ by construction, we have $D w_{\epsilon}^{i}=0$ a.e. on $\Omega_{\epsilon}^{+}$for all $\epsilon>0$, and $w_{\epsilon}^{i} \rightarrow x_{i}$ in $L^{\infty}\left(\Omega^{+}\right)$as $\epsilon \downarrow 0$, because $\sup _{\boldsymbol{x}^{\prime} \in g(Y)}\left|w_{\epsilon}^{i}-x_{i}\right| \leq \epsilon$ for all $g \in G_{\gamma}^{\epsilon}$ such that $g(\mathcal{B}) \subset \omega_{\epsilon}$ due to $\epsilon\left\lfloor\frac{x_{i}}{\epsilon}\right\rfloor \leq w_{\epsilon}^{i} \leq x_{i}$.
Take $\varphi \in C_{c}^{\infty}\left(\Omega^{+}\right)$and use $\phi=\varphi w_{\epsilon}^{i}, \psi=0$ as test functions in system (6.10).

This leads to

$$
\begin{align*}
& \int_{\Omega^{+}} m^{+} \varphi x_{i}+\boldsymbol{e}^{+} \cdot(D \varphi) x_{i}-k^{+} \varphi x_{i} \mathrm{~d} \boldsymbol{x} \\
& \quad=\lim _{\epsilon \downarrow 0} \int_{\Omega^{+}}\left[\mathcal{M}\left(v_{\epsilon}\right) \varphi w_{\epsilon}^{i}+\mathcal{E}\left(D v_{\epsilon}\right) \cdot(D \varphi) w_{\epsilon}^{i}-\mathcal{K}\left(u_{\epsilon}\right) \varphi w_{\epsilon}^{i}\right] \chi_{\Omega_{\epsilon}^{+}} \mathrm{d} \boldsymbol{x} \\
& =\lim _{\epsilon \downarrow 0} \int_{\Omega^{+}} f_{\epsilon} \varphi w_{\epsilon}^{i} \chi_{\Omega_{\epsilon}^{+}} \mathrm{d} \boldsymbol{x}=\int_{\Omega^{+}} B_{Y} f x_{i} \varphi \mathrm{~d} \boldsymbol{x} \tag{6.43}
\end{align*}
$$

due to the strong convergence of $f_{\epsilon}$ as given by (A3) and due to the strong convergence of $w_{\epsilon}^{i}$.
For the same $\varphi \in C_{c}^{\infty}\left(\Omega^{+}\right)$, use $\phi=\varphi x_{i}, \psi=0$ as test functions in system (6.10). This leads to

$$
\begin{align*}
& \int_{\Omega^{+}} m^{+} \varphi x_{i}+e^{+} \cdot D\left(\varphi x_{i}\right)-k^{+} \varphi x_{i} \mathrm{~d} \boldsymbol{x} \\
& =\lim _{\epsilon \downarrow 0} \int_{\Omega^{+}}\left[\mathcal{M}\left(v_{\epsilon}\right) \varphi x_{i}+\mathcal{E}\left(D v_{\epsilon}\right) \cdot D\left(\varphi x_{i}\right)-\mathcal{K}\left(u_{\epsilon}\right) \varphi x_{i}\right] \chi_{\Omega_{\epsilon}^{+}} \mathrm{d} \boldsymbol{x} \\
& =\lim _{\epsilon \downarrow 0} \int_{\Omega^{+}} f_{\epsilon} \varphi x_{i} \chi_{\Omega_{\epsilon}^{+}} \mathrm{d} \boldsymbol{x}=\int_{\Omega^{+}} B_{Y} f x_{i} \varphi \mathrm{~d} \boldsymbol{x} \tag{6.44}
\end{align*}
$$

Subtracting (6.43) from (6.44) yields

$$
\begin{equation*}
\int_{\Omega^{+}} e^{+} \cdot D x_{i} \varphi \mathrm{~d} \boldsymbol{x}=0 \tag{6.45}
\end{equation*}
$$

This gives the desired result as $\varphi \in C_{c}^{\infty}\left(\Omega^{+}\right)$was chosen arbitrarily.

Remark 6.1. The result stated in Lemma 6.15 is not surprising since in the limit $\epsilon \rightarrow 0$, the cylinders become lines, which are dense in $\Omega^{+}$. Then at almost every point in $\Omega^{+}$, the cylinder boundary condition must be satisfied, which should be equal to $\boldsymbol{e}^{+} \cdot \boldsymbol{n}=0$ for all $\boldsymbol{n} \in S^{d-2} \times\{0\}$.

Note, the proof of Lemma 6.15 cannot be extended to $i=d$, since $w_{\epsilon}^{d}=0$. Moreover, we can not construct piecewise constant functions $\tilde{w}_{\epsilon}^{d}$ that strongly converge to $x_{i}$ and are simultaneously elements of $W^{1, p}\left(\Omega^{+}\right)$for $p \in(1, \infty]$, see line (ii) in Remark 2 on page 203 in [20]. Essentially, this is because the Rellich-Kondrachov Theorem states that $\tilde{w}_{\epsilon}^{d}$ must be continuous as an element of $W^{1, p}\left(\Omega^{+}\right)$.

For the coupled ordinary differential equation, we obtain similar limits.


Figure 6.3: The domains $Y$ (in red) and $\mathcal{B}$ (in green) do not need to be convex (see top right). However, $\gamma^{-1}(Y)$ is convex by construction, and $\gamma^{-1}(\mathcal{B}) \subset \gamma^{-1}(Y)$ with non-touching boundaries (see top left). Therefore, we can take the convex hull of $\gamma^{-1}(\mathcal{B})$ (shown as the union of the green $\gamma^{-1}(\mathcal{B})$ and the light green set), which is now a convex subset of the convex set $\gamma^{-1}(Y)$. Thus we can connect the boundaries $\partial \gamma^{-1}(\mathcal{B})$ and $\gamma^{-1}(Y)$ with shortest distance straight line paths (shown in white, see bottom left). The $\gamma$ mapping of this convex hull domain and the associated straight paths become the desired domains and paths by which we can create $w_{\epsilon}^{i}(\boldsymbol{x})$. These paths and the convex hull guarantee the continuity of $w_{\epsilon}^{i}(\boldsymbol{x})$, while preserving it's properties on $\mathcal{B}$ and $\partial Y$.

Proposition 6.16. Let (A1)-(A10) be satisfied, then $\tau^{+}=B_{Y} \frac{\partial u}{\partial t}, g^{+}=$ $B_{Y} \mathcal{G}(v)$, and $l^{+}=B_{Y} \mathcal{L}(u)$.

Proof. Note, we are allowed to apply Fubini to each function in $L^{1}((0, T) \times$ $\Omega^{+}$. Hence, we apply Fubini to $\chi_{\Omega_{\epsilon}^{+}} \frac{\partial u_{\epsilon}}{\partial t} \phi$ and then partially integrate with respect to time for all $\phi \in H^{1}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)$. Since $\chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \rightharpoonup u^{+} \in L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)$, we obtain

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega^{+}} \chi_{\Omega_{\epsilon}^{+}} \frac{\partial u_{\epsilon}}{\partial t} \phi \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \rightarrow \int_{\Omega^{+}}\left(\left[u^{+} \phi\right]_{0}^{T}-\int_{0}^{T} u^{+} \frac{\partial \phi}{\partial t} \mathrm{~d} t\right) \mathrm{d} \boldsymbol{x} \tag{6.46}
\end{equation*}
$$

Again the partial integration and the application of Fubini together with the determination $u^{+}=B_{Y} u$ yield the result $\tau^{+}=B_{Y} \frac{\partial u}{\partial t}$.

We recall that $\chi_{\Omega_{\epsilon}^{+}} v_{\epsilon} \rightarrow v^{+}=B_{Y} v$ in $L^{p}\left((0, T) \times \Omega^{+}\right)$. Hence, the demicontinuity of $\mathcal{G}$ yields $g^{+}=B_{Y} \mathcal{G}(v)$.
We have $\chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \rightarrow u^{+}$in $L^{p}\left((0, T) \times \Omega^{+}\right)$due to the Rellich-Kondrachov Theorem. Hence, $\left\langle\chi_{\Omega_{\epsilon}^{+}} \mathcal{L}\left(u_{\epsilon}\right), \chi_{\Omega_{\epsilon}^{+}} u_{\epsilon} \psi\right\rangle \rightarrow\left\langle l^{+}, u \psi\right\rangle$. Thus Lemma 6.12 ensures $l^{+}=B_{Y} \mathcal{L}(u)$.

The upscaled system, therefore, is

$$
\begin{cases}\mathcal{M}(v)-\frac{\partial}{\partial x_{d}}\left(\mathcal{E}_{d}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)\right)=f+\mathcal{K}(u) & \text { in } \Omega^{+} \times(0, T)  \tag{6.47}\\ \frac{\partial u}{\partial t}+\mathcal{L}(u)=\mathcal{G}(v) & \text { in } \Omega^{+} \times(0, T) \\ \mathcal{E}_{i}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)=0 & \text { in } \overline{\Omega^{+}} \times(0, T), \text { for } i \neq d, \\ \mathcal{E}_{d}\left(\frac{\boldsymbol{d}^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)=0 & \text { on } \Sigma \times\{0,1\} \times(0, T) \\ u=U^{*} & \text { in } \Omega^{+} \times\{0\}\end{cases}
$$

with unknowns $v \in L^{p}\left(0, T ; \mathbb{V}^{p}\left(\Omega^{+}\right)\right), u \in H^{1}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right) \cap L^{p}\left((0, T) \times \Omega^{+}\right)$, and $\boldsymbol{d}^{\prime} \in L^{p}\left((0, T) \times \Omega^{+}\right)^{d-1}$. Note, the boundary conditions can be written as they are since $e_{d}^{+}+d_{d}^{+} \in L^{p}\left((0, T) \times \omega ; W^{1, p}\left(0, l_{d}\right)\right)$ and, consequently, $\boldsymbol{d}^{\prime} \in L^{p}\left((0, T) \times \omega ; W^{1, p}\left(0, l_{d}\right)\right)^{d}$ and $\frac{\partial v}{\partial x_{d}} \in L^{p}\left((0, T) \times \omega ; W^{1, p}\left(0, l_{d}\right)\right)$. This concludes the proof of Theorem 6.3.

### 6.5 Corrector estimates

We are interested in the convergence rate of $u_{\epsilon}$ and $v_{\epsilon}$ to $u$ and $v$ and how this rate relates to the oscillating $\omega_{\epsilon}, h_{\epsilon}$ and $f_{\epsilon}$.
Firstly, we study the convergence rate on $\Omega^{-}$. Then we investigate what happens on $\Omega^{+}$. It appears that it is sufficient to learn what happens with $v_{\epsilon}$ versus $v$, and to recall fairly standard corrector estimates for elliptic equations what concerns $u_{\epsilon}$ versus $u$.
Recall $\psi_{\epsilon}(\boldsymbol{x})=\chi_{\Sigma_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right) \in L^{\infty}\left(\Omega^{+} \cup \Sigma \cup \Omega^{-}\right)$.
Lemma 6.17. Assume (A1)-(A10). Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the weak solution pair of system (6.10), then there exists a constant $C>0$ independent of $\epsilon$ such that the following estimates hold

$$
\begin{align*}
\left\|\psi_{\epsilon}\left(v_{\epsilon}-\left.v_{\epsilon}\right|_{\Sigma}\right)\right\|_{L^{p}\left(\left(0, T \times \Omega^{-}\right)\right.}^{p} & \leq C h_{\epsilon}^{p-1}  \tag{6.48a}\\
\left\|v_{\epsilon}-\left.v_{\epsilon}\right|_{\Sigma}\right\|_{L^{p}\left(\left(0, T \times \Omega^{-}\right)\right.}^{p} & \leq C h_{\epsilon}^{p-1} \tag{6.48b}
\end{align*}
$$

for $p \in(1, \infty)$.
Proof. Let $\omega_{\epsilon} \subset \omega$ for all $\epsilon>0$. By Hölder's inequality, (6.32) leads to

$$
\begin{align*}
\| \psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-\right. & \left.\left.v_{\epsilon^{\prime}}\right|_{\Sigma}\right) \|_{L^{p}\left(\left(0, T \times \Omega^{-}\right)\right.}^{p}=\int_{0}^{T} \int_{\Omega^{-}}\left|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-\left.v_{\epsilon^{\prime}}\right|_{\Sigma}\right)\right|^{p} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& =\int_{0}^{T} \int_{\omega_{\epsilon^{\prime}}} \int_{-1}^{0}\left|v_{\epsilon^{\prime}}\left(\boldsymbol{x}^{\prime}, x_{d}\right)-v_{\epsilon^{\prime}}\left(\boldsymbol{x}^{\prime}, 0\right)\right|^{p} \mathrm{~d} x_{d} \mathrm{~d} \boldsymbol{x}^{\prime} \mathrm{d} t \\
& =\int_{0}^{T} \int_{\omega_{\epsilon^{\prime}}} \int_{-1}^{0}\left|\int_{x_{d}}^{0} \frac{\partial v_{\epsilon^{\prime}}}{\partial x_{d}}\left(\boldsymbol{x}^{\prime}, y\right) \mathrm{d} y\right|^{p} \mathrm{~d} x_{d} \mathrm{~d} \boldsymbol{x}^{\prime} \mathrm{d} t \\
& \leq\left\|\frac{\partial v_{\epsilon^{\prime}}}{\partial x_{d}}\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}^{p} \leq C h_{\epsilon^{\prime}}^{p-1} . \tag{6.49}
\end{align*}
$$

The other bound for $v_{\epsilon}$ follows by removing $\psi_{\epsilon}$, and changing $\omega_{\epsilon}$ into $\omega$.
Convergence bounds on $\Omega^{+}$cannot be obtained by applying the PoincaréWirtinger inequality to each cylinder in $\Omega_{\epsilon}^{+}$because the resulting approximation of $v_{\epsilon}$ is constant in the $\boldsymbol{x}^{\prime}$-directions on each cylinder and, therefore, we lose control on the difference of these constants between cylinders, which makes it difficult to relate it to $v$. To obtain the wanted corrector estimates we use the evolution systems solved by $\left(u_{\epsilon}, v_{\epsilon}\right)$ and $(u, v)$.

Proposition 6.18. Assume (A1)-(A10). Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the weak solution pair of system (6.10), and let $(u, v)$ be the weak solution pair of system (6.47), then for $p \in(1,2]$ there exists a subsequence $\epsilon^{\prime} \subset \epsilon$ such that the following estimates hold:

$$
\begin{align*}
&\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}^{p} \leq\left(\frac{\frac{G}{L \beta_{i}}}{1-\frac{G K}{L \beta_{i}}}\right)^{q}\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q},  \tag{6.50a}\\
&\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega^{+}\right)\right)}^{p} \leq\left(\frac{1}{\beta_{i}-\frac{G K}{L}}\right)^{q}\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q},  \tag{6.50b}\\
& \frac{1}{2}\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)}^{2} \leq L\left(\frac{\frac{G}{L \beta_{i}}}{\beta_{i}-\frac{G K}{L}}\right)^{q}\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q} . \tag{6.50c}
\end{align*}
$$

Proof. We notice that the systems (6.10) and (6.47) have the same structure on $\Omega^{+}$, except for the restriction to $\Omega_{\epsilon}^{+}$which applies to system (6.10). Hence, we are allowed to exploit the properties (A9) and (A10). We subtract the
weak version of system (6.47) from (6.10) and test with $\phi=\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)$ and $\psi=\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)$. This leads for $p \in(1,2]$ to

$$
\begin{align*}
& \beta\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega^{+}\right)\right)}^{p-1} \\
& \quad \leq\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}+K\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}^{p-1}  \tag{6.51a}\\
& \left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)}^{2}+L\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}^{p} \\
& \quad \leq G\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega^{+}\right)\right)}^{p-1}\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)} . \tag{6.51b}
\end{align*}
$$

The bound (6.50b) follows from bounding $\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}$in (6.51a) with (6.51b). The bounds (6.50a) and (6.50c) follow from bounding the factor $\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega^{+}\right)\right)}$in (6.51b) with (6.50b).

Since we are using the function $\psi_{\epsilon}$, and knowing its weak-* convergence to $B_{Y}$, we wonder whether we can give error bounds on this convergence. The answer is given in the next result.

Lemma 6.19. Let $\psi_{\epsilon} \in L^{\infty}\left(\Omega^{+} \cup \Sigma \cup \Omega^{-}\right)$be given as $\psi_{\epsilon}(\boldsymbol{x})=\chi_{\Sigma_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right)=$ $\chi_{\omega_{\epsilon}}\left(\boldsymbol{x}^{\prime}, 0\right)$, then there exists a constant $C$ independent of $\epsilon$ such that

$$
\begin{equation*}
\left|\int_{\Omega^{+}}\left(\psi_{\epsilon}-B_{Y}\right) \varphi \mathrm{d} \boldsymbol{x}\right| \leq C \epsilon\left\|D_{\boldsymbol{x}^{\prime}} \varphi\right\|_{L^{1}\left(\Omega^{+}\right)}+C \epsilon\|\varphi\|_{L^{\infty}\left(\Omega^{+}\right)} \tag{6.52}
\end{equation*}
$$

for all $\varphi \in W^{1,1}\left(\Omega^{+}\right) \cap L^{\infty}\left(\Omega^{+}\right)$.
Proof. On each periodic cell with base $g(Y) \subset \omega$ and, therefore, $g(\mathcal{B}) \subset \omega$ for $g \in G_{\gamma}^{\epsilon}$, we have

$$
\begin{array}{r}
\left|\int_{a}^{b} \int_{g(\mathcal{B})} \varphi \mathrm{d} \boldsymbol{x}^{\prime}-B_{Y} \int_{g(Y)} \varphi \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} x_{d}\right| \\
=\left|\int_{a}^{b} \int_{g(Y)} \frac{|g(\mathcal{B})|}{|g(Y)|} \frac{1}{\mid g(\mathcal{B} \mid} \int_{g(\mathcal{B})} \varphi \mathrm{d} \boldsymbol{x}^{\prime}-B_{Y} \varphi \mathrm{~d} \boldsymbol{x}^{\prime} \mathrm{d} x_{d}\right| \\
\leq B_{Y} C \operatorname{diam}(Y)\left\|D_{\boldsymbol{x}^{\prime}} \varphi\right\|_{L^{1}(g(Y) \times(a, b))} \tag{6.53}
\end{array}
$$

by the Poincaré-Wirtinger inequality, see Theorem 2.9, for all $\varphi \in W^{1,1}\left(\Omega^{+}\right)$ and all $(a, b) \subset \mathbf{R}$ with $C$ independent of $\epsilon$ and using the identity $\frac{|g(\mathcal{B})|}{|g(Y)|}=B_{Y}$. For the case that $g(y)$ is not entirely contained in $\omega$, the same calculation will have $g(y)$ and $g(\mathcal{B})$ replaced with $g(y) \cap \omega$ and $g(\mathcal{B}) \cap \omega$, respectively. The fraction $\frac{|g(\mathcal{B}) \cap \omega|}{|g(y) \cap \omega|}$ is now not equal to $B_{Y}$, but falls into the range $[0,1)$
as $(g(\mathcal{B}) \cap \omega) \subset(g(Y) \cap \omega)$ and $g(\mathcal{B}) \cap \omega=\emptyset$ might occur. Consequently, the Poincaré-Wirtinger inequality can not be used. However, Minkowski's inequality yields

$$
\begin{align*}
&\left|\int_{a}^{b} \int_{g(\mathcal{B}) \cap \omega} \varphi \mathrm{d} \boldsymbol{x}^{\prime}-B_{Y} \int_{g(Y) \cap \omega} \varphi \mathrm{d} \boldsymbol{x}^{\prime} \mathrm{d} x_{d}\right| \\
& \leq\left(1+B_{Y}\right)\|\varphi\|_{L^{1}(g(Y) \cap \omega \times(a, b))} . \tag{6.54}
\end{align*}
$$

Define a new set, $G_{\gamma, \text { full }}^{\epsilon}(Y)$, as the set of all mappings $g \in G_{\gamma}^{\epsilon}$ such that $g(Y) \subset \omega$. Moreover define a complementary set $G_{\gamma, \text { part }}^{\epsilon}(Y)$ as the set of all mappings $g \in G_{\gamma}^{\epsilon}$ such that $g(Y)$ is intersected by $\partial \omega$.
Hence, we obtain

$$
\begin{align*}
\left|\int_{\Omega^{+}}\left(\psi_{\epsilon}-B_{Y}\right) \varphi \mathrm{d} \boldsymbol{x}\right| & \leq \sum_{g \in G_{\gamma, \text { part }}^{e}}\left(1+B_{Y}\right)\|\varphi\|_{L^{1}\left(g(Y) \cap \omega \times\left(0, l_{d}\right)\right)} \\
& +\sum_{g \in G_{\gamma, \text { full }}^{e}} B_{Y} C \operatorname{diam}(Y)\left\|D_{\boldsymbol{x}^{\prime}} \varphi\right\|_{L^{1}\left(g(Y) \times\left(0, l_{d}\right)\right)} \tag{6.55}
\end{align*}
$$

The first and second term on the right-hand side of (6.55) are bounded by $\left(1+B_{Y}\right) C|\partial \omega| l_{d} \epsilon\|\varphi\|_{L^{\infty}\left(\Omega^{+}\right)}$and $B_{Y} C \epsilon\left\|D_{x^{\prime}} \varphi\right\|_{L^{1}\left(\Omega^{+}\right)}$respectively, because $\operatorname{diam}(Y) \leq C \epsilon$ holds and $\bigcup_{g \in G_{\gamma, \text { part }}^{\epsilon}(Y)} g(Y)$ is at most a diam $(Y)$-thick layer at the boundary $\partial \omega$.

Note that the upper bound in (6.52) holds for $\left\|\left(\psi_{\epsilon}-B_{Y}\right) \varphi\right\|_{L^{1}\left(\Omega^{+}\right)}$as one can apply the Poincaré-Wirtinger inequality with respect to the $g(\mathcal{B})$-average of $\varphi$ inside the norm. This yields for $g(Y) \subset \omega$ a term similar to the second line of (6.53) with the absolute value inside the double integral. The triangle inequality then shows that the same line of reasoning can be followed to obtain the same upper bound as in (6.52).

In what follows, we give further corrector estimates for a specific case.
Theorem 6.20. Assume (A1)-(A10). Assume $d=3$ and $p \in\left(\frac{3}{2}, 2\right]$. Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the weak solution pair of system (6.10), and let $(u, v)$ be the weak solution pair of system (6.47), then there exists a subsequence $\epsilon^{\prime} \subset \epsilon$ and a constant $C$ independent of $\epsilon$ such that the following corrector estimate holds:

$$
\begin{equation*}
\left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-B_{Y} v\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \leq C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon . \tag{6.56}
\end{equation*}
$$

Proof. Note, for $d=3$ and $p \in\left(\frac{3}{2}, 2\right]$, we have $d<2 p<2 d$. Hence, the Rellich-Kondrachov Theorem (Theorem 2.6) and the Sobolev inequality (Theorem 2.5) yield $W^{2, p}\left(\Omega^{+}\right) \subset L^{\infty}\left(\Omega^{+}\right) \cap W^{1,1}\left(\Omega^{+}\right)$. Proposition 9.3 in [20] gives $v \in L^{p}\left(0, T ; W^{2, p}\left(\Omega^{+}\right)\right)$. Hence, $v$ has the right regularity for applying Lemma 6.19. From Proposition 6.18, Lemma 6.19, and the inclusion inequality (Lemma 2.1), we obtain

$$
\begin{align*}
& \left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-B_{Y} v\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \\
& \qquad\left(\left|\Omega^{+}\right| T\right)^{\frac{1}{q}}\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-v\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}+\left\|\left(\psi_{\epsilon^{\prime}}-B_{Y}\right) v\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \\
& \leq C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon \tag{6.57}
\end{align*}
$$

Corollary 6.21. Let the conditions of Theorem 6.20 be satisfied. Suppose $v \in L^{p}\left(0, T ; W^{3, p}\left(\Omega^{+}\right)\right)$, then

$$
\begin{equation*}
\left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-\left.B_{Y} v\right|_{\Sigma}\right\|_{L^{1}\left((0, T) \times \Omega^{-}\right)} \leq C h_{\epsilon}^{\frac{1}{q}}+C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon \tag{6.58}
\end{equation*}
$$

Proof. (6.58) follows from combining the inequalities stated in Lemma 6.17, Proposition 6.18 and Lemma 6.19 applied to

$$
\begin{align*}
& \left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-\left.B_{Y} v\right|_{\Sigma}\right\|_{L^{1}\left((0, T) \times \Omega^{-}\right)} \\
& \leq\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-\left.v_{\epsilon}\right|_{\Sigma}\right)\right\|_{L^{1}\left((0, T) \times \Omega^{-}\right)}+\left\|\psi_{\epsilon^{\prime}}\left(\left.v_{\epsilon}\right|_{\Sigma}-\left.v\right|_{\Sigma}\right)\right\|_{L^{1}((0, T) \times \Sigma)} \\
& \quad+\left\|\left.\left(\psi_{\epsilon^{\prime}}-B_{Y}\right) v\right|_{\Sigma}\right\|_{L^{1}\left((0, T) \times \Omega^{-}\right)} \\
& \leq\left(\left|\Omega^{-}\right| T\right)^{\frac{1}{q}}\left\|\psi_{\epsilon^{\prime}}\left(v_{\epsilon^{\prime}}-\left.v_{\epsilon}\right|_{\Sigma}\right)\right\|_{L^{p}\left((0, T) \times \Omega^{-}\right)}+l_{d}\left\|\psi_{\epsilon^{\prime}} \frac{\partial\left(v_{\epsilon}-v\right)}{\partial x_{d}}\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \\
& \quad+l_{d}\left\|\left(\psi_{\epsilon^{\prime}}-B_{Y}\right) \frac{\partial v}{\partial x_{d}}\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)}, \tag{6.59}
\end{align*}
$$

where we used the inclusion inequality (Lemma 2.1) and a combination of the Poincaré inequality (Theorem 2.8) and the Poincaré-Wirtinger inequality (Theorem 2.9), which in 1D is basically an application of the fundamental theorem of calculus applied to a continuous representative.

Combining some corrector estimates, we obtain a comprehensive result for the convergence rate to the solution $(u, v)$.

Theorem 6.22. Assume (A1)-(A10). Assume $d=3$ and $p \in\left(\frac{3}{2}, 2\right]$. Let $\left(u_{\epsilon}, v_{\epsilon}\right)$ be the weak solution pair of system (6.10), and let $(u, v)$ be the weak
solution pair of system (6.47), then there exists a subsequence $\epsilon^{\prime} \subset \epsilon$ and a constant $C$ independent of $\epsilon$ such that the following corrector estimate holds:

$$
\begin{gather*}
\left\|\psi_{\epsilon^{\prime}} v_{\epsilon^{\prime}}-B_{Y} v\right\|_{L^{1}\left((0, T) \times \Omega^{+}\right)} \leq C\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{\frac{1}{p-1}}+C \epsilon,  \tag{6.60}\\
\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{p}\left((0, T) \times \Omega^{+}\right)}^{p} \leq\left(\frac{\frac{G}{L \beta_{i}}}{1-\frac{G K}{L \beta_{i}}}\right)^{q}\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q},  \tag{6.61a}\\
\frac{1}{2}\left\|\psi_{\epsilon^{\prime}}\left(u_{\epsilon^{\prime}}-u\right)\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega^{+}\right)\right)}^{2} \leq L\left(\frac{\frac{G}{L \beta_{i}}}{\beta_{i}-\frac{G K}{L}}\right)^{q}\left\|f_{\epsilon}-f\right\|_{L^{q}\left((0, T) \times \Omega^{+}\right)}^{q} . \tag{6.61b}
\end{gather*}
$$

### 6.6 A comment on the case $p=2$.

For the case $p=2$, the appearance of an additional drift term in the Neumann problem (6.1) does not significantly change the results from Sections 6.4 and 6.5 what concerns the asymptotic behaviour for $\epsilon \downarrow 0$ of the weak solutions or for the convergence rate results.
We state here a modification of (6.1), namely: Find $\left(U_{\epsilon}, V_{\epsilon}\right)$ satisfying

$$
\begin{cases}\mathcal{M}\left(V_{\epsilon}\right)-\operatorname{div}\left(\mathcal{E}\left(\nabla V_{\epsilon}\right)+\mathcal{D}\left(V_{\epsilon}\right)\right)=F_{\epsilon}+\mathcal{K}\left(U_{\epsilon}\right) & \text { in } \Omega_{\epsilon} \times(0, T)  \tag{6.62}\\ \frac{\partial U_{\epsilon}}{\partial t}+\mathcal{L}\left(U_{\epsilon}\right)=\mathcal{G}\left(V_{\epsilon}\right) & \text { in } \Omega_{\epsilon} \times[0, T] \\ \left(\mathcal{E}\left(\nabla V_{\epsilon}\right)+\mathcal{D}\left(V_{\epsilon}\right)\right) \cdot \boldsymbol{n}_{\epsilon}=0 & \text { on } \partial \Omega_{\epsilon} \times(0, T) \\ U_{\epsilon}=U^{*} & \text { in } \Omega_{\epsilon} \times\{0\}\end{cases}
$$

where $\boldsymbol{n}_{\epsilon}$ denotes the exterior unit normal on $\partial \Omega_{\epsilon}$.
We assume the following additional properties:
$\left(\mathrm{A} 1^{*}\right) \mathcal{D}=\left(\mathcal{D}_{1}, \ldots, \mathcal{D}_{d}\right): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ is a monotone continuous function satisfying

$$
\begin{equation*}
\exists d_{s} \in \mathbf{R}_{+}: \quad|\mathcal{D}(\zeta)| \leq d_{s}|\zeta| \text { for all } \zeta \in \mathbf{R}, \tag{6.63}
\end{equation*}
$$

such that the following ellipticity condition holds true

$$
\begin{equation*}
d_{s} \leq 2 m_{i}^{1 / 2} e_{i}^{1 / 2} \tag{6.64}
\end{equation*}
$$

(A9*) The operator $\mathcal{D}$ satisfies the Lipschitz condition

$$
\begin{equation*}
\exists \mathfrak{D} \in \mathbf{R}_{+}:\left|\mathcal{D}\left(\zeta_{1}\right)-\mathcal{D}\left(\zeta_{2}\right)\right| \leq \mathfrak{D}\left|\zeta_{1}-\zeta_{2}\right| \text { for all } \zeta_{1}, \zeta_{2} \in \mathbf{R} . \tag{6.65}
\end{equation*}
$$

Moreover, we have the strict monotonicity condition

$$
\begin{equation*}
\mathfrak{D}<2 M^{1 / 2} E^{1 / 2} \tag{6.66}
\end{equation*}
$$

(A10*) If (A9), (A10), and (A9*) holds, then the bound (6.7) is replaced by the stricter bound

$$
\begin{equation*}
\frac{G K}{L}<\beta_{i}=\min _{\left(\frac{\mathcal{D}}{2 E}\right)^{\frac{1}{2}}<\eta<\left(\frac{2 M}{\mathfrak{D}}\right)^{\frac{1}{2}}}\left\{M-\frac{\mathfrak{D} \eta^{2}}{2}, E-\frac{\mathfrak{D}}{2 \eta^{2}}\right\} \tag{6.67}
\end{equation*}
$$

We employ the rescalings (6.8), (6.9a), (6.9b),(6.9c), and (6.9d). Hence, we are able to introduce the following concept of weak solutions to system (6.62).

Definition 6.23. The pair $\left(u_{\epsilon}, v_{\epsilon}\right) \in L^{2}\left((0, T) \times \Omega_{\epsilon}^{+} \cup \Omega^{-}\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}^{+} \cup\right.\right.$ $\left.\left.\Omega^{-}\right)\right) \times L^{2}\left(0, T ; W^{1,2}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)\right)$given by (6.9a) and (6.9b) is a weak solution of (6.62) if the following identities

$$
\left\{\begin{array}{l}
\int_{\Omega_{\epsilon}^{+}} \quad \mathcal{M}\left(v_{\epsilon}\right) \phi+\left(\mathcal{E}\left(D v_{\epsilon}\right)+\mathcal{D}\left(v_{\epsilon}\right)\right) \cdot D \phi \mathrm{~d} \boldsymbol{x} \\
\quad+h_{\epsilon} \int_{\Omega^{-}} \mathcal{M}\left(v_{\epsilon}\right) \phi+\left(\mathcal{E}\left(D_{\boldsymbol{x}^{\prime}} v_{\epsilon}, \frac{1}{h_{\epsilon}} \frac{\partial v_{\epsilon}}{\partial x_{d}}\right)+\mathcal{D}\left(v_{\epsilon}\right)\right) \cdot\left(D_{\boldsymbol{x}^{\prime}} \phi, \frac{1}{h_{\epsilon}} \frac{\partial \phi}{\partial x_{d}}\right) \mathrm{d} \boldsymbol{x} \\
\quad=\int_{\Omega_{\epsilon}^{+}}\left(f_{\epsilon}+\mathcal{K}\left(u_{\epsilon}\right)\right) \phi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}}\left(f_{\epsilon}+\mathcal{K}\left(u_{\epsilon}\right)\right) \phi \mathrm{d} \boldsymbol{x} \quad \text { for a.e. } t \in(0, T), \\
\int_{\Omega_{\epsilon}^{+}}\left(\frac{\partial u_{\epsilon}}{\partial t}+\mathcal{L}\left(u_{\epsilon}\right)\right) \psi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}}\left(\frac{\partial u_{\epsilon}}{\partial t}+\mathcal{L}\left(u_{\epsilon}\right)\right) \psi \mathrm{d} \boldsymbol{x} \\
\quad=\int_{\Omega_{\epsilon}^{+}} \mathcal{G}\left(v_{\epsilon}\right) \psi \mathrm{d} \boldsymbol{x}+h_{\epsilon} \int_{\Omega^{-}} \mathcal{G}\left(v_{\epsilon}\right) \psi \mathrm{d} \boldsymbol{x} \quad \text { for a.e. } t \in[0, T] \\
\left(\mathcal{E}\left(D v_{\epsilon}\right)+\mathcal{D}\left(v_{\epsilon}\right)\right) \cdot \boldsymbol{n}=0 \quad \text { on } \partial\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right) \text {for a.e. } t \in(0, T),  \tag{6.68}\\
u_{\epsilon}= \\
u_{\epsilon}^{*} \quad \text { on } \overline{\Omega_{\epsilon}^{+} \cup \Omega^{-}} \text {for } t=0
\end{array}\right.
$$

hold for all $\phi \in H^{1}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)$and $\psi \in L^{2}\left(\Omega_{\epsilon}^{+} \cup \Omega^{-}\right)$.

We introduce the monotone operator $\mathcal{T}_{D}: W^{1,2}\left(\Omega_{\epsilon}\right) \rightarrow\left(W^{1,2}\left(\Omega_{\epsilon}\right)\right)^{*}$ given by

$$
\begin{equation*}
\left\langle\phi, \mathcal{T}_{D} v\right\rangle=\int_{\Omega_{\epsilon}} \mathcal{M}(v) \phi+[\mathcal{E}(\nabla v)+\mathcal{D}(v)] \cdot \nabla \phi \mathrm{d} \boldsymbol{x} \text { for all } \phi \in W^{1,2}\left(\Omega_{\epsilon}\right) \tag{6.69}
\end{equation*}
$$

It turns out that $\mathcal{T}_{D}$ is maximal monotone operators.

Lemma 6.24. Given (A1), then $\mathcal{T}_{0}$ is a coercive, maximal monotone operator. If additionally (A6) or (A9) is satisfied, then $\mathcal{T}_{0}$ is also strictly monotone.
Given $p=2$, (A1) and (A9), then $\mathcal{T}_{D}$ is a coercive, strictly monotone, maximal monotone operator.

Proof. Choosing $\phi=v$, we see by (A1) and by applying Young's inequality that $\mathcal{T}_{D}$ is coercive with the coercivity constant

$$
\begin{equation*}
\alpha=\min _{\sqrt{\frac{d_{s}}{2 e_{i}}}<\eta<\sqrt{\frac{2 m_{i}}{d_{s}}}}\left\{e_{i}-\frac{d_{s}}{2 \eta^{2}}, m_{i}-\frac{d_{s} \eta^{2}}{2}\right\}>0 . \tag{6.70}
\end{equation*}
$$

By (A9) and Young's inequality, we obtain

$$
\begin{align*}
\left\langle v_{1}-v_{2}, \mathcal{T}_{D} v_{1}-\mathcal{T}_{D} v_{2}\right\rangle \geq & \left(M-\frac{\mathfrak{D} \eta^{2}}{2}\right)\left\|v_{1}-v_{2}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}^{2} \\
& +\left(E-\frac{\mathfrak{D}}{2 \eta^{2}}\right)\left\|\nabla v_{1}-\nabla v_{2}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}^{2}  \tag{6.71}\\
\geq & \beta\left\|v_{1}-v_{2}\right\|_{W^{1,2}\left(\Omega_{\epsilon}\right)}^{2}
\end{align*}
$$

for $\sqrt{\frac{\mathfrak{D}}{2 E}}<\eta<\sqrt{\frac{2 M}{\mathcal{D}}}$ and with $\beta$ as defined in (6.4c). Hence, $\mathcal{T}_{D}$ is strictly monotone.
The remainder of the proof is identical to the proof of (6.84), since $\mathcal{D}$ can be shown to be demicontinuous in the same way as $\mathcal{E}$ was shown to be demicontinuous.

Introduce the $\epsilon \downarrow 0$ limit $\chi_{\Omega_{\epsilon}^{+}} \mathcal{D}\left(v_{\epsilon}\right) \rightharpoonup \boldsymbol{D}^{+}=\left(D_{1}^{+}, \ldots, D_{d}^{+}\right)$in $L^{2}((0, T) \times$ $\left.\Omega^{+}\right)^{d}$. The $\epsilon$-independent boundedness of $\chi_{\Omega_{\epsilon}^{+}} \mathcal{D}\left(v_{\epsilon}\right)$ follows from Lemma 6.24. All convergence and corrector results can now be extended to the $p=2$ case with drift term $\mathcal{D}\left(\boldsymbol{v}_{\epsilon}\right)$ by changing the assumptions into their starred versions, all $e_{i}^{+}$into $e_{i}^{+}+D_{i}^{+}$and all $\mathcal{E}_{i}\left(\frac{d^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)$ into $\mathcal{E}_{i}\left(\frac{d^{\prime}}{B_{Y}}, \frac{\partial v}{\partial x_{d}}\right)+\mathcal{D}_{i}(v)$ for all $i \in\{1, \ldots, d\}$, and all $\mathcal{T}_{0}$ into $\mathcal{T}_{D}$.

### 6.7 Conclusions

The vanishing thickness of the non-touching cylinders as $\epsilon \downarrow 0$ implies that the boundary conditions valid on the cylinder boundaries must hold almost everywhere in the domain $\Omega^{+}$in the limit $\epsilon=0$. The non-touching condition is essential as it guarantees the existence of continuous $W^{1,1}\left(\Omega^{+}\right)$sequences of functions which are constant on $\Omega_{\epsilon}^{+}$, but are approximating any chosen linear
function in $\Omega^{+}$from below as $\epsilon \downarrow 0$. Consequently, there is a loss of regularity of the solution $(u, v)$ of the limit system on the directions $\boldsymbol{x}^{\prime}$ as only the $\partial / \partial x_{d}$ gradient remains in the elliptic part of the coupled limit system.
The simultaneous vanishing thickness of the substrate as $\epsilon \downarrow 0$ implies that the solution $\left(u_{\epsilon}, v_{\epsilon}\right)$ on $\Omega^{-}$converges to the constant function with value equal to the boundary value of $(u, v)$ at the interface $\Sigma$.
The specific pseudoparabolic system of this paper yields a lower regularity for $u_{\epsilon}$ than for $v_{\epsilon}$. As a direct consequence only a corrector estimate for $v_{\epsilon}$ in $\Omega^{-}$ can be obtained, but not for $u_{\epsilon}$ in $\Omega^{-}$. Even in $\Omega^{+}$only corrector estimates far from the boundary can be obtained for $u_{\epsilon}$ due to the low regularity.

### 6.8 Appendix: An approximation scheme of $\left(U_{\epsilon}, V_{\epsilon}\right)$

Theorem 6.25 (Approximation result). Assume (A1), (A2), (A7)-(A10). Let $U^{*} \in L^{2}(\Omega)$, and let $p \geq 2$. Introduce two sequences $\left\{U_{\epsilon}^{N}\right\}$ and $\left\{V_{\epsilon}^{N}\right\}$ for $N \geq 1$ with $V_{\epsilon}^{0}=0$, via $U_{\epsilon}^{N} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)$ the unique weak solution of

$$
\begin{cases}\int_{\Omega_{\epsilon}}\left(\frac{\mathrm{d} U_{\epsilon}^{N}}{\mathrm{~d} t}+\mathcal{L}\left(U_{\epsilon}^{N}\right)\right) \psi \mathrm{d} \boldsymbol{x}=\int_{\Omega_{\epsilon}} \mathcal{G}\left(V_{\epsilon}^{N-1}\right) \psi \mathrm{d} \boldsymbol{x} & \text { in } \Omega_{\epsilon} \times(0, T),  \tag{6.72}\\ U_{\epsilon}^{N}=U^{*} & \text { on } \overline{\Omega_{\epsilon}} \times\{0\}\end{cases}
$$

for $V_{\epsilon}^{N-1} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right)$ for all $\psi \in L^{q}\left((0, T) \times \Omega_{\epsilon}\right)$, and $V_{\epsilon}^{N} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ the unique weak solution of

$$
\begin{cases}\left\langle\phi, \mathcal{T} V_{\epsilon}^{N}\right\rangle=\int_{\Omega_{\epsilon}^{+}}\left(F_{\epsilon}+\mathcal{K}\left(U_{\epsilon}^{N}\right)\right) \phi \mathrm{d} \boldsymbol{x} & \text { in } \Omega_{\epsilon} \times(0, T)  \tag{6.73}\\ \mathcal{E}\left(\nabla V_{\epsilon}^{N}\right) \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega_{\epsilon} \times(0, T)\end{cases}
$$

for $U_{\epsilon}^{N} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)$ for all $\phi \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$, where

$$
\begin{equation*}
\left\langle\phi, \mathcal{T} V_{\epsilon}^{N}\right\rangle=\int_{\Omega_{\epsilon}^{+}} \mathcal{E}\left(\nabla V_{\epsilon}^{N}\right) \cdot \nabla \phi+\mathcal{M}\left(V_{\epsilon}^{N}\right) \phi \mathrm{d} \boldsymbol{x} \tag{6.74}
\end{equation*}
$$

Then there are functions $U_{\epsilon} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)$ and $V_{\epsilon} \in$ $L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ such that

$$
\begin{equation*}
U_{\epsilon}^{N} \rightarrow U_{\epsilon} \text { in } L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \quad \text { and } \quad V_{\epsilon}^{N} \rightarrow V_{\epsilon} \text { in } L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right) \tag{6.75}
\end{equation*}
$$

as $N \rightarrow \infty$ and $\left(U_{\epsilon}, V_{\epsilon}\right)$ is the unique solution pair of system (6.1).

In this section, we prove Theorem 6.25. We base our existence and uniqueness proof of weak solutions to (6.10) in the sense of Definition 6.1 on the theory of monotone operators, see [127].

Remark 6.2. Our approach for showing existence and uniqueness consists of several steps. First, we show that the first equation of (6.1) can be written in terms of a maximal monotone coercive operator $\mathcal{T}$ on the left-hand side. Hence, $\mathcal{T}$ has a solution $u_{\epsilon}$ for any given $v_{\epsilon}$. Second, we show that $\mathcal{T}$ is a strictly monotone operator, implying that $\mathcal{T}$ has a unique solution $u_{\epsilon}$ for any given $v_{\epsilon}$. Third, we use a standard result of monotone operator theory to obtain a unique solution $u_{\epsilon}$ of the second equation of (6.1) for any given $v_{\epsilon}$. Then, we create an iterated scheme in which we start with $v_{\epsilon}^{0}=0$ and proceed from $n=1$ on with obtaining $v_{\epsilon}^{n}$ from $u_{\epsilon}^{n}$, and $u_{\epsilon}^{n+1}$ from $v_{\epsilon}^{n}$. This yields sequences of solutions $\left\{u_{\epsilon}^{n}\right\}$ and $\left\{v_{\epsilon}^{n}\right\}$ that converge both weakly and strongly to $u_{\epsilon}$ and $v_{\epsilon}$, respectively. Moreover, we show that these limits form a valid solution pair for (6.1). Finally, we show that (6.1) has only a single solution pair.

Firstly, we show that there exist monotone operators that satisfy (A1), (A6), (A7), and (A9) simultaneously.

Lemma 6.26. Let $p>1$ and $n \in \mathbf{N}$ given. Introduce $\mathcal{S}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, defined by $\mathcal{S}(\boldsymbol{\zeta})=|\boldsymbol{\zeta}|^{p-2} \boldsymbol{\zeta}$ for $\boldsymbol{\zeta} \in \mathbf{R}^{n}$. Then $\mathcal{S}$ is a strictly monotone, continuous function satisfying

$$
\begin{array}{ll}
\exists s_{i} \in \mathbf{R}_{+}: & s_{i}|\boldsymbol{\zeta}|^{p} \leq \mathcal{S}(\boldsymbol{\zeta}) \boldsymbol{\zeta} \text { for all } \boldsymbol{\zeta} \in \mathbf{R}^{n} \\
\exists s_{s} \in \mathbf{R}_{+}: & |\mathcal{S}(\boldsymbol{\zeta})| \leq s_{s}|\boldsymbol{\zeta}|^{p-1} \text { for all } \boldsymbol{\zeta} \in \mathbf{R}^{n} \tag{6.76b}
\end{array}
$$

for all $p>1$, and satisfying

$$
\begin{equation*}
\exists S \in \mathbf{R}_{+}: \quad\left(\mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{2}\right)\right)\left(\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right) \geq S\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{p} \text { for all } \boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2} \in \mathbf{R}^{n} \tag{6.77}
\end{equation*}
$$

for all $p \geq 2$.
Proof. Properties (6.76a) and (6.76b) are straightforward and yield $s_{i}=s_{s}=$ 1. To prove both the continuity of $\mathcal{S}$ and property (6.77), we use the identity:

$$
\begin{align*}
& \mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{2}\right)=\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}+\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left(\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right) \\
&+\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}-\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left(\boldsymbol{\zeta}_{1}+\boldsymbol{\zeta}_{2}\right) \tag{6.78}
\end{align*}
$$

The operator $\mathcal{S}$ is continuous, since

$$
\begin{align*}
& \left|\mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{2}\right)\right| \leq \max \left\{\left|\boldsymbol{\zeta}_{1}\right|,\left|\boldsymbol{\zeta}_{2}\right|\right\}^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right| \\
& \quad+|p-2| \max \left\{\left|\boldsymbol{\zeta}_{1}\right|,\left|\boldsymbol{\zeta}_{2}\right|\right\} \max \left\{\left|\boldsymbol{\zeta}_{1}\right|^{p-3},\left|\boldsymbol{\zeta}_{2}\right|^{p-3}\right\}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right| \tag{6.79}
\end{align*}
$$

for $\boldsymbol{\zeta}_{1}, \boldsymbol{\zeta}_{2} \in \mathbf{R}^{n} \backslash\{\mathbf{0}\}$, which follows by application of the Mean Value Theorem and from the fact that $x^{\alpha}$ is either monotonically increasing or monotonically decreasing for $\alpha \in \mathbf{R}$ and $x \in \mathbf{R}_{+}$. Note that property (6.76b) yields continuity for the cases $\boldsymbol{\zeta}_{1}=\mathbf{0}$ or $\boldsymbol{\zeta}_{2}=\mathbf{0}$ in (6.79).
As we will show next, property (6.77) now follows from the generalized mean inequality (see Inequality 8) and the triangle inequality (see Inequality 1). For $p \in\{2\} \cup[3, \infty)$, we have

$$
\begin{align*}
& \left(\mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{2}\right)\right)\left(\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right) \\
& =\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}+\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2}+\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}-\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left(\left|\boldsymbol{\zeta}_{1}\right|^{2}-\left|\boldsymbol{\zeta}_{2}\right|^{2}\right) \\
& \geq \frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}+\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2}=\left[\mathcal{M}_{p-2}\left(\left|\boldsymbol{\zeta}_{1}\right|,\left|\boldsymbol{\zeta}_{2}\right|\right)\right]^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2} \\
& \geq\left(\frac{\left|\boldsymbol{\zeta}_{1}\right|+\left|\boldsymbol{\zeta}_{2}\right|}{2}\right)^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2}=\left[\mathcal{M}_{1}\left(\left|\boldsymbol{\zeta}_{1}\right|,\left|\boldsymbol{\zeta}_{2}\right|\right)\right]^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2} \\
& \geq\left(\frac{1}{2}\right)^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{p}, \tag{6.80}
\end{align*}
$$

due to convexity of $x^{p-2}$. For $p \in(2,3)$, we have

$$
\begin{align*}
& \left(\mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{2}\right)\right)\left(\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right) \\
& =\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}+\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2}+\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}-\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left(\left|\boldsymbol{\zeta}_{1}\right|^{2}-\left|\boldsymbol{\zeta}_{2}\right|^{2}\right) \\
& \geq \frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|^{p-2}+\left|\boldsymbol{\zeta}_{2}\right|^{p-2}\right)\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2} \\
& \geq \frac{1}{2}\left(\left|\boldsymbol{\zeta}_{1}\right|+\left|\boldsymbol{\zeta}_{2}\right|\right)^{p-2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{2} \\
& \geq \frac{1}{2}\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{2}\right|^{p}, \tag{6.81}
\end{align*}
$$

due to subadditivity of concave functions and because $x^{p-2}$ is a monotonically increasing function. The strict monotonicity is for $p \geq 2$ a direct consequence of (6.77).
The strict monotonicity for $p \in(1,2)$ is shown in two steps. First, for $\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|=$ $\left|\zeta_{\mathbf{2}}\right|$, we have $0=\left(\mathcal{S}\left(\boldsymbol{\zeta}_{1}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{\mathbf{2}}\right)\right)\left(\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right)=\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-2}\left|\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right|^{2}$. Consequently,
$\boldsymbol{\zeta}_{\mathbf{1}}=\boldsymbol{\zeta}_{\mathbf{2}}$, since $1 /\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|=0$ is not allowed. Second, for $\left|\boldsymbol{\zeta}_{\mathbf{1}}\right| \neq\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|$, we have

$$
\begin{align*}
& \left(\mathcal{S}\left(\boldsymbol{\zeta}_{\mathbf{1}}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{\mathbf{2}}\right)\right)\left(\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right) \\
& =\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-2}+\left|\zeta_{\mathbf{2}}\right|^{p-2}\right)\left|\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right|^{2}+\frac{1}{2}\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-2}-\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|^{p-2}\right)\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{2}-\left|\zeta_{\mathbf{2}}\right|^{2}\right) \\
& =\frac{1}{2}\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-1}\left[\frac{\left|\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right|^{2}-\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|^{2}}{| |_{\mathbf{1}} \mid}+\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|\right]+\frac{1}{2}\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|^{p-1}\left[\frac{\left|\boldsymbol{\zeta}_{1}-\boldsymbol{\zeta}_{\mathbf{2}}\right|^{2}-\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{2}}{\left|\zeta_{\mathbf{2}}\right|}+\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|\right] \\
& \geq\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-1}\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|-\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|\right)+\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|^{p-1}\left(\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|-\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|\right) \\
& =\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|^{p-1}-\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|^{p-1}\right)\left(\left|\boldsymbol{\zeta}_{\mathbf{1}}\right|-\left|\boldsymbol{\zeta}_{\mathbf{2}}\right|\right) \\
& >0 \tag{6.82}
\end{align*}
$$

due to the triangle inequality and because $x^{p-1}$ is a monotonically increasing function. Hence, we have strict monotonicity as $0=\left(\mathcal{S}\left(\boldsymbol{\zeta}_{\mathbf{1}}\right)-\mathcal{S}\left(\boldsymbol{\zeta}_{\mathbf{2}}\right)\right)\left(\boldsymbol{\zeta}_{\mathbf{1}}-\boldsymbol{\zeta}_{\mathbf{2}}\right)$ is equivalent to $\zeta_{\mathbf{1}}=\boldsymbol{\zeta}_{\mathbf{2}}$.

With the existence of monotone operators that satisfy both (A1) and (A6), we are able to introduce the monotone operator $\mathcal{T}_{0}: W^{1, p}\left(\Omega_{\epsilon}\right) \rightarrow\left(W^{1, p}\left(\Omega_{\epsilon}\right)\right)^{*}$ given by

$$
\begin{equation*}
\left\langle\phi, \mathcal{T}_{0} v\right\rangle=\int_{\Omega_{\epsilon}} \mathcal{M}(v) \phi+\mathcal{E}(\nabla v) \cdot \nabla \phi \mathrm{d} \boldsymbol{x} \tag{6.83}
\end{equation*}
$$

It turns out that $\mathcal{T}_{0}$ is a maximal monotone operator.
Lemma 6.27. Given (A1), then $\mathcal{T}_{0}$ is a coercive, maximal monotone operator. If additionally (A6) or (A9) is satisfied, then $\mathcal{T}_{0}$ is also strictly monotone.

Proof. Choosing $\phi=v$, we see via (A1) and Young's inequality that $\mathcal{T}_{0}$ is coercive with coercivity constant

$$
\begin{equation*}
\alpha=\min \left\{e_{i}, m_{i}\right\}>0 . \tag{6.84}
\end{equation*}
$$

The operators $\mathcal{M}$ and $\mathcal{E}$ are monotone by (A1) and, by linearity, so is $\mathcal{T}_{0}$. Since (A6) is implied by (A9), we only show the strict monotonicity with the additional assumption (A6). For the strict monotonicity, we need to ensure that $\left\langle v_{1}-v_{2}, \mathcal{T}_{0} v_{1}-\mathcal{T}_{0} v_{2}\right\rangle=0$ implies $v_{1}=v_{2}$ in $W^{1, p}\left(\Omega_{\epsilon}\right)$. Due to the monotonicity of $\mathcal{E}$ and $\mathcal{M}$ and the respective linearity, we have $\left(\mathcal{E}\left(\nabla v_{1}\right)-\right.$ $\left.\mathcal{E}\left(\nabla v_{2}\right)\right)\left(\nabla v_{1}-\nabla v_{2}\right)=0$ and $\left(\mathcal{M}\left(v_{1}\right)-\mathcal{M}\left(v_{2}\right)\right)\left(\nabla v_{1}-\nabla v_{2}\right)=0$. From (A6), the strict monotonicity of $\mathcal{E}$ and $\mathcal{M}$ yields $v_{1}=v_{2}$ a.e. in $\Omega_{\epsilon}$ and $\nabla v_{1}=\nabla v_{2}$ a.e. in $\Omega_{\epsilon}$. Thus $v_{1}=v_{2}$ in $W^{1, p}\left(\Omega_{\epsilon}\right)$. Hence, $\mathcal{T}_{0}$ is strictly monotone.

Take a sequence $\left\{v_{n}\right\} \in W^{1, p}\left(\Omega_{\epsilon}\right)$ such that $v_{n} \rightarrow v$ in $W^{1, p}\left(\Omega_{\epsilon}\right)$. Then $\nabla v_{n} \rightarrow \nabla v$ in $L^{p}\left(\Omega_{\epsilon}\right)$. By continuity $\mathcal{E}\left(\nabla v_{n}\right) \rightarrow \mathcal{E}(\nabla v)$, and $\mathcal{M}\left(v_{n}\right) \rightarrow \mathcal{M}(v)$
a.e. on $\Omega_{\epsilon}$ for a subsequence. Moreover, by (A1), $\left\{\mathcal{E}\left(\nabla v_{n}\right)\right\}$ is bounded in $L^{q}\left(\Omega_{\epsilon}\right)^{d}$, and $\left\{\mathcal{M}\left(v_{n}\right)\right\}$ is bounded in $L^{q}\left(\Omega_{\epsilon}\right)$. Thus $\mathcal{E}\left(\nabla v_{n}\right) \rightharpoonup \mathcal{E}(\nabla v)$ in $L^{q}\left(\Omega_{\epsilon}\right)^{d}$, and $\mathcal{M}\left(v_{n}\right) \rightharpoonup \mathcal{M}(v)$ in $L^{q}\left(\Omega_{\epsilon}\right)$. Hence, $\mathcal{T}_{0} v_{n} \rightharpoonup \mathcal{T}_{0} v$ in $\left(W^{1, p}\left(\Omega_{\epsilon}\right)\right)^{*}$. Thus $\mathcal{T}_{0}$ is demicontinuous. The operator $\mathcal{T}_{0}$ is well-defined for all $W^{1, p}\left(\Omega_{\epsilon}\right)$. Therefore, [73] states that $\mathcal{E}, \mathcal{M}$, and $\mathcal{T}_{0}$ are hemicontinuous. Since $W^{1, p}\left(\Omega_{\epsilon}\right)$ is a reflexive Banach space, we find that $\mathcal{E}, \mathcal{M}$, and $\mathcal{T}_{0}$ are maximal monotone.

Lemma 6.28. Assume (A1) and (A2) hold. Given $u \in W^{1, p}\left(\Omega_{\epsilon}\right)$, there exist weak solutions $v \in W^{1, p}\left(\Omega_{\epsilon}\right)$ of

$$
\begin{equation*}
\left\langle\phi, \mathcal{T}_{0} v\right\rangle=\int_{\Omega_{\epsilon}}\left(F_{\epsilon}+\mathcal{K}(u)\right) \phi \mathrm{d} \boldsymbol{x} \tag{6.85}
\end{equation*}
$$

for all $\phi \in W^{1, p}\left(\Omega_{\epsilon}\right)$.
Proof. By (A2), we see $F_{\epsilon}+\mathcal{K}(u) \in L^{q}\left(\Omega_{\epsilon}\right) \subset\left(W^{1, p}\left(\Omega_{\epsilon}\right)\right)^{*}$. Then, since $\mathcal{T}_{0}$ is maximal monotone by Lemma 6.27, $\mathcal{T}_{0}$ is surjective on $\left(W^{1, p}\left(\Omega_{\epsilon}\right)\right)^{*}$. Hence, there exist weak solutions to (6.85) for any given $v \in W^{1, p}\left(\Omega_{\epsilon}\right)$.

Lemma 6.29. Assume (A1), (A2) and (A9) hold. Given $u \in W^{1, p}\left(\Omega_{\epsilon}\right)$, there exist a unique weak solution $v \in W^{1, p}\left(\Omega_{\epsilon}\right)$ of (6.85).

Proof. Assume there are at least two solutions $v_{1}$ and $v_{2}$ of (6.85). Since the right-hand side of (6.85) is independent of $v$, we see that the difference of (6.85) for $v_{1}$ and $v_{2}$ yields $\left\langle v_{1}-v_{2}, \mathcal{T}_{0} v_{1}-\mathcal{T}_{0} v_{2}\right\rangle=0$. The operator $\mathcal{T}_{0}$ is strictly monotone. Hence, $v_{1}=v_{2}$, which is a contradiction. Thus the weak solution to (6.85) is unique.

Lemma 6.30. Assume (A2), (A7) and (A8).
For $p \geq 2$ and $U^{*} \in L^{2}(\Omega)$, given $v \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$, there exists a unique weak solution $u$ of

$$
\begin{cases}\frac{\mathrm{d} u}{\mathrm{~d} t}+\mathcal{L} u=\mathcal{G}(v) & \text { in }(0, T) \times \Omega_{\epsilon}  \tag{6.86}\\ u(0)=U^{*} & \text { on }\{0\} \times \Omega_{\epsilon}\end{cases}
$$

with regularity $L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap W^{1, q}\left(0, T ; L^{q}\left(\Omega_{\epsilon}\right)\right) \cap C\left([0, T] ; L^{2}\left(\Omega_{\epsilon}\right)\right)$. For $p \in(1,2)$, assume additionally (A9). Given $v \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$, there exists a unique weak solution $u$ of (6.86) with regularity $L^{p}\left((0, T) \times \Omega_{\epsilon}\right) \cap$ $L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right) \cap H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)$.

Proof. For $p \geq 2$, this is a standard result in [127]. By (A8), the initial function $u_{0}=U^{*}$ satisfies the correct regularity. By (A7) and mimicking the proof of Lemma 6.27, the operator $\mathcal{L}$ is monotone, hemicontinuous and has timeindependent continuity and coercivity. So, pointwise in time, $\mathcal{L}$ satisfies the desired continuity and coercivity properties. As the coercivity and continuity constants are time-independent, these properties even hold uniformly in time. Finally, by (A2), $\mathcal{G}$ maps any function in $v \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ to a function in $L^{q}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$. Hence, $\mathcal{G}(v)$ has the correct regularity.
For $p \in(1,2)$, by strict monotonicity and linearity of the time-derivative, we obtain uniqueness in a straightforward manner:

$$
\begin{equation*}
\left\|u_{1}-u_{2}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)}^{2}+2 L\left\|u_{1}-u_{2}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \leq 0 . \tag{6.87}
\end{equation*}
$$

Moreover, testing with $\frac{\partial u}{\partial t}$, applying Hölder's inequality, the inclusion inequality (Lemma 2.1), and Young's inequality yields

$$
\begin{align*}
& \left\|\frac{\partial u}{\partial t}\right\|_{L^{2}\left((0, T) \times \Omega_{\epsilon}\right)}^{2}\left(1-\frac{\eta^{2}}{2}\left(\left|\Omega_{\epsilon}\right| T\right)^{2-p}\right) \\
& \quad \leq \frac{g_{s}^{\frac{p}{p-1}}\|v\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p}+l_{s}^{\frac{p}{p-1}}\|u\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p}}{p /(p-1)}+\frac{1-\frac{p}{2}}{p \eta^{\frac{2 p}{2-p}}}\left|\Omega_{\epsilon}\right| \tag{6.88}
\end{align*}
$$

for some $\eta \in\left(0, \sqrt{2}\left[\left|\Omega_{\epsilon}\right| T\right]^{\frac{p}{2}-1}\right)$.
For the existence, we discretize in time via the Rothe method. Since the operator $\mathcal{A}_{\Delta t}(u)=u+\Delta t \mathcal{L}(u)$ is a coercive and hemicontinuous strictly monotone operator in $L^{2}\left(\Omega_{\epsilon}\right)$ for all $\Delta t \leq 1$ due to the inclusion inequality, and (A7) guarantees via the inclusion inequality that $\mathcal{G}(v) \in L^{2}\left(\Omega_{\epsilon}\right)$, we obtain a unique weak solution $u^{k}=\left.u\right|_{t=k \Delta t} \in L^{2}\left(\Omega_{\epsilon}\right)$ of $\mathcal{A}_{\Delta t}\left(u^{k}\right)=u^{k-1}+$ $\Delta t \mathcal{G}\left(v^{k}\right)$ at each time slice $\{t=k \Delta t\}$ for $k \Delta t \in(0, T]$. Moreover, we obtain $\left(u^{k}-u^{k-1}\right) / \Delta t \in L^{2}\left(\Omega_{\epsilon}\right)$ for $k \Delta t \in[\Delta t, T]$. Due to $\Delta t$-independent bounds of $u^{k} \in L^{2}\left(\Omega_{\epsilon}\right)$ and due to the Lions-Aubin-Simon lemma, we obtain a family of piecewise constant on $(0, T]$ functions $u_{\Delta t} \rightarrow u \in L^{2}\left((0, T) \times \Omega_{\epsilon}\right)$ and $\left(u^{k}-\right.$ $\left.u^{k-1}\right) / \Delta t \chi_{[\Delta t, T]} \rightharpoonup \partial u / \partial t \in L^{2}\left((0, T) \times \Omega_{\epsilon}\right)$. Hence, by the demicontinuity of $\mathcal{L}, u$ is a weak solution of (6.86) and it is the unique solution due to the previously shown uniqueness.

Even though separate solutions $u_{\epsilon}$ and $v_{\epsilon}$ can be found given $v_{\epsilon}$ and $u_{\epsilon}$, respectively, it is not clear that a coupled $\left(u_{\epsilon}, v_{\epsilon}\right)$ solution to (6.10) can be found.
We create the sequences $\left\{U_{\epsilon}^{n}\right\}$ and $\left\{V_{\epsilon}^{n}\right\}$ for $n \geq 1$ with $V_{\epsilon}^{0}=0$, and where

Chapter 6. Upscaling Non-linear Pseudoparabolic-like Systems on
$U_{\epsilon}^{N} \in H^{1}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right) \cap L^{p}\left((0, T) \times \Omega_{\epsilon}\right)$ is the unique weak solution of

$$
\begin{cases}\frac{\mathrm{d} U_{\epsilon}^{N}}{\mathrm{~d} t}+\mathcal{L}\left(U_{\epsilon}^{N}\right)=\mathcal{G}\left(V_{\epsilon}^{N-1}\right) & \text { in }(0, T) \times \Omega_{\epsilon}  \tag{6.89}\\ U_{\epsilon}^{N}=U^{*} & \text { on }\{0\} \times \overline{\Omega_{\epsilon}}\end{cases}
$$

and $V_{\epsilon}^{N} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ is the unique weak solution of

$$
\begin{cases}\left\langle\phi, \mathcal{T}_{0} V_{\epsilon}^{N}\right\rangle=\int_{\Omega_{\epsilon}^{+}}\left(F_{\epsilon}+\mathcal{K}\left(U_{\epsilon}^{N}\right)\right) \phi \mathrm{d} \boldsymbol{x} & \text { in }(0, T) \times \Omega_{\epsilon}  \tag{6.90}\\ \left(\mathcal{E}\left(\nabla V_{\epsilon}^{N}\right)+\mathcal{D}\left(V_{\epsilon}^{N}\right)\right) \cdot n=0 & \text { on } \partial \Omega_{\epsilon} \times(0, T)\end{cases}
$$

Hence, we have a sequence of mappings

$$
\begin{equation*}
0=V_{\epsilon}^{0} \mapsto U_{\epsilon}^{1} \mapsto V_{\epsilon}^{1} \mapsto \ldots \mapsto V_{\epsilon}^{N-1} \mapsto U_{\epsilon}^{N} \mapsto V_{\epsilon}^{N} \mapsto \ldots \tag{6.91}
\end{equation*}
$$

We are interested in the limit behaviour $(N \rightarrow \infty)$ of this procedure, which is reminiscent of Picard iteration.

Proposition 6.31. Assume (A1), (A2), (A7), (A8) and (A9). Then there are functions $U_{\epsilon} \in H^{1}\left(0, T: L^{2}\left(\Omega_{\epsilon}^{+}\right)\right) \cap L^{p}\left((0, T) \times \Omega_{\epsilon}\right), V_{\epsilon} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$ such that

$$
\begin{equation*}
U_{\epsilon}^{N} \rightharpoonup U_{\epsilon} \quad \text { and } \quad V_{\epsilon}^{N} \rightharpoonup V_{\epsilon} \text { as } N \rightarrow \infty . \tag{6.92}
\end{equation*}
$$

Proof. Take $N \in \mathbf{N}$ arbitrarily. Testing (6.89) with $U_{\epsilon}^{N}$, integrating in time, taking supremum over $[0, T]$ and using (A7), we obtain

$$
\begin{align*}
& \left\|U_{\epsilon}^{N}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)}^{2}+2 l_{i}\left\|U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \\
& \quad \leq\left\|U^{*}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}^{2}+2 g_{s}\left\|V_{\epsilon}^{N-1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p-1}\left\|U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} . \tag{6.93}
\end{align*}
$$

Taking $\phi=V_{\epsilon}^{N-1}$ in (6.90), integrating in time, and using (A2), we obtain

$$
\begin{align*}
& \alpha\left\|V_{\epsilon}^{N-1}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)}^{p} \\
& \quad \leq\left[T^{1 / q}\left\|F_{\epsilon}\right\|_{L^{q}\left(\Omega_{\epsilon}\right)}+k_{s}\left\|U_{\epsilon}^{N-1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p-1}\right]\left\|V_{\epsilon}^{N-1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} . \tag{6.94}
\end{align*}
$$

This is equivalent to

$$
\begin{equation*}
\left\|V_{\epsilon}^{N-1}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)}^{p-1} \leq \frac{T^{1 / q}}{\alpha}\left\|F_{\epsilon}\right\|_{L^{q}\left(\Omega_{\epsilon}\right)}+\frac{k_{s}}{\alpha}\left\|U_{\epsilon}^{N-1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p-1} \tag{6.95}
\end{equation*}
$$

Moreover, combining (6.93) and (6.95) and applying Young's inequality, we obtain for any $n \in \mathbf{N}$ the recursive inequality

$$
\begin{align*}
\left\|U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \leq & \frac{1}{\left(l_{i}-\frac{g_{s}\left(\eta_{1}^{p}+\eta_{2}^{p}\right)}{p}\right)}\left[\frac{1}{2}\left\|U^{*}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}^{2}+\frac{g_{s} T\left\|F_{\epsilon}\right\|_{L^{q}\left(\Omega_{\epsilon}\right)}^{q}}{q \alpha^{q} \eta_{1}^{q}}\right] \\
& +\frac{g_{s} k_{s}^{q}}{q \alpha^{q} \eta_{2}^{q}\left(l_{i}-\frac{g_{s}\left(\eta_{1}^{p}+\eta_{2}^{p}\right)}{p}\right)}\left\|U_{\epsilon}^{N-1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \tag{6.96}
\end{align*}
$$

for $\eta_{1}, \eta_{2} \in \mathbf{R}_{+}$with $\eta_{1}^{p}+\eta_{2}^{p}<p l_{i} / g_{s}$. Applying the discrete Gronwall inequality, see Inequality 13 of Section 2.2 , we obtain the upper bound

$$
\begin{align*}
\left\|U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \leq \frac{1}{\left(l_{i}-\frac{g_{s}\left(\eta_{1}^{p}+\eta_{2}^{p}\right)}{p}\right)} & {\left[\frac{1}{2}\left\|U^{*}\right\|_{L^{2}\left(\Omega_{\epsilon}\right)}^{2}+\frac{g_{s}}{q \eta^{q}} \frac{T\left\|F_{\epsilon}\right\|_{L^{q}\left(\Omega_{\epsilon}\right)}^{q}}{\alpha^{q} \eta_{1}^{q} q}\right] } \\
& \exp \left(\frac{g_{s}}{q \eta_{2}^{q}\left(l_{i}-\frac{g_{s}\left(\eta_{1}^{p}+\eta_{2}^{p}\right)}{p}\right)} \frac{k_{s}^{q}}{\alpha^{q}}\right) . \tag{6.97}
\end{align*}
$$

Note that the $p$-th root of (6.97) is finite for finite $T$ and it is independent of $N$ for all valid choices of $\eta_{1}, \eta_{2}$. Hence, there is a weak limit of $U_{\epsilon}^{N}$ in $L^{p}\left((0, T) \times \Omega_{\epsilon}\right)$.
(6.95) yields a finite upper bound independent of $N$ also for $V_{\epsilon}^{N}$. Hence, there is a weak limit of $V_{\epsilon}^{N}$ in $L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$. Moreover, testing (6.89) with $\frac{\partial U_{\epsilon}^{N}}{\partial t}$, we immediately obtain $\epsilon$-independent bounds in $L^{2}\left((0, T) \times \Omega_{\epsilon}^{+}\right)$ by applying Young's inequality and the inclusion inequality (Lemma 2.1).

Before continuing with a strong convergence result, we need the following auxiliary lemma.

Lemma 6.32. Let $\left\{x_{i}\right\}_{i=1}^{\infty}$ be a sequence of positive numbers satisfying the inequality $x_{i} \leq a x_{i-1}^{b}$ for positive numbers $a$ and $b$, then the sum $\sum_{i=N}^{\infty} x_{i}$ converges to 0 as $N$ goes to infinity, if $b=1$ and $a<1$ or $b<1$ and $x_{1}^{1-b}<a$.

Proof. We have

$$
\begin{cases}x_{N} \leq a^{\frac{1-b^{N-1}}{1-b}} x_{1}^{b^{N-1}} & \text { for } b \neq 1  \tag{6.98}\\ x_{N} \leq a^{N-1} x_{1} & \text { for } b=1\end{cases}
$$

This leads for $b=1$ to a bound given by the geometric series if $a<1$. For $b<1$ and $x_{1}^{1-b}<a$, we have

$$
\begin{equation*}
\left(\frac{x_{1}^{1-b}}{a}\right)^{\frac{b^{N}}{1-b}}<\frac{1-b}{(\ln b)\left((1-b) \ln x_{1}-\ln a\right)} \frac{\mathrm{d}}{\mathrm{~d} N}\left(\frac{x_{1}^{1-b}}{a}\right)^{\frac{b^{N}}{1-b}} \tag{6.99}
\end{equation*}
$$

This inequality leads to a single upper bound expression via the integral test

$$
\begin{align*}
& \sum_{i=N}^{\infty} x_{i} \leq \sum_{i=N}^{\infty} a^{\frac{1-b^{i-1}}{1-b}} x_{1}^{b^{i-1}} \leq a^{\frac{1}{1-b}} \int_{N-2}^{\infty}\left(\frac{x_{1}^{1-b}}{a}\right)^{\frac{b^{Z}}{1-b}} \mathrm{~d} Z \\
& \leq \frac{(1-b) a^{\frac{1}{1-b}}}{(\ln b)\left((1-b) \ln x_{1}-\ln a\right)} \int_{N-2}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} Z}\left(\frac{x_{1}^{1-b}}{a}\right)^{\frac{b^{Z}}{1-b}} \mathrm{~d} Z \\
& \quad \leq \frac{(1-b) a^{\frac{1}{1-b}}}{(\ln b)\left((1-b) \ln x_{1}-\ln a\right)}\left[1-\left(\frac{x_{1}^{1-b}}{a}\right)^{\frac{b^{N-2}}{1-b}}\right] \tag{6.100}
\end{align*}
$$

This upper bound goes to 0 as $N$ goes to infinity.
Now we are able to report the following strong convergence result.
Proposition 6.33. Assume (A1), (A2), (A7) - (A10). The sequences $\left\{U_{\epsilon}^{n}\right\}$ and $\left\{V_{\epsilon}^{n}\right\}$ introduced at (6.89) and (6.90), respectively, are strongly convergent to their weak limits $U_{\epsilon} \in L^{p}\left((0, T) \times \Omega_{\epsilon}\right), V_{\epsilon} \in L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)$.

Proof. First, we show the case $p \in[2, \infty)$. Take $N \in \mathbf{N}$ arbitrarily. By the strict monotonicity of $\mathcal{L}$, we obtain

$$
\begin{align*}
& \left\|U_{\epsilon}^{N}-U_{\epsilon}^{N+1}\right\|_{L^{\infty}\left(0, T ; L^{2}\left(\Omega_{\epsilon}\right)\right)}^{2}+2 L\left\|U_{\epsilon}^{N}-U_{\epsilon}^{N+1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{p} \\
& \quad \leq 2 G\left\|V_{\epsilon}^{N-1}-V_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}\left\|U_{\epsilon}^{N}-U_{\epsilon}^{N+1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{p-2}{p}} . \tag{6.101}
\end{align*}
$$

Similarly, by strict monotonicity of $\mathcal{T}_{0}$ and due to (A10), we have

$$
\begin{align*}
& \beta\left\|V_{\epsilon}^{N-1}-V_{\epsilon}^{N}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)}^{p} \\
& \quad \leq K\left\|U_{\epsilon}^{N-1}-U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}\left\|V_{\epsilon}^{N-1}-V_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{p-2}{p}} \tag{6.102}
\end{align*}
$$

(6.90) yields

$$
\begin{equation*}
\left\|V_{\epsilon}^{N-1}-V_{\epsilon}^{N}\right\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)}^{p-1} \leq \frac{K}{\beta}\left\|U_{\epsilon}^{N-1}-U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{p-2}{p}} \tag{6.103}
\end{equation*}
$$

Moreover, combining (6.101) and (6.103), we obtain the recursive inequality

$$
\begin{equation*}
\left\|U_{\epsilon}^{N}-U_{\epsilon}^{N+1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{(p-1)^{2}} \leq \frac{K}{\beta}\left(\frac{G}{L}\right)^{p-1}\left(\left|\Omega_{\epsilon}\right| T\right)^{p-2}\left\|U_{\epsilon}^{N-1}-U_{\epsilon}^{N}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} \tag{6.104}
\end{equation*}
$$

Using Lemma 6.32 for $b=1$ due to $p=2$, we obtain strong convergence as the geometric series leads to an upper bound, stated below, that goes to zero as $N$ goes to infinity if $K G<L \beta$, which is guaranteed by (A10).

$$
\begin{equation*}
\left\|U_{\epsilon}^{N}-U_{\epsilon}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} \leq \frac{\left(\frac{K G}{L \beta}\right)^{N-1}}{1-\frac{K G}{L \beta}}\left\|U_{\epsilon}^{1}-U_{\epsilon}^{2}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} \tag{6.105}
\end{equation*}
$$

For $p>2$ and using $V_{\epsilon}^{0}=0$, we have

$$
\begin{equation*}
\left\|U_{\epsilon}^{1}-U_{\epsilon}^{2}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)} \leq\left[\frac{G}{L}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{p-2}{p}}\right]^{\frac{1}{p-1}}\left\|V_{\epsilon}^{1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{\frac{1}{p-1}} \tag{6.106}
\end{equation*}
$$

An upper bound for $\left\|V_{\epsilon}^{1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}$ follows from equations (6.95) and (6.97). Denote this upper bound by $B$.
Lemma 6.32 yields strong convergence for $p>2$, which represents the case $b<1$, if

$$
\begin{equation*}
B<\left(\frac{K}{\beta}\right)^{\frac{p-1}{p(p-2)}}\left(\frac{G}{L}\right)^{\frac{1}{p(p-2)}}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{1}{p}} \tag{6.107}
\end{equation*}
$$

Similarly, we obtain from (6.103) the following upper bound

$$
\begin{align*}
\| V_{\epsilon}^{N}- & V_{\epsilon}\left\|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)} \leq \sum_{n=0}^{\infty}\right\| V_{\epsilon}^{N+n}-V_{\epsilon}^{N+n+1} \|_{L^{p}\left(0, T ; W^{1, p}\left(\Omega_{\epsilon}\right)\right)} \\
& \leq\left(\frac{K}{\beta}\left(\left|\Omega_{\epsilon}\right| T\right)^{\frac{p-2}{p}}\right)^{\frac{1}{p-1}} \sum_{n=0}^{\infty}\left\|U_{\epsilon}^{N+n}-U_{\epsilon}^{N+n+1}\right\|_{L^{p}\left((0, T) \times \Omega_{\epsilon}\right)}^{\frac{1}{p-1}} \tag{6.108}
\end{align*}
$$

which goes to zero as $N \rightarrow \infty$ due to Lemma 6.32 when taking $y_{i}=x_{i}^{\sqrt{b}}$ and identifying (6.108) with $\sum_{i=N}^{\infty} y_{i}$ if $K G<L \beta$ for $p=2$ or if (6.107) holds for $p>2$.

By the demicontinuity of $\mathcal{T}_{0}, \mathcal{K}, \mathcal{L}$, and $\mathcal{G}$, the limit pair $\left(U_{\epsilon}, V_{\epsilon}\right)$ satisfies system (6.1) on the interior $(0, T) \times \Omega_{\epsilon}$ due to the strong convergence, which automatically allows for satisfying the boundary conditions due to the trace theorems and the higher regularity obtained with Proposition 9.3 in [20]. This concludes a proof for Theorem 6.25.

## Conclusions and recommendations

In this dissertation, we derived well-posed parabolic-pseudo-parabolic equations coupling chemical reactions, diffusion, flow and mechanics in a heterogeneous medium using the framework of mixture theory. Moreover, as an example, we showed how to upscale the microscopic mechanics of sewer pipe corrosion into macroscopic mechanics. As many different microscopic behaviors can lead to the same upscaled macroscopic behavior, upscaling the microscopic mechanics of a sewer pipe hints at a central problem of homogenization: What are correct microscopic behaviors to upscale? We answered this question in Chapter 3 and Chapter 4.

The model parameters of the model derived in Chapter 3 impact the existence of a solution for the model equations quite significantly as we showed that the time interval of existence is highly dependent on several parameters such as $\phi_{30}$ and $\epsilon$, and on control parameters such as $V$. The $\epsilon$-dependence of the size of this time-interval likely follows a power law relation, while other dependencies such as the dependence on the initial volume fractions show a more complicated relation.

In Chapter 4, we showed that more general models, than the ones derived in Chapter 3, are weakly solvable. Moreover, we showed that there exist timeintervals and parameter regions for which the solutions of these models do not violate elementary physical constraints, e.g. the positivity of volume fractions. These results were attained by assuming a product-like non-linearity in the unknowns such that for each unknown the system behaves like a semilinear system. Some of these non-linearities need a specific regularity, for instance $C^{1}(0,1)$ in each of the product components. In the end the pseudo-parabolic
term turns out to be an advantage in our semilinear setting as it regularizes any potentially parabolicity breaking effects, while still maintaining properties of a parabolic problem as was observed in [128]. It is worth pointing out that if on top of coupling chemical reactions, mechanics, diffusion and flow, also thermal effects play a role, then porous media scenarios referencing to harvesting geothermal energy can be treated.

In Chapter 5, we upscaled model D of Chapter 3, which describes the microscopic behaviour of sewer pipe corrosion, for the situation that an equilibrium in the corrosion reaction has arisen, i.e. $\phi$ is a constant vector. We showed that a spatio-temporal decomposition, originally introduced in [107], allows for a straightforward upscaling of pseudo-parabolic equation structures, the class of systems to which our sewer pipe corrosion model belongs. We pointed out that the upscaling limit can be obtained by using the concept of twoscale convergence. Moreover, we showed that the pseudo-parabolic equation structures converge to their upscaling limit with a convergence rate given by a power-law relation on $\epsilon$, even in the case of simultaneous divergence of the time domain.

In Chapter 6, we showed for a non-linear version of the pseudo-parabolic system containing monotone operators that both the upscaling and the convergence rate determination are possible. For the special bed-of-nails-like domain of Chapter 6, the upscaled system loses dependence on the planar direction, in which the microscopic system exhibited periodicity. The convergence rate behaves as a powerlaw in $\epsilon$, the shrinking rate of the substrate thickness, and the convergence rate of the data in the cylinders.

The research presented in this disertation allows for several natural continuations. We have shown that the spatio-temporal decomposition allows for a straightforward upscaling of pseudo-parabolic equation structures. An interesting direction, which has not been addressed in this dissertation, is the effect of $\epsilon$-dependence of the different terms and parameters. Another interesting research direction looks at domain dependent descriptions of the parameters in the pseudo-parabolic equation structure, like in, for example, high-contrast porous media or periodic composites. Cases of upscaling systems with either the $\epsilon$-dependence or the domain dependence of the parameters are discussed in [107], showing promising results for the application of the decoupling methodology to more complex pseudo-parabolic problems.

A major implicit assumption throughout this dissertation is the deterministic description of the parameters of the model as a function of the three
variables in a microscopic evolution model (time $t$, macro scale $\boldsymbol{x}$, and micro scale $\boldsymbol{y}$ ). This implicit assumption is a reflection of a deterministic approach in the underlying model creation. One can, however, argue that at small enough scales stochastic effects become noticeable if not dominant. Hence, a more stochastic approach to homogenization for upscaling a microscopic structure can be useful for modeling of semiconductor behaviour like is performed in Chapter 6. Note that the geometric scenario for Chapter 6 resembles also a scenario one obtains in steel production via additive manufacturing. In this context, defects often occur and weaken the material. A stochastic extension of homogenization that can handle defects exists and has been successfully applied to problems close to the periodic homogenization setting as was done in e.g. [84]. Investigating the effects of such stochastic homogenization handling defects on a (stochastic) pseudo-parabolic system on a (stochastic) domain seems a natural continuation of the research presented in this dissertation. Another line of thinking, which we have not exploited in Chapter 5 and Chapter 6 , is how to perform the upscaling of our PDE systems when some spatial scales are not separated. We believe that the concept of very weak two-scale convergence, proposed by A. Holmbom and collaborators, can be very useful in this context; see e.g. [54], [65].

## List of symbols

Notation within brackets is a rare or field-specific alternative

| $a, 0,1$ | scalar, zero scalar, unit scalar |
| :---: | :--- |
| $\boldsymbol{a}, \mathbf{0}, \mathbf{1}$ | vector, zero vector, unit vector |
| $\mathrm{T}, 0,1$ | tensor, zero tensor, unit tensor |
| $\mathrm{T}^{\top}, \boldsymbol{a}^{\top}$ | tensor transpose, vector transpose |
| $\mathbf{R}^{n}, \mathbf{R}_{+}$ | $n$-dimensional Euclidean space, set of positive real numbers |
| $\mathbb{X}, \mathbb{X}^{*}$ | function space, dual space of $\mathbb{X}$ |
| $i, \alpha$ | spatial index, component index |
| $\epsilon, \boldsymbol{\varepsilon}$ | small positive number |
| $\mathrm{T} \cdot \boldsymbol{a}$ | spatial inner product |
| $\mathrm{T} \boldsymbol{a}$ | component inner product |
| $\mathrm{T} \otimes \boldsymbol{a}$ | tensor product between spatial tensor and component vector |
| $t, \boldsymbol{x}, \boldsymbol{y}$ | time, spatial vectors |
| $x_{i}, y_{i}$ | spatial vector element |
| $T_{\alpha \beta}, T_{i j}, T_{i \alpha}$ | component, spatial, mixed tensor element |
| $\mathcal{A}$ | operator |
| $\frac{\mathrm{d}}{\mathrm{d} t}\left(\mathrm{~d}_{t}, \frac{D}{D t}\right)$ | total derivative w.r.t. time |
| $\frac{\partial}{\partial t}\left(\partial_{t}\right), \frac{\partial}{\partial x_{i}}\left(\partial_{x_{i}}\right)$ | partial derivative w.r.t. time, $i$-th space direction |
| $\operatorname{div}\left(\operatorname{div}_{\boldsymbol{x}}\right), \operatorname{div}_{\boldsymbol{y}}$ | divergence w.r.t. $\boldsymbol{x}, \boldsymbol{y}$ |
| $\nabla\left(\nabla_{\boldsymbol{x}}\right), \nabla_{\boldsymbol{y}}$ | gradient w.r.t. $\boldsymbol{x}, \boldsymbol{y}$ |


| $D^{\alpha}$ | $\frac{\partial^{\|\boldsymbol{\alpha}\|_{1}}}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \ldots \partial x_{n}^{\alpha_{n}}}$, a specific $\|\boldsymbol{\alpha}\|_{1}$-order partial derivative |
| :---: | :---: |
| $\Delta\left(\Delta_{x}\right), \Delta_{y}$ | Laplacian w.r.t. $\boldsymbol{x}, \boldsymbol{y}$ |
| $\Delta t, \Delta x$ | discrete time step, discrete space step |
| \| | | Euclidean 2-norm (absolute value for scalars) |
| $\left\|\left.\right\|_{p}\right.$ | $p$-norm for $p \in[1, \infty]$ (both discrete and continuous versions) |
| $\left\\|\\|_{\mathbb{X}}\right.$ | norm of normed space $\mathbb{X}$ |
| $\\|\mathcal{A}\\|$ | operator norm |
| $\Omega, \partial \Omega, \bar{\Omega}$ | spatial domain, boundary of $\Omega$, closure of $\Omega$ |
| $L^{p}(\Omega)$ | Lebesgue space of measurable finite $p$-norm functions on $\Omega$ |
| $W^{k, p}(\Omega)$ | Sobolev space of functions with $l \in[0, k]$ order derivatives in $L^{p}(\Omega)$ |
| $C^{k}(\Omega), C_{c}^{k}(\Omega)$ | space of $k$-times differentiable functions on/with compact support in $\Omega$ |
| $C_{\#}(Y)$ | space of continuous functions on $Y$ that are $Y$-periodic |
| $H^{k}(\Omega), H_{0}^{k}(\Omega)$ | $W^{k, 2}(\Omega)$, functions in $W^{k, 2}(\Omega)$ that are zero on $\partial \Omega$ |
| $L^{p}\left(Y ; W^{k, p}(\Omega)\right)$ | Bochner space of functions in $L^{p}(Y)$ that are pointwise in $W^{k, p}(\Omega)$ |
| $H^{1}(\Omega) / \mathbf{R}$ | Space of functions in $H^{1}(\Omega)$ with average value 0 |
| $\langle f, g\rangle_{\mathbb{X}}$ | duality pairing of $f \in \mathbb{X}$ and $g \in \mathbb{X}^{*}$ |
| $, \rightarrow, \xrightarrow{2}, \stackrel{*}{\square}$ | strong, weak, two-scale, weak-* convergence |
| $\hookrightarrow$ | continuous embedding |
| $\emptyset$ | empty set |
| $f=\mathcal{O}(g), o(g), \omega(g)$ | $\lim _{n \rightarrow \infty}\left\|\frac{f(n)}{g(n)}\right\|=0, \limsup _{n \rightarrow \infty}\left\|\frac{f(n)}{g(n)}\right\|<\infty, \lim _{n \rightarrow \infty}\left\|\frac{f(n)}{g(n)}\right\|=\infty$ |
| $\left.u\right\|_{\partial \Omega}$ | restriction of $u$ to $\partial \Omega$ |
| $\operatorname{Tr}(u)\left(\left.u\right\|_{\partial \Omega}\right)$ | Trace of $u$ (operator $W^{1, p}(\Omega) \rightarrow L^{p}(\partial \Omega)$ ) |
| $\operatorname{Tr}(\mathrm{T})$ | Trace of T (sum of all diagonal elements, i.e. $\sum_{\alpha=1}^{n} \mathrm{~T}_{\alpha \alpha}$ ) |
| $\chi \Omega$ | indicator function on $\Omega$ |

Remark: Deviations from this text are possible for avoiding cumbersome notation or for adhering to field-specific conventions.
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## Summary

## Homogenization of pseudoparabolic reaction-diffusion-mechanics systems: multiscale modeling, well-posedness and convergence rates

In this dissertation, we study a coupled system of partial differential equations describing a possible coupling between mechanics, flow, reaction-diffusion, chemistry and heterogeneous media. As indicated in chapter 2, we are interested in topics related to handling heterogeneities, model validation, parameter delimitation, vanishing multi-domains, convergence rates and other subjects beyond the standard research questions like model derivations, wellposedness, and formulation of limit systems and effective coefficients.

Specifically, in chapter 3, we derive a model based on physical laws and empirical relationships, for describing the effect of a chemical reaction in a mixture on its constitutional fractions, the domain thickness, and the velocities of its constituents. A specific application of this model is a theoretical formulation able to capture the onset of concrete corrosion of sewer pipes, where the mixture describes the penetration of acid into the concrete, where it reacts to form gypsum.
The physical validation of the model asks whether or not the model behaviour adheres to physical laws and assumptions if these laws and assumptions were not explicitly incorporated in the model. Positivity of the concentrations and boundedness of the velocities were obtained for several parameter regions. Similarly, the mathematical validation of the model from chapter 3 is invest-
igated in chapter 4. The mathematical validation focuses on the existence of a weak solutions to the model equations, and on the existence of a parameter region for which the physical validation is proven to hold. Moreover, in chapter 4, we tested numerically these parameter regions in order to determine their sharpness. It turns out that the obtained parameter regions are not sharp and that physical model behaviour exists even outside the obtained parameter regions.

The equations derived in chapter 3 describe a microscopic model for concrete corrosion. This material is heterogeneous, consisting of grains in a matrix. We assume that either grain or matrix is susceptible to corrosion. We take into account this small microscopic structure of grains in order to obtain correct corrosion speeds. In chapter 5, we employ the method of periodic homogenization to average out in some sense this microscopic structure and obtain effective behaviour at a large, macroscopic scale. Our main technique for periodic homogenization is the two-scale convergence, which copes with fast oscillating behaviour such as microscopically sized changes due to the grainmatrix differences, and gives an effective average behaviour in the limit these oscillations have positive amplitudes but infinitesimal wavelengths. Moreover, a convergence speed is obtained. This states that the deviation from the limit value becomes smaller as $\epsilon^{p}$, when the microscopic scale $\epsilon$ tends to 0 . For finite times we have $p=\frac{1}{2}$, while for infinite times we have $p<\frac{1}{2}$.

In chapter 5 we study the effect of perforated domains. On the contrary, the domain used in chapter 6 can be identified with only the grains and not the matrix. The exact geometric shape of the domain can be seen as a "forest" of tubes on a thin layer called the substrate. This geometry is reminiscent of the famous bed of nails and it is a geometry found on a microscopical level also in the context of solar cells design. In chapter 6, for this bed of nails geometry, the effective macroscopic behaviour and the convergence speed to it in the limit where both the nails and the substrate become infinitesimally thin, are obtained for a nonlinear version of the system looked at in chapter 5.
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We determine corrector estimates quantifying the convergence speed of the upscaling of a pseudoparabolic system containing drift terms incorporating the separation of length scales with relative size $\epsilon \ll 1$.
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[^0]:    ${ }^{1}$ when it is clear from the context we will omit the subscript $h$

[^1]:    ${ }^{1}$ In principle the right-hand side of Equation (3.31) should be $-\phi_{\alpha}\left(\mathbf{v}_{\alpha}-\mathbf{V}\right) / \delta_{\alpha}$ instead of 0 . However, in our linear theory the value 0 is justified due to the scale separation between displacement and the actual size of the domain. See Section 3.3 for the effect of scale separation on the system in the dimension reduction process.

[^2]:    ${ }^{2}$ In our case, the dimensionality is linked to the space of simulations for all possible combinations of parameter values.

[^3]:    ${ }^{1}$ We would like to point out that for a given time $T$, which is not defined as the size of the temporal domain for which (I), (II), and (III) in Theorem 1 hold, the common procedure for applying the Rothe method is the procedure as followed in [34], since one can choose sequences $\Delta t$ decreasing to 0 such that $T / \Delta t$ is an integer. However, in our case we cannot a-priori claim that $T \geq \Delta t$ is satisfied or that $T / \Delta t$ is an integer. We show that there is a delicate relation between $T, V$ and $\Delta t$ and that a $T>\Delta t$ and $V>0$, both independent of $\Delta t$, for sufficiently small $\Delta t$ can be chosen from a connected set of $(T, V)$ points for which (I) and (II) hold for all sufficiently small $\Delta t$, especially for sequences $\Delta t$ such that $T / \Delta t$ is an increasing integer. Moreover, one can even choose $(T, V)$-points independent of $\Delta t$ such that (I), (II), and (III) in Theorem 1 hold for all $\Delta t$ sufficiently small and $T / \Delta t$ an increasing sequence of integers.

[^4]:    ${ }^{1}$ A lattice of a locally compact group $\mathbb{G}$ is a discrete subgroup $\mathbb{H}$ with the property that the quotient space $\mathbb{G} / \mathbb{H}$ has a finite invariant (under $\mathbb{G}$ ) measure. A discrete subgroup $\mathbb{H}$ of $\mathbb{G}$ is a group $\mathbb{H} \subsetneq \mathbb{G}$ under group operations of $\mathbb{G}$ such that there is (an open cover) a collection $\mathbb{C}$ of open sets $C \subsetneq \mathbb{G}$ satisfying $\mathbb{H} \subset \cup_{C \in \mathbb{C}} C$ and for all $C \in \mathbb{C}$ there is a unique element $h \in \mathbb{H}$ such that $h \in C$.

[^5]:    ${ }^{2}$ For real symmetric matrices $M$ and $E$, the finite dimensional version of the spectral theorem states that they are diagonalizable by orthogonal matrices. Since $M$ acts on the variable space $\mathbf{R}^{N}$, while E acts on the spatial space $\mathbf{R}^{d}$, one can simultaneously diagonalize both real symmetric matrices. For general real matrices $M$ and $E$ the linear sum decomposition in symmetric and skew-symmetric matrices allows for a diagonalization of the symmetric part. The orthogonal matrix transformations necessary to diagonalize the symmetric part does not modify the regularity of the domain $\Omega$, of the perforated periodic cell $Y^{*}$ or of the coefficients of $\mathrm{D}, \boldsymbol{H}, \mathrm{K}, \mathrm{J}$, L, or G. Hence, we are allowed to assume a linear sum decomposition of $M$ and $E$ in a diagonal and a skew-symmetric matrix.

[^6]:    ${ }^{1}$ A lattice of a locally compact group $\mathbb{G}$ is a discrete subgroup $\mathbb{H}$ with the property that the quotient space $\mathbb{G} / \mathbb{H}$ has a finite invariant (under $\mathbb{G}$ ) measure. A discrete subgroup $\mathbb{H}$ of $\mathbb{G}$ is a group $\mathbb{H} \subsetneq \mathbb{G}$ under group operations of $\mathbb{G}$ such that there is (an open cover) a collection $\mathbb{C}$ of open sets $C \subsetneq \mathbb{G}$ satisfying $\mathbb{H} \subset \cup_{C \in \mathbb{C}} C$ and for all $C \in \mathbb{C}$ there is a unique element $h \in \mathbb{H}$ such that $h \in C$.

[^7]:    ${ }^{2} \mathrm{~A}$ different argument states that the integrals are identical to integration over $\Omega_{\epsilon}$ as a null-set like $\Sigma_{\epsilon}$ does not change the value of the integral. Then partial integration leads to a boundary term on $\partial \Omega_{\epsilon}$, which vanishes due to the boundary condition.

