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Homography-Based Visual Servo Control
With Imperfect Camera Calibration

G. Hu, W. MacKunis, N. Gans, W. E. Dixon, J. Chen,
A. Behal, and D. Dawson

Abstract—In this technical note, a robust adaptive uncalibrated visual
servo controller is proposed to asymptotically regulate a robot end-effector
to a desired pose. A homography-based visual servo control approach is
used to address the six degrees-of-freedom regulation problem. A high-
gain robust controller is developed to asymptotically stabilize the rotation
error, and an adaptive controller is developed to stabilize the translation
error while compensating for the unknown depth information and intrinsic
camera calibration parameters. A Lyapunov-based analysis is used to ex-
amine the stability of the developed controller.

Index Terms—Lyapunov methods, quaternion representation, robust
adaptive control, uncertain systems, visual servo control.

I. INTRODUCTION

Image-based feedback continues to be a popular sensor modality for
autonomous control applications. A camera model (e.g., the pinhole
model) is often required in these applications to relate image-based
feedback to the (normalized) Euclidean-space. The camera model is
typically assumed to be exactly known (i.e., the intrinsic calibration
parameters are assumed to be known). Despite the availability of sev-
eral popular calibration methods, camera calibration can be time con-
suming, requires some level of expertise, and has inherent inaccuracies.
If the calibration parameters are not exactly known, then performance
degradation and potential unpredictable response from the system may
occur.

Motivated by the desire to incorporate robustness to camera cal-
ibration, different control approaches that do not depend on exact
camera calibration have been proposed (cf. [1]-[18]). Efforts such as
[1]-[5] have investigated the development of methods to estimate the
image and robot manipulator Jacobians. These methods are composed
of some form of recursive Jacobian estimation law and a control
law. Specifically, a visual servo controller is developed in [1] based
on a weighted recursive least-squares update law to estimate the
image Jacobian. In [2], a Broyden Jacobian estimator is applied and
a nonlinear least-square optimization method is used for the visual
servo control development. In [3], the authors used a nullspace-biased
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Newton-step visual servo strategy with a Broyden Jacobian estimation
for online singularity detection and avoidance in an uncalibrated visual
servo control problem. In [4], [5] a recursive least-squares algorithm is
implemented for Jacobian estimation, and a dynamic Gauss-Newton
method is used to minimize the squared error in the image plane.

Robust control approaches based on static best-guess estimation of
the calibration matrix have been developed to solve the uncalibrated
visual servo regulation problem (cf. [9], [16]-[18]). Specifically, under
a set of assumptions on the rotation and calibration matrix, a kinematic
controller was developed in [9] that utilizes a constant, best-guess esti-
mate of the calibration parameters to achieve local set-point regulation
for the six degree-of-freedom (DOF) visual servo control problem. Ho-
mography-based visual servoing methods using best-guess estimation
are used in [16]-[18] to achieve asymptotic or exponential regulation
with respect to both camera and hand-eye calibration errors for the six
DOF problem.

The development of traditional adaptive control methods to com-
pensate for uncertainty in the camera calibration matrix is inhibited
because of the time-varying uncertainty injected in the transformation
from the normalization of the Euclidean coordinates. As a result, ini-
tial adaptive control results such as [6]—-[12] were limited to scenarios
where the optic axis of the camera was assumed to be perpendicular
with the plane formed by the feature points (i.e., the time-varying un-
certainty is reduced to a constant uncertainty) or assumed an additional
sensor (e.g., ultrasonic sensors, laser-based sensors, additional cam-
eras) could be used to measure the depth information.

More recent approaches exploit geometric relationships be-
tween multiple spatiotemporal views of an object to transform the
time-varying uncertainty into known time-varying terms multiplied
by an unknown constant [13], [14], [16]-[19]. In [13], an on-line
calibration algorithm was developed for position-based visual ser-
voing. In [14], an adaptive image-based visual servo controller was
developed that regulated the feature points in an image to desired
locations. One problem with methods based on the image-Jacobian
is that the estimated image-Jacobian may contain singularities. The
development in [14] exploits an additional potential force function
to drive the estimated parameters away from the values that result in
a singular Jacobian matrix. In [19], an adaptive homography-based
controller was proposed to address problems of uncertainty in the
intrinsic camera calibration parameters and lack of depth measure-
ments. Specifically, an adaptive control strategy was developed from a
Lyapunov-based approach that exploits the triangular structure of the
calibration matrix. To the best of our knowledge, the result in [19] was
the first result that regulates the robot end-effector to a desired posi-
tion/orientation through visual servoing by actively compensating for
the lack of depth measurements and uncertainty in the camera intrinsic
calibration matrix with regard to the six DOF regulation problem.
However, the relationship between the estimated rotation axis and the
actual rotation axis is not correctly developed. A time-varying scaling
factor was omitted which is required to relate the estimated rotation
matrix and the actual rotation matrix. Specifically, the estimated
rotation matrix and the actual rotation matrix were incorrectly related
through eigenvectors that are associated with the eigenvalue of 1. An
unknown time-varying scalar is required to relate these vectors, and
the methods in [19] do not appear to be suitable to accommodate for
this uncertainty.

A new robust adaptive visual servo controller is developed in this
technical note (and in the preliminary results in [18]) to asymptoti-
cally regulate the feature points in an image to the desired feature point
locations while also regulating the six DOF position and orientation
of the camera. These dual objectives are achieved by using a homog-
raphy-based approach that exploits both image-space and reconstructed
Euclidean information in the feedback loop. In comparison to pure
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Fig. 1. Coordinate frame relationships between a camera viewing a planar
patch at different spatiotemporal instances.

image-based feedback approaches, some advantages of using a homog-
raphy-based method include: realizable Euclidean camera trajectories
(see [20] and [21] for a discussion of Chaumette’s Conundrum); a non-
singular image-Jacobian; and both the camera position and orientation
and the feature point coordinates are included in the error system. Since
some image-space information is used in the feedback-loop of the de-
veloped homography-based controller, the controller directly penalizes
the system based on the feature point locations in comparison with pure
position-based approaches. The developed controller is composed of
the same adaptive translation controller as in the preliminary results in
[19] and a new robust rotation controller. The contribution of the result
is the development of the robust angular velocity controller that accom-
modates for the time-varying uncertain scaling factor by exploiting the
upper triangular form of the rotation error system and the fact that the
diagonal elements of the camera calibration matrix are positive.

II. CAMERA MODEL AND EUCLIDEAN RECONSTRUCTION

A. Camera Geometry

Without loss of generality,! the subsequent development is based on
the assumption that four stationary coplanar and non-collinear feature
points [24] denoted by O;Vi = 1, 2, 3, 4 can be determined from a
feature point tracking algorithm. The plane defined by the four feature
points is denoted by « as depicted in Fig. 1. A coordinate frame F is
considered to be affixed to the single current camera viewing the ob-
ject, and a stationary coordinate frame F* denotes a constant (a priori
determined) desired camera position and orientation that is defined by
adesired image. The Euclidean coordinates of the feature points O; ex-
pressed in the frames F and F~ are denoted by w;(t), yi (¢), zi(t) € R
and 27,97, 2] € R, respectively. The normalized Euclidean coordi-
nate vectors, denoted by m;(#) € R* and m} € R?, are defined as

T . 7
m; 2 |:‘L—l # 1] my 2 |: LY 1:| €))

2 : *

Image processing techniques can be used to select coplanar and
non-collinear feature points within an image. However, if four coplanar
target points are not available then the subsequent development can also exploit
the virtual parallax algorithm (cf. [22], [23]) with no four of the eight target
points being coplanar.

| =
|

™

in F and F*, respectively.
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From standard Euclidean geometry, relationships between m;(t)
and m; can be determined as [24]

Z'* xr * *
m; = ~—1 (R + —d‘j n T) m; 2)
—
o i

where «;(t) € R is a scaling term, and H(t) € R**® denotes the
Euclidean homography. The Euclidean homography is composed of
a scaled translation vector which is equal to the translation vector
x7(t) € R? divided by the distance d* € R from the origin of F* to
the plane 7, the rotation between F and F* denoted by R(¢) € SO(3),
and n* € R® denoting a constant unit normal to the plane 7.

Each feature point O; on 7 also has a pixel coordinate p;(t) € R?
and p; € R® expressed in the image coordinate frame for the current
image and the desired image denoted by

Di 2 [wi v 1]1' i 2 [u; ©f 1]T 3)
where u; (), vi(t),u;,v; € R. The pixel coordinates p;(¢) and p;
are related to the normalized task-space coordinates m;(#) and m; by
the following global invertible transformation (i.e., the pinhole camera
model)

p; = Am; p; = Am] 4)
where A € R**? is a constant, upper triangular, and invertible intrinsic
camera calibration matrix that is explicitly defined as [25]

a —acoto  ug a1 a2 as
A EN 0 ﬁ vo | = 0  aze ass|. ©)
0 0 1 0 0 1

In (5), w0, vo € R denote the pixel coordinates of the principal point
(i.e., the image center that is defined as the frame buffer coordinates
of the intersection of the optical axis with the image plane), o, 3 € R
represent the product of the camera scaling factors and the focal length,
and ¢ € R is the skew angle between the camera axes. Based on the
physical meaning, the diagonal calibration elements are positive (i.e.,
a1, a22 > 0).

Assumption 1: The bounds of @11 and a2» are assumed to be known
as

gau <an < Cau §a22 <y < C'-"QZ' (6)
The absolute values of a2, ai3, a3 are upper bounded as

laiz] < C lars] < ¢ lass] < (.- @)

@12 @13

In (6) and (7), ¢, ,<,,,» ¢
.. =arl 117 2azz
positive constants.
Assumption 2: The reference plane is within the camera’s field of
view and not at infinity. That is, there exist positive constants ¢ and

EM_ such that

s Cany> Cayys Cayy and C,,, . are known

¢ <= <L, ®)

B. Reconstruction Using Vanishing Points

The subsequent development exploits the use of vanishing points to
relax the requirement that the camera is perfectly calibrated. This as-
sumption limits the application of the subsequent methods to environ-
ments where vanishing points can be detected in an image (see [26]
for a description of how to determine vanishing points in an image).
However, vanishing points can be determined from parallel lines that
are present in most indoor environments, or for systems navigating in
an urban environment, road following, and etc.
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Based on (2)—(4), the homography relationship based on measurable
pixel coordinates is:

pi = a; AHA ' p;. ©)

Since A is unknown, standard homography computation and decompo-
sition algorithms can’t be applied to extract the rotation and translation
from the homography. As stated in [16], if some additional information
is known, such as four vanishing points, the rotation matrix can be ob-
tained. Projective transformations map infinite points to finite points.
That is, when a Euclidean point approaches a point at infinity, its image
projection (i.e., a vanishing point) is mapped to a finite point. Hence,
a homography can be developed to map four non-colinear Euclidean
points on a plane at infinity (i.e., * = oc) to the retinal plane of the
camera.2 The vanishing point homography depends only on the relative
orientation and the intrinsic camera calibration parameters as

H=R+n™" =R (10)
Based on (10), the relationship in (9) can be expressed as
pi = i Rp;] (11)
where R(t) € R**? is defined as
R=ARA™. 12)

For the four vanishing points, twelve linear equations can be obtained
based on (11). After normalizing R(*) by one nonzero element (e.g.,
R33(t) € R which is assumed to be the third row third column element
of R(t) without loss of generality) twelve equations can be used to
solve for twelve unknowns. The twelve unknowns are given by the eight
unknown elements of the normalized R(t), denoted by R, (t) € R3*?
defined as

= a R

R, jo 13)
and the four unknowns are given by Raz(t)a;(t) fori = 1,2, 3, 4.
From the definition of R, (¢) in (13), the fact that

det(R) = det(A)det(R)det(47") =1 (14)
can be used to conclude that
Ri;det(R) =1 15)
and hence,
B R, (16)

{/det(R,)

After R(t) is obtained, the original four featurepoints on the reference
plane can be used to determine the depth ratio «; ().

III. OPEN-LOOP ERROR SYSTEM

A. Rotation Error System

If the rotation matrix R(¢) introduced in (2) were known, then the
corresponding unit quaternion q(¢) 2 [q0(t) ¢ (t)]T can be calculated
using the numerically robust method presented in [28] and [29] based
on the corresponding relationships

R(q) = (qﬁ - q;f'qv) I + 2quqs — 2q0q 17

2An in-depth discussion related to the vanishing point homography is pro-
vided in Chapter 1 of [25], [27].

Authorized licensed use limited to: University of Florida. Downloaded on June 16, 2009 at 08:36 from IEEE Xplore. Restrictions apply.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 54, NO. 6, JUNE 2009

where qo(t) € R, qu(t) € R®, I5 is the 3 x 3 identity matrix, and
the notation ¢,; () denotes the following skew-symmetric form of the
vector ¢, (t):

0 —{v3 quv2 vl
qf = qv3 0 —qvl > qu = quv2
—(qv2 qui 0 qv3

Given R(t), the quaternion ¢() can also be written as

w0 = 5 VI + (R (18)
v = %714/3 —tr(R) (19)

where u(t) € R® is a unit eigenvector of R(t) with respect to the
eigenvalue 1.

To develop the open-loop rotation error system, we first exploit the
fact that any two unit quaternions can be related by some incremental
transition quaternion. Specifically, ¢(¢) and ¢(t + At) can be related
by Ag(t) as

alt+ A1) = g(B) Aq(t) (20)
where the quaternion Aq(#) is written as
N
_[ees(5) ] L e
Aq(t)_[uusm(%)},uueﬁvAHEH 21

which can be approximated as follows for incremental motion [30]:

Aq(t) = [u 19] 22)

€2

In (21) and (22), u.(t) denotes the unit vector rotation axis, and Af(t)
denotes the rotation angle. Multiplication for two quaternions ¢(t) =
[90 o1 Gu2 qus]” and p(t) = [po Po1 Doz pos]” are defined as

qo —qvl —qv2  —qu3 Po
) q — (o o ]
q(f)p(f) — qv1 qo qv3 qv2 Pu1 (23)
qv2 qv3 qdo — (v Pov2
qv3 —(quv2 quvl qdo Pov3
From the previous development, (20) can be expressed as
1
q(t+ A1) =q(t)|  pe
Ue =5
0
=4t +a(t)| aa - 24)
€ 2

Based on (24), the time derivative of the incremental change in the
quaternion can be expressed as

A At) — A 0 0
W—FTW = ¢(t) |:LLU N :| =q(t) |:”TC:| (25)

2A¢ 2

where w..(t) € R® defines the angular velocity of the camera expressed
in F. By using the multiplication rule in (23), the open-loop error
system in (25) can be expressed as [31]
jo| _ 1| —aqr
G| 2

We 26
qols + qf (26)
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The quaternion ¢(¢) given in (17)—(26) is not measurable since R(¢)
is unknown. However, since R(f) can be determined as described
in (16), the same algorithm as shown in equations (18) and (19)
can be used to determine a corresponding measurable quaternion

(G(t), 3 (1) as

qo = % 1+tr(R) 7
]_ —
Jo :5&\/3—&»(5’,) (28)

where 4(t) € R® is a unit eigenvector of R(t) with respect to the
eigenvalue 1. The rotation axis %(#) has two solutions. Either solution
will generate the same regulation result provided the different rotation
directions (clockwise or counterclockwise) are assigned in a consistent
manner.

Based on (12), tr(R) = tr(ARA™') = tr(R), where tr(-) de-
notes the trace of a matrix. Since R(t) and R(#) are similar matrices,
the relationship between (go (%), q‘f(t))T and (go(t), (j;l,y(t))T can be
determined as

~ _ el

= A
qo = 4o qv = 1q Agy = vAq,

(29)

where v(t) € R is a positive, unknown, time-varying scalar that satis-
fies the following inequalities (see Appendix)

¢ <<, (30)

where ¢, Ey € R are positive bounding constants. The inverse of the
relationship between g, (¢) and ¢, (¢) in (29) can be developed as

1,
v = :x‘l I(Ju
Y
LG — w2 g (13 _ aipas3 ) g
1 | e Tor = aiiass Iv2 (au ajrazs ) Tvs
=— L g, — 9235 31
Y agy Iv2 _ as2 dv3 (D
quv3
B. Translation Error System
The translation error, denoted by e(t) € R?, is defined as
e(t) =pe(t) —pe (32)
where p.(t), p¥ € R® are
T * * * 1
pe=[u; vi —In(a;)] pe=[ui v 0] (33)
where i € {1,---,4}. The translation error e(¢) is measurable since

the first two elements are image coordinates, and «;(#) is obtained
from the homography decomposition. The open-loop translation error
system can be obtained by taking the time derivative of e(t) and mul-
tiplying the resulting expression by z; as

e = —a; Acve + zfAe(4471pi)qu (34)
where v.(t) € R® defines the linear velocity of the camera expressed
in F,and A.(t) € R**? is defined as

ay;r a2
‘46 = 0 a22
0 0 1

a1z — U;

azs — v
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To facilitate the control development, the translation error system can
be linearly parameterized as

€1 a11Ve1 + @120 + vez(arz — i)
x| .
zi e | = —ay (20Vc2 + Vez (a3 — ;)
€3 Ve3

171 (i, v; wp)d;
L)(LT)

YB(U‘M Vi, Wc)(,')

+z] (35)

lz(uz v,

where Y; () € R'*™, i = 1,2, 3, are known regressor vectors that do
not depend on the calibration parameters, and ¢ € R™ is a vector of
constant unknown parameters.

IV. CONTROL DEVELOPMENT

For generality, the subsequent control development is based on the
assumption that the control inputs are the linear and angular velocity of
the camera. For some applications (e.g., the camera is held by a robot
manipulator), the control input may need to be transformed into a dif-
ferent space (e.g., the joint-space of the robot) where potential singular-
ities could arise in the transformation (e.g., robot Jacobian). Also, the
kinematics/dynamics may include motion constraints (e.g., nonholo-
nomic constraints of a mobile vehicle) that may need to be considered.

A. Rotation Control Development and Stability Analysis

Based on the relationship in (29), the open-loop error system in (26),
and the subsequent stability analysis, the rotation controller is designed
as

wet = — kw1 @or = — (kw11 + 2)qo1
wez = — kw2Gue = — (kw21 + kw22 + 1)Gw2
Wes = — kusQus = —(kws1 + kwsz + kuss)os (36)

where k.; € R,i = 1,2,3and k.;; € R, ¢,j = 1,2,3,5 < i, are
positive constants. The expressed form of the controller in (36) is mo-
tivated by the use of completing the squares in the subsequent stability
analysis. In (36), the damping control gains k.21, ka1, kw32 are se-
lected according to the following sufficient conditions to facilitate the
subsequent stability analysis

-2

1 Car:
kwotr > Zkil %

—a11—0222

— — 2
1., 1 (¢4,.¢ =
kst > ka— (% +<a13>

=ago

1
koza > Zkiz— (37

where ¢, (un , gan, Euw, Caro> ang and 41123 are defined in (6)
and (7), and kw1, kw22, ko33 are feedback gains that can be selected
to adjust the performance of the rotation control system.

Proposition 1: Provided the sufficient gain conditions given in (37)
are satisfied, the controller in (36) ensures asymptotic regulation of the
rotation error in the sense that

t — oo.

lgw(®I =0, as (38)

Proof: Let Vi(qu,q0) € R denote the following non-negative

function:

Vi 2glqo+(1-q) (39)
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Based on the open-loop error system in (26), the time-derivative of
Vi(t) can be determined as

‘/71 = Zq'z-qb - 2<1 - QU)do = q'zwc = qvilWel + Gu2We2 + Gu3We3s-

(40)
After substituting (31) for ¢,(¢) and substituting (36) for w.(t), the
expression in (40) can be simplified as

. 1 1
YW=~ <kw11—qb1 + ]mp Cjuz + kw}3g(,3)
1 _
- |:q,1 - Lwl—QUIQUZ + ]i,u21—1qf2:|
at a2
1 . a1202; o
- |:‘ﬁ1 + ko < 2o Clr13> qv14v3
at a2
+kw31d11§;2,3]
1 5 o 2
T [Teo — kw2023 Guados + kus2az2dos] . (41)
122

After completing the squares on each of the bracketed terms in (41),
the expression in (41) can be written as

. 1 1
YWi=— <kw11 (.Iul—’_kw)) quz-l-]mssqbs)
1 [ 2
- <(JU1_kqu 412 q '7>
ar 2a220

a 1.. a2‘ _
‘|‘i <kw21 - —kil L2 ) qu}
4 a11a22

a2z

1 [ a12423 _ 2
—-— qul-i- ku —a13 | qus
arl az2
1 1 : 2\
+(lru<7w31 ~E2 —<%—Gr13) )%%]
4 a2z

1. 1 )2
—-— quz—§kw2d23qu3

2 5123 2
_ku.)2 quv3 | -
22

Provided the sufficient gain conditions given in (37) are satisfied, then
(42) can be upper bounded as

+ao2 <kw32 (42)

. 1 1
Wi < = (kuu T + lwﬂz qu + kmsfhs) . (43)

Based on (30), the inequality in (43) can be further upper bounded as

. 1 1. 1 . ~
i<—=— <kw117451 + Koo — oy + kw‘J‘qus) . (44)
¢, apy 22

The Lyapunov function given in (39) and its time derivative in (44)
can be used to conclude that ¢, (%), go(t) € Lo and G, (t) € Lo (of
course, ¢, (1), qo(t) € Lo by definition also). The expressions in (29)
and (31), and the fact that g.(¢) € L., can be used to conclude that
qu(t) € Lo. Since qu(t),qo(t) € Leo, then R(t), R(t), . (t) and
do(t) € L. Hence, (36) can be used to conclude that w.(t) € Leo.
Based on the rotation error system in (26), ., (%), §o(t) € L ; hence,
qv(t), qo(t) are uniformly continuous. Barbalat’s lemma can now be
used to conclude that ||q.(t)|| — 0 as ¢ — oc. [ |
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B. Translation Control Development and Stability Analysis

After some algebraic manipulation, the translation error system in
(35) can be rewritten as

Z; . ,
é1 = — ;o1 + Y (@i, ui, v, We, Voo, Ves )1
ai1
LK
Zi . -
€2 = — ave2 + Yo (i, ui, viy we, ve3)O2
a2z
. ,
zié3 = — ;ve3 + Ya(@u, ui, 05, we)Ps (45)

where ¢1 € R"1, ¢2 € R"2, and ¢35 € R"3 are vectors of constant
unknown parameters, and the known regressor vectors Y3 (-) € R**"t,
Yo (-) € RY*"2 and Y3(-) € R'*"3 satisfy the following equations:

- agz (@13 —ui) *y ¢
Yigi=—ai—vea— i ————Fves+2; Y1 (Ui, Vi, we) —
ai11 ai1
. 23 —V; i o]
Yopo=— oy ———ves+2; Yo(us, vi, we) —
a2z

4 *y7 P 2 _’
Ys¢s =2Ys(ui, vi,we)o.

The control strategy is to design v.3(t) to stabilize e3(¢), and then de-
sign ve2(t) to stabilize e2(t) given v.s(t), and then design vy (¢) to
stabilize e (t) given ve3(t) and v.2 (). Following this design strategy,
the translation controller v.(#) is designed as

1 5
Veg = — (k03€3 + Y (o, ui, vy, w’u)¢3)

o
1 5

Veg = — (kv262 + ya(aiqui-/l’iﬁb'mvﬁ)@z)
o;
1 .

Vel = — (kme1 +Y (oz;,ui7tfi,wc,vca,vcx)@) (46)
w;

where ky; € R, 7 = 1,2, 3 are posmve constants and the depth ratio
a;(t) > OVt In (46), 1(t) € R™, a(t) € R"2, dy(t) € R"
denote adaptive estimates that are designed according to the following
adaptive update laws to cancel the respective terms in the subsequent
stability analysis

o =TV er  d,=ToVes g=TsVes (47
where 'y € R"**"1 Ty € R"2*"2 T'; € R"#*"3 are diagonal
matrices of positive constant adaptation gains. Based on (45) and (46),
the closed-loop translation error system is

*
o

Z; . b
e1 = — kvier + Yi(au, wi, vi, we, Ve, Ue3 )1
ar
o .
2. . , ‘
éo = — kyoes +}2(ai~'uial’i7wﬁﬂvf?3)@2
az
B 7
zié3 = = kuges + Y (o, w05, w,0)03 (48)

where ¢1(t) € R™, do(t) € R™, ¢3(t) € R™ denote the intrinsic
calibration parameter mismatch defined as

G1(t) =1 — 1(1) G2(t) = 62 — dalt)  ds(t) = b3 — 3(2).

Proposition 2: The controller given in (46) along with the adaptive
update law in (47) ensures asymptotic regulation of the translation error
system in the sense that

[le(t)]| =0 as t— oo.

Proof: Let Va (e, b1, ba, g;z) € R denote the following non-neg-
ative function:

, 1 27 1 27 1
"’2=§a‘116’%+§a226’3+97 e+ 01F1 &1
1opy-  lop -
+502 0562+ 50315105 (49)
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After taking the time derivative of (49) and substituting for the closed-
loop error system developed in (48), the following simplified expres-
sion can be obtained:

Vo = —keorel — kupes — kuse. (50)
Based on (49) and (50), ei1(?), €2 (t),es(t) € Lo N Ly, and
G1(t), d1(t), da(t), ba(t), z,)g(t) 3(t) € L. Based on the assump-
tion that ( < zi(t) < (., the expression in (46) can be used to
conclude that v.(t) € Lo. Based on the previous stability analysis
for the rotation controller, wc(t) € L hence, (48) can be used to
conclude that é;(t),é2(1),¢é3(t) € Lo (€., e1(),ea(t),es(t) are
uniformly continuous). Barbalat’s lemma can now be used to show
that ey (t), e2(t),es(t) — 0 ast — oo. |

Based on Propositions 1 and 2, the main result can be stated as
follows.

Theorem 1: The controller given in (36) and (46) along with the
adaptive update law in (47) ensures asymptotic translation and rotation
regulation in the sense that

lg. (8 =0 and e(®] =0 as t— oo
provided the control gains satisfy the sufficient conditions given in (37).
Proof: See proofs in Propositions 1 and 2. ]

V. CONCLUSION

A robust adaptive visual servo controller is proposed to asymptot-
ically regulate the robot end-effector to a desired pose despite uncer-
tainty in the distance from the camera to the target and parametric un-
certainty in the camera calibration matrix. A Lyapunov-based stability
analysis was used to prove asymptotic stability for the six DOF homog-
raphy-based visual servo controller. To achieve the result, a high-gain
robust controller is developed to asymptotically stabilize the rotation
error system, whereas, an adaptive controller is developed to stabilize
the translation error by compensating for the unknown depth infor-
mation and intrinsic camera calibration parameters. Future work will
include experimental evaluation of the presented controller, including
evaluating performance against similar controllers with well calibrated
and poorly calibrated cameras.

APPENDIX
INEQUALITY DEVELOPMENT

Property: There exist two positive constants ¢ N and E«, such that the
scaling factor v(¢) satisfies the inequality

¢ < v(t) < (5D
Proof: Since
Ll
lAg. ||
the square of v(t) is
e dede 4t 52)
DT (Aq)TAqe  qTAT Ag

Since A is of full rank, the symmetric matrix AT A is positive definite.
Hence, the Rayleigh-Ritz theorem can be used to conclude that

/\111111(14T44)qfqbv S QEATA(]L =~ /\mnw( fl)qv qv (53)
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where Amin (A” A) and Apmax (A% A) denote the minimal and maximal
eigenvalues of AT A, respectively. From (52) and (53), we can now
conclude that

2 0 qv 1

1
- <A =
Ao (AT A) =7 T TAT Aq, = Apin (AT A)

1 1
\ M (AT ) =7 S\ (AT A
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