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Abstract

We use 3‐D high‐resolution reactive transport modeling to investigate 
whether the spatial distribution of organic‐carbon‐rich and chemically 
reduced sediments located in the riparian zone and temporal variability in 
groundwater flow direction impact the formation and distribution of nitrogen 
hot spots (regions that exhibit higher reaction rates when compared to other 
locations nearby) and hot moments (times that exhibit high reaction rates as
compared to longer intervening time periods) within the Rifle floodplain in 
Colorado. Groundwater flows primarily toward the Colorado River from the 
floodplain but changes direction at times of high river stage. The result is 
that oxic river water infiltrates the Rifle floodplain during these relatively 
short‐term events. Simulation results indicate that episodic rainfall in the 
summer season leads to the formation of nitrogen hot moments associated 
with Colorado River rise and resulting river infiltration into the floodplain. The
results further demonstrate that the naturally reduced zones (NRZs) present 
in sediments of the Rifle floodplain have a higher potential for nitrate 
removal, approximately 70% greater than non‐NRZs for typical hydrological 
conditions. During river water infiltration, nitrate reduction capacity remains 
the same within the NRZs, however, these conditions impact non‐NRZs to a 
greater extent (approximately 95% less nitrate removal). Model simulations 
indicate chemolithoautotrophs are primarily responsible for the removal of 
nitrate in the Rifle floodplain. These nitrogen hot spots and hot moments are 
sustained by microbial respiration and the chemolithoautotrophic oxidation 
of reduced minerals in the riparian zone.

Plain Language Summary

Riverine floodplains play a significant role in the cycling of nitrogen. Reliable 
predictions of nitrogen dynamics in the floodplain and its export to the river 
depend on accurate representation of hydrologic flow paths and 
biogeochemical processes in the subsurface. The objective of this study was 
to quantify the transport and distribution of nitrogen at a floodplain site in 
Rifle, CO, using a high‐resolution, 3‐D flow and reactive transport model. 
Groundwater flows primarily toward the Colorado River from the floodplain 
but changes direction occasionally. The simulations demonstrate that 
nitrogen hot spots are both flow‐related and microbially driven in the Rifle 
floodplain. Overall, 3‐D simulations were able to capture the significant 



spatial and temporal variability associated with nitrogen fluxes in the 
floodplain environment.

1 Introduction

Biogeochemical hot spots are regions with disproportionally high reaction 
rates relative to the surrounding spatial locations, while hot moments are 
short periods of time manifesting high reaction rates relative to longer 
intervening time periods. These hot spots and hot moments together affect 
ecosystem processes and are indeed “ecosystem control points” as 
suggested by Bernhardt et al. (2017). To investigate linked hydrological and 
biogeochemical processes, an improved understanding of the controls on 
biogeochemical hot spots and how they occur as hot moments in natural 
systems is required.

Biogeochemical hot spots and hot moments play a crucial role in the cycling 
and transport of metals and nutrients into the river system (Arora et al., 
2016b; Bernhardt et al., 2017; Dwivedi & Mohanty, 2016; Harms & Grimm, 
2008; McClain et al., 2003). The formation of hot spots and hot moments in 
riverine systems can be attributed to several causes. A statistical study 
conducted to analyze biogeochemical hot spots in a streambed showed that 
the formation of various hot spots was related to the juxtaposition of oxic 
and anoxic conditions, although these hot spots did not occur simply 
because of surface water and groundwater (SW‐GW) mixing (Lautz & Fanelli, 
2008). Another study identified geochemical hot moments in a riverine 
floodplain as being transport dominated (associated with hydrologic 
variations) or biogeochemically driven (associated with lithologic 
heterogeneity, microbial characteristics, etc.) depending on groundwater 
residence time using wavelet and entropy approaches (Arora et al., 2016a). 
Although the importance of hot spots and hot moments has been widely 
recognized in the literature (e.g., Pinay et al., 2015; Vidon & Hill, 2004), most
studies have focused on the identification of hot spots and hot moments 
using statistical techniques and have not analyzed them with physically 
based modeling approaches.

Relatively, few studies have incorporated hot spots and/or hot moments in 
numerical models to quantify their aggregated effects on biogeochemical 
processes at floodplain and riverine scales. Gu et al. (2012) explored 
biogeochemical hot moments induced by stream fluctuations using a two‐
dimensional, variably saturated, and reactive transport model. Similarly, 
Briggs et al. (2014) investigated how hot moments of nitrate production are 
linked with residence time using one‐dimensional conduction‐advection‐
dispersion models. Despite the fact that the data needs are greater than 
those for hot spots, hot moments have been better represented in modeling 
studies. In contrast, hot spots are tractable to measure, yet they are not 
adequately represented in modeling studies because they pose considerable 
challenges (Groffman et al., 2009). First, the knowledge of the underlying 
processes that produce hot spots is insufficient. Second, computationally 



demanding, high‐resolution, fully coupled variably saturated flow and 
reactive transport models are required if the underlying processes are to be 
fully represented. In most cases, one‐dimensional or two‐dimensional flow 
models are inadequate to capture the spatial patterns of hot spot formation 
resulting from local variations in microtopography or flow fields. For 
example, Frei et al. (2012) performed modeling of hot spot formation and 
demonstrated that they result from spatial variability in soil characteristics, 
as well as from temporal variability of biogeochemical activity. However, 
they assumed that there was no interaction between different flow paths, 
thereby neglecting the potential effects of fluid mixing on the 
biogeochemistry. This is a particular problem to the extent that mixing 
between oxic and reduced waters is neglected. We hypothesize that the 
representation of hydrological and biogeochemical processes in a fully 
coupled (potentially 3‐D) modeling framework will make it possible to 
simulate explicitly the formation of hot spots and hot moments.

To understand this concept that coupled transient hydrologic processes and 
spatially distributed biogeochemical activity contribute to spatiotemporal 
variability in nitrogen dynamics, we investigate how nitrogen hot spots are 
localized and how hot moments recur within the Rifle floodplain site located 
in Colorado. The Rifle site is a former uranium mill tailings remedial action 
site located on the floodplain of the Colorado River. As is typical for 
floodplain environments, the deposition of organic matter has resulted in the
presence of locally, fine‐grained, chemically reduced zones within the Rifle 
site, also referred to as naturally reduced zones (NRZs) (Arora et al., 2016b; 
Campbell et al., 2012; Janot et al., 2016). Because these NRZs occur 
primarily next to the stream bank, they affect processes within the riparian 
zone. Simulating their spatial distribution presents a unique opportunity to 
critically evaluate their role in the formation and distribution of nitrogen hot 
spots and hot moments across the site.

Previous modeling studies of the Rifle floodplain have focused on the 
biogeochemical impacts of water table rise events. For example, Arora et al. 
(2016b) investigated the release of carbon dioxide from the subsurface via 
different reactions including heterotrophic and chemolithoautotrophic 
pathways. They focused specifically on how NRZs, water table variations, 
and temperature gradients impact subsurface carbon dynamics along a 2‐D 
transect of the Rifle site. Recently, Yabusaki et al. (2017) conducted a three‐
dimensional modeling study and compared the biogeochemical response 
(variations in dissolved oxygen, U(VI), and Fe) across NRZ and non‐NRZs of 
the Rifle floodplain specifically targeting the 2014 water table peaking event.
Although Yabusaki et al. (2017) incorporated nitrogen biogeochemistry in 
their study, they did not incorporate nitrification processes explicitly in their 
reaction network and focused instead on the reductive pathways (see 
supporting information Table SI‐3, Yabusaki et al., 2017). Nitrification can be 
significant for nitrogen dynamics, particularly when oxic river water or rain 
water infiltrate, changing the redox state. Further, these nitrogen dynamics 



are particularly important for the mobilization of contaminants (e.g., 
uranium) from the sediments to the river depending on how fast nitrate is 
consumed (Bone et al., 2017). To the authors' knowledge, the impact of flow 
reversal associated with the incursion of Colorado River water into the Rifle 
floodplain and riparian zone interactions on nitrogen dynamics at the Rifle 
site have not been explored to date. The present study explicitly represents 
oxidative‐reductive pathways of nitrogen biogeochemistry and examines the 
effect of the influx of river water on biogeochemical processes. Our specific 
objectives are to assess how this dynamic hydrologic cycle impacts hot spots
and hot moments of nitrogen and to investigate the role of naturally reduced
zones, if any, on nitrogen dynamics at the site. We also quantify the effects 
of flow reversal and various reaction pathways on nitrogen dynamics in both 
NRZs and non‐NRZs. To evaluate the dynamic groundwater flow field and 
linked hydrologic and biogeochemical processes responsible for producing 
hot spots and hot moments, we integrate a biotic and abiotic reaction 
network modified from previous modeling studies of the Rifle floodplain site 
into PFLOTRAN (Hammond et al., 2014), an open source, three‐dimensional, 
reactive flow, and transport simulator. Using these software tools in the 
context of a fully coupled, high‐resolution flow, transport, and 
biogeochemical reaction simulator allows us to improve our understanding of
nitrogen dynamics within a riverine corridor.

2 Methodology and Model Inputs

2.1 Site Description

The Rifle site was formerly a uranium and vanadium ore‐processing facility 
that operated from 1924 through 1958 (Figure 1). These ore‐processing 
operations resulted in the accumulation of a large volume of mill tailings at 
the site, which were subsequently removed in 1996 as part of the U.S. 
Department of Energy cleanup efforts (DOE, 1999). However, groundwater 
beneath the site has remained contaminated with uranium and other 
radionuclides, albeit at a low level (<3.2 ; Fox et al., 2012; Shiel et al., 
2013; Williams et al., 2013; Yabusaki et al., 2017).



Figure 1

Rifle floodplain is located in western Colorado. Previous studies have identified naturally reduced zones
(NRZs; shown in orange) in the saturated alluvium using induced polarization imaging (see, Wainwright
et al., 2016). NRZs are linked with elevated organic carbon, Fe(II), sulfide, and U(IV).

Comprehensive descriptions of the site hydrogeology have been presented 
elsewhere (Anderson et al., 2003; Vrionis et al., 2005; Williams et al., 2011). 
In brief, the local aquifer consists of Quaternary floodplain deposits that 
overly the relatively impermeable Wasatch formation (DOE, 1999). The 
floodplain deposits consist of predominantly loamy soil with unconsolidated 
gravel and cobbles that are interspersed with fine‐grained silt and clay and 
locally organic‐rich sediments (Bao et al., 2014; Campbell et al., 2012). 
Groundwater at the site is shallow (about 3.5 m below ground surface) and 
generally flows southwest to the river (Fang et al., 2009; Yabusaki et al., 
2011).

Minerals reported in the aquifer sediments include quartz, calcite, clays, and 
iron‐bearing minerals, such as goethite, magnetite, and hematite (Campbell 
et al., 2012). An abundance of framboidal pyrite has also been reported in 
NRZ sediments, which comprise 10% of the aquifer volume and are located 
primarily in the riparian zone (roughly paralleling the Colorado River; 
Campbell et al., 2012; Qafoku et al., 2009, 2014).

NRZ sediments are associated primarily with elevated concentrations of 
natural organic matter, Fe(II), nonvolatile sulfides, and uranium (Bargar et 
al., 2011; Janot et al., 2016). Several studies have noted that the physical 
properties and biogeochemical characteristics of these sediments are 



significantly different from those of nonreduced aquifer sediments. Jewell et 
al. (2016) suggested that the NRZs are associated with the presence and 
activity of chemolithoautotrophic bacteria (Gallionellaceae and Sulfurimonas 
denitrificans) responsible for the cycling of C, N, Fe, and S. Similarly, Arora et
al. (2016b) showed that higher CO2concentrations were observed above 
reduced zones as compared to nonreduced zones, suggesting enhanced 
biogeochemical activity. Arora et al. (2016b) also found that the 
incorporation of chemolithoautotrophic pathways in model simulations was 
necessary to reproduce these locally observed CO2 trends.

The primary monitoring well network used for the current study was installed
in 2013. A detailed description of the borehole instrumentation and field 
sampling protocol is provided in Tokunaga et al. (2016) and Williams et al. 
(2011). Briefly, instrumentation including tensiometers and soil water and 
gas samplers were installed at various depths in the vadose zone for 
sampling. Separate multilevel boreholes were installed for groundwater 
monitoring and sampling. The groundwater sampling wells accessed three 
distinct depths near the capillary fringe zone, 1 m below the water table, and
the deep aquifer region (Tokunaga et al., 2016). Apart from gas samplers, 
similar instrumentation sets were used for groundwater sampling wells. 
Geochemical sampling and measurement methods for chloride, nitrate, and 
other relevant species are described in Williams et al. (2011).

2.2 Biogeochemical Reaction Network

The biogeochemical reaction network used here is based on previously 
published flow and reactive transport modeling studies of the Rifle floodplain 
site (Arora et al., 2016b). The present study expands on the previous work 
by explicitly addressing vadose zone measurements and processes related 
to nitrogen biogeochemistry across the entire floodplain. In addition, the 
biogeochemical reaction network is applied throughout the model domain, 
although the distinct behaviors are differentiated based on the local 
abundance or concentration within NRZ and non‐NRZ regions.

Following past site investigations (Arora et al., 2016b; Druhan et al., 2012; Li 
et al., 2009; Yabusaki et al., 2017), key processes included in the reaction 
network are the degradation of organic carbon through sequential 
heterotrophic pathways, chemolithoautrophic oxidation of Fe(II) and S−2, and 
consideration of spatially distinct pools of Fe and S minerals within NRZ and 
non‐NRZ regions. As such, the reaction network explicitly accounts for 
microbial community dynamics considered relevant at the site (e.g., 
Anantharaman et al., 2016; Jewell et al., 2016).

As with previous modeling studies (Arora et al., 2016b; Yabusaki et al., 
2017), a single solid phase carbon source (SOM) is considered in the reaction
network. The solid organic matter (SOM) undergoes acetogenesis to produce 
dissolved organic carbon (acetate) according to (Table 1)

 (1)



The heterotrophic decomposition of acetate is represented by overall 
reactions for oxic respiration, denitrification, sulfate reduction, and iron 
reduction. The rates of these reactions are modeled using single Michaelis‐
Menten kinetics (Table 1):

 (2)

where μmax is the maximum rate of reaction; CS, CTEA, and CI are the substrate,
electron acceptor, and inhibitor concentrations, respectively; KS and KTEA are 
the corresponding half‐saturation constants for the substrate and terminal 
electron acceptors (TEAs); and KI is the inhibition constant. The inhibition 
terms in equation 2 simulate the sequential utilization of electron acceptors 
by impeding lower energy‐yielding redox reactions when higher energy‐
yielding electron acceptors are present (e.g., Baedecker & Back, 1979; 
Hunter et al., 1998). In addition to the heterotrophic reactions involving 
acetate, chemolithoautotrophic oxidation of Fe+2 and HS– are included in the 
simulations. To account for nitrogen cycling processes relevant to the site, 
nitrification of ammonium to nitrate is also considered in this study. The 
corresponding thermodynamic and kinetic parameters used in the reactive 
transport model are given in Table 1.

The biotic reaction network, including microbial consortium biodegradation 
kinetics, is coupled to a multicomponent inorganic reaction system that is 
based on a separate input thermodynamic database in which redox reactions
are not coupled. In this approach, therefore, redox reactions between 



compounds of differing redox state are considered only through microbially 
mediated reactions, allowing for redox disequilibrium to develop (or not) 
depending on the kinetics. The inorganic reaction processes included in this 
study are aqueous speciation and mineral precipitation and dissolution 
reactions. The reaction network that is simulated includes 19 primary species
(H2O, H+, , HS–, Al+3, Ca+2, Cl–, Fe+2, Fe+3, K+, Mg+2, Na+, N2(aq), , , , SiO2(aq), 
and acetate). In addition to SOM, four minerals are considered in the model: 
goethite, pyrite, siderite, and calcite. In contrast to previous site 
investigations, a spatial conditioning of the mineralogical properties (Fe(II) 
minerals) associated with the NRZ distribution at the site was carried out 
based on information from surface geophysics and mineralogical analyses 
(Campbell et al., 2012; Wainwright et al., 2016; Table 2).

All mineral precipitation and dissolution reactions are described using 
Transition State Theory (or TST) type rate laws:

 (3)

where kneutral, , and kj are rate constants for neutral, acid, or additional (jth) 
reaction mechanism, respectively; aij is the activity of the ith aqueous 
species in the jth reaction; and Qm is the ion activity product of the mth 
mineral phase, and Keq is its corresponding equilibrium constant (Table 2). 
Reaction stoichiometry and kinetic parameters associated with mineral 
precipitation and dissolution considered in this study are summarized in 
supporting information Table S1. Other relevant parameters are listed in 
Table 2.

2.3 Numerical Model



A 3‐D coupled unsaturated‐saturated flow and biogeochemical reactive 
transport model of the Rifle site was developed using the reactive transport 
software package PFLOTRAN (Hammond et al., 2014). The model domain 
captures the Rifle floodplain geometry and is set up as 310 m by 830 m by 
60 m in X, Y, and Z directions (Figures 2 and 3). The model domain was 
uniformly discretized with 6.1 m horizontal and 0.25 m vertical resolution 
using a structured grid. A maximum time step of 1,800 s was used.

Figure 2

Digital Elevation Model (DEM) of the Rifle floodplain shows that the maximum elevation difference is 
approximately 50 m. North American Vertical Datum of 1988 (NAVD88) was used for projecting the 
DEM data. Stilling wells (SY) within the floodplain were used to measure groundwater levels and to 
provide the basis for the dynamic hydrostatic boundary condition in the three‐dimensional model. 
Different wells are named as follows: 1(FP‐103), 2(LR02), 3(M15), 4(X2), 5(655), 6(FP102), 7(LQ102), 
8(U01), 9(CD02), 10(SY‐07), 11(SY‐304), 12(SY‐06), 13(SY‐04), 14(SY‐02), 15(SY‐08), and 16(SY‐01).

Figure 3

The modeling domain in PFLOTRAN was 310 m by 830 m by 60 m. Naturally reduced zones (NRZs) are 
located in the sediments on the downstream side of the Colorado River. The Colorado River was 
assigned as a seepage face, while the north boundary was assigned as a dynamic hydrostatic 
boundary condition.



The Darcy‐Richards equation was used to model water flow under variably 
saturated conditions. As with previous modeling studies (e.g., Arora et al., 
2016b), the fill and alluvium stratigraphic units were represented in the 
model and the average hydrological properties of the fill and alluvium were 
estimated using pedotransfer functions from textural data of sediments from 
the site (Tokunaga et al., 2016). These values are summarized in Table 3. An
effective diffusion coefficient of 1.5 × 10−9 m2 s−1 was used in the 
simulations. The geochemical reaction network as described in section 2.2 
was integrated into PFLOTRAN for reactive transport simulations.

2.4 Initial and Boundary Conditions

The transient Colorado River stage was applied as a seepage face boundary 
on the south side of the model domain (Figure 3). An arch‐shaped physical 
boundary on the north side (referred to as the north boundary, Figure 3) was 
set with a dynamic hydrostatic condition that was allowed to vary over the 
course of the year depending on the well data.

Time‐varying water table elevations were projected onto the north boundary 
cell by cell based on daily water level data (Figure 4). River stage data were 
also projected onto the river boundary cell by cell based on daily 
measurements. No‐flow boundary conditions were imposed on the lower 
boundary. Time‐varying recharge from rain was applied as the top boundary 
condition. Daily rainfall data were obtained from the weather station located 
in the Rifle floodplain 
(https://wfsfa-data.lbl.gov/portal/html/dataAccess.shtml#). The initial flow 
condition was a hydrostatic pressure distribution, where the water elevation 
was set at an 8.0 m depth below the land surface. The model was run for 
several years, after which nearly dynamic equilibrium conditions were 
achieved.



Figure 4

Water levels at the north boundary and river stage data show that groundwater flow direction is from 
the north boundary to the river through most of the year. However, the river stage is higher than the 
water levels along the north boundary between mid‐April and June, thus reversing the direction of 
groundwater during this period. NAVD88 datum was used for river stage data and water level 
elevations.

Following the conceptual model described above, fixed concentrations of 
dissolved species were applied at the north boundary of the model (Table 4).
The fixed water composition at the upgradient boundary was taken as that 
measured in well TT‐01 and was considered representative of oxic recharge 
from the north boundary. Rain water composition applied at the top model 
boundary is based on data from National Atmospheric Deposition Program 
(http://nadp.sws.uiuc.edu/). The river water composition applied at the south 
boundary is based on water quality data from U.S. Geological Survey (http://
nwis.waterdata.usgs.gov/).



The initial conditions were based on the spatial NRZ distribution (Figures 1 
and 3) such that the groundwater composition at well TT‐03 was used to 
represent the suboxic, reducing conditions at all NRZ locations (Table 4). In 
contrast, the groundwater composition at well TT‐01 was chosen as initial 
condition at the remaining spatial locations (Table 4). It should be pointed 
out that given the several years spin‐up of the model prior to actual 
simulations, the initial groundwater compositions are flushed (or reacted) out
of the system. The solid phase constituents of the sediments throughout the 
entire domain were also populated in a similar manner such that NRZ 
locations were set with an initial mineral composition representative of 
reduced sediments (Table 2). For example, both NRZs and non‐NRZs 
included calcite, goethite, and SOM in their sediments. However, NRZs 
differed from non‐NRZs because of the presence of higher organic matter 
and Fe(II) content, while iron oxyhydroxides were higher in the non‐NRZs 
(Qafoku et al., 2014). Figure 3 shows locations of the NRZ in the modeling 
domain.

2.5 Model Analysis



We simulated a fully coupled biogeochemical system in the Rifle floodplain 
from 1 January to 31 December 2014. To carry out the simulations, we made 
use of several observation wells in the floodplain that monitored water 
levels. We tested our model for flow simulations in seven wells scattered 
across the floodplain as shown in Figure 2. To test our model for the reactive 
transport simulations, we primarily used three wells (TT‐01, TT‐02, and TT‐
03) because these wells were monitored regularly for various geochemical 
species and provided local nitrogen data across NRZ and non‐NRZ locations. 
TT‐03 is located within the NRZ (Figures 1 and 2). The TT transect is 
considered representative of both vertical and lateral heterogeneity, by 
including the fill and alluvium layers as well as NRZ and non‐NRZ locations, 
expected at the extensively studied site (e.g., Arora et al., 2016b; Tokunaga 
et al., 2016; Wainwright et al., 2016). Further, we used data from multiple 
depths of the TT wells to demonstrate that the model can reasonably capture
observed nitrogen trends within the vadose zone and groundwater. Although 
most of the nitrogen data are distributed along what is essentially a 2‐D 
transect (by design of the original field investigators), some geochemical 
data were available at locations other than the TT transect (e.g., dissolved 
oxygen at SY‐08 and nitrite concentration at FP wells). Moreover, the 3‐D 
modeling framework accounts for the systematic integration of information 
from geophysical imaging (e.g., NRZ and non‐NRZ locations; Figures 1 and 
3), mineralogical analyses (sediments samples across the floodplain, see 
section 2.1), and monitored water levels (SY wells and observations wells; as 
shown in Figure 2), and water quality parameters in other wells (e.g., FP‐102,
FP‐103, U‐01, SY‐08, and TT wells across the full (3‐D) width of the floodplain.
Here the intent is to use a floodplain‐wide modeling framework to better 
understand and interpret the interplay of subsurface properties, 
biogeochemical processes, and hydrologic conditions leading to the observed
nitrogen behavior.

3 Results and Discussion

3.1 Simulations of Saturation Levels in the Vadose Zone for the Rifle Site

Figure 5 shows simulated and observed saturation levels at well TT‐03 as a 
function of depth on 25 March 2014. Consistent with field observations, 
simulated saturation levels show a modest decline in the fill layer and a 
steep decline in the alluvial layer, thus highlighting the contrast in porous 
media properties between these two layers. These results, including the 
slight underestimation of the saturation levels within the shallow fill layer, 
are consistent with previous site investigations (Arora et al., 2016b). Figure 5
also demonstrates that the vadose zone extends up to 4.25 m at well TT‐03 
at certain times of the year.



Figure 5

Simulated and observed saturation levels in well TT‐03.

3.2 Simulations of Water Levels for the Rifle Site

Figure 6 shows simulated and observed water levels for an entire year (1 
January to 31 December 2014) in various observation wells across the Rifle 
floodplain. Simulated water levels closely matched the observed values. The 
model was able to capture the hydrologic variability across these wells. Both 
the simulated and observed profiles demonstrate that the water table rises 
in late spring to early summer as a result of snowmelt.

Figure 6

Simulated and observed water levels across the floodplain in different observation wells.

Past studies (e.g., DOE, 1999; Williams et al., 2011) have suggested that 
groundwater flow is toward the Colorado River throughout the year along 
most of the riverbank. Flow simulations in our study demonstrate that 



groundwater typically follows the topographic gradient, and water generally 
flows toward the Colorado River. However, our modeling results show a 
reversal in groundwater flow direction between mid‐April and June 2014 
(Figure 7). As shown in Figure 7, snapshots of flow paths at 100, 150, 200, 
and 250 days show the reversal in groundwater flow direction over the entire
boundary on Day 150 (30 May). Overall, groundwater flow reversals are 
consistent with times when the river stage data exceed groundwater 
elevations (e.g., between mid‐April and June) as shown in Figure 4. This 
water flow into the Rifle aquifer leads to the formation of dynamic redox 
conditions in the subsurface, which subsequently contributes to the evolution
of geochemical hot spots and hot moments.

Figure 7

Map view of flow paths are shown at 5.0 m depth in groundwater. 100, 150, 200, and 250 days 
correspond to 10 April, 30 May, 19 July, and 7 September in 2014, respectively. Flow paths show a 
reversal in groundwater flow direction on 150th day. There are multiple instances between mid‐April 
and June when groundwater flow direction is from the Colorado River to the Rifle floodplain.

3.3 Simulations of Chloride for the Rifle Site

To further understand the dynamic hydrologic behavior at the site, we 
simulated chloride concentrations and then compared these to observations 
from TT wells in the floodplain (Figure 8). Different depths were chosen as 
observation points so as to represent distinct processes (e.g., precipitation 
inputs versus river water infiltration) in the vadose zone and groundwater. 
Note that observed chloride concentrations do not show significant variability
along the TT transect in the vadose zone or groundwater, except in well TT‐
03 that showed slightly lower chloride concentration in comparison to wells 
TT‐01 and TT‐02. This lower chloride concentration in well TT‐03 can be 
attributed to dilution resulting from groundwater flow reversal, since river 
water has a slightly lower chloride concentration as compared to the 
background aquifer (Table 4). Furthermore, Figure 8 demonstrates that 



model predictions matched observed chloride concentrations reasonably well
with an average bias of −1 mM in the vadose zone and 0.5 mM in 
groundwater. Here bias is defined as the mean of the difference between 
simulated and observed concentrations. Overall, the model underpredicted 
chloride concentrations in the vadose zone, while groundwater chloride 
concentrations were overpredicted. In general, the model performed better 
in the groundwater than in the vadose zone.

Figure 8

Simulated and observed chloride concentrations at different depths in TT wells.

3.4 Simulations of Nitrate and Nitrite for the Rifle Site

Simulated and observed profiles of nitrate within the vadose zone (TT‐01: 1.5
m; TT‐02: 2.5 m; and TT‐03: 1.5 and 3.14 m) and groundwater (TT‐01: 5.49 
and 7.02 m; TT‐02: 4.58 and 5.8 m; and TT‐03: 5.95 m) are shown in Figure 
9. Note that both observations and simulation results suggest that more 
variability is associated with nitrate concentrations in wells TT‐02 and TT‐03 
than in well TT‐01 in the vadose zone, particularly during the late spring 
season (Figure 9). In particular, both TT‐02 and TT‐03 wells show higher 
nitrate concentration from late April to early May, which coincides with the 
snowmelt period. However, observed nitrate concentration in well TT‐02 
indicates a slower rate of decline (extending from late April to early October) 
as compared to TT‐03, where nitrate concentration first increases from 
January to early May, then steeply declines in mid‐May, followed by an 
increase until late June, and a corresponding decrease. The high nitrate 
concentration observed at different times in well TT‐03 appears to coincide 
with the early snowmelt period and multiple rainfall events. Consistent with 



observations, model predictions were able to capture these temporal trends 
in vadose zone nitrate concentrations across the TT transect reasonably well.
In contrast, Figure 9 indicates that observed groundwater nitrate 
concentrations show higher variability in well TT‐01, with higher nitrate 
concentration observed from late February to early April, as compared to low
concentration in well TT‐03. In fact, observed and simulated groundwater 
nitrate concentrations in well TT‐03 show consistently low values throughout 
the year. These differences in temporal trends across the TT transect wells 
can be explained by the fact that wells TT‐01 and TT‐02 are located in non‐
NRZs, whereas well TT‐03 is located within the NRZ. Note that model 
simulations were able to capture this more rapid removal of nitrate in well 
TT‐03 as a result of the chemolithoautotrophic consumption by microbes 
(explained in more detail below). In contrast, nitrate concentrations in wells 
TT‐01 and TT‐02 are primarily controlled by the influx of the boundary water,
which is determined by the combination of snowmelt and rainfall events and 
heterotrophic consumption.

Figure 9

Simulated and observed nitrate concentrations at different depths in TT wells. The average water table
depth is approximately 3.5 m below the land surface.

Figure 10 shows simulated and observed groundwater nitrite concentration 
in wells TT‐02, TT‐03, FP‐102, and FP‐103. Simulated nitrite concentrations 
closely matched the observed values in all wells except well TT‐02. In 
particular, the simulated results underpredicted observed nitrite 
concentrations in well TT‐02.



Figure 10

Simulated and observed nitrite concentrations in groundwater at TT and FP wells.

The steady source of nitrate into the floodplain occurred as a result of 
subsurface groundwater flow. Nitrate may be transported into the floodplain 
from either the hillslope or the river. In addition, the decomposition of 
organic matter from the floodplain soils may also contribute to nitrate levels 
through nitrification, a microbially mediated oxidation of ammonium ion to 
nitrate (Gomez‐Velez et al., 2015). Therefore, nitrification could be an 
important process in the vadose zone, primarily when oxygen‐rich rain water
flows into the subsurface environment. Nitrate can subsequently be 
transformed into a variety of reduced nitrogen species through 
denitrification. Eventually, nitrate can be converted to dinitrogen species 
(referred to as nitrogen hereafter) through a series of microbially mediated 
redox reactions. In the process, microbes consume dissolved organic carbon 
(DOC) Dwivedi et al. (2017) and use nitrate and nitrite as terminal electron 
acceptors. Denitrification is limited by the available DOC and is favored 
under anoxic conditions (Gu et al., 2012; Maggi et al., 2008; Rosswall, 1982),
although there is no such limitation considered in these simulations.

The SW‐GW transition zone of the Rifle floodplain experiences infiltration and
exfiltration events as a result of river stage changes and variable 
hydrological conditions in the subsurface, as described in section 3.2. 
Through most of the year, the Colorado River gains water. However, as 
previously discussed, river water moves into the floodplain at multiple 
instances (e.g., 21–28 April, 6–9 May, and 20 May to 8 June 2014) for short 
durations and subsequently recedes. Although flow reversal events are not 
prolonged (approximately 1–2 days), the SW‐GW transition zone undergoes 
changes in redox conditions. Redox conditions are altered because of 



infiltration of oxic and higher pH of river water. Moreover, river water, which 
has nitrate values similar to the north boundary water (Table 4), also 
contributes additional nitrate to groundwater during infiltration.

Consider the high nitrate values observed in groundwater during the late 
spring season in well TT‐03 (Figure 9). One possibility is that nitrate‐rich 
water entered the floodplain from the river due to flow reversal in the 
riparian corridor of the Rifle floodplain. This hypothesis is further supported 
using model simulations (see section 3.5). Well TT‐03 is near the river, and it 
changes from anoxic to suboxic during this period due to river water 
infiltration (Figures 11 and 12). During this short‐lived flow reversal, the 
nitrate also moves into the floodplain from the river water. However, TT‐03 
quickly becomes anoxic, after which the nitrate is transformed into nitrogen 
through biotic pathways. The fact that TT‐03 is located within an NRZ and is 
consequently rich in reduced minerals like pyrite is an important reason why 
O2 and nitrate are transformed so quickly. Several studies have shown that 
chemolithoautotrophic pathways (the reduction of iron and sulfide minerals 
by oxygen and nitrate) are important within the NRZs at the Rifle site (e.g., 
Arora et al., 2016b; Jewell et al., 2016). Therefore, well TT‐03, because of the
abundance of reduced reactive species there, acts as a hot spot of nitrogen. 
Together, these results suggest that the causes for hot spots of nitrogen in 
the vicinity of TT‐03 seem to be both flow related and microbially driven. 
These results further suggest that hot spots do not occur because of simple 
fluid mixing, i.e., as the result of nitrate moving into the floodplain with river 
water. Rather, these hot spots occur because of flow reversal that introduces
oxygenated, nitrate‐rich water into the NRZ, followed by a sequence of 
heterotrophic and chemolithoautotrophic reaction pathways involving 
reduced minerals (principally sulfides; see Tables 1 and 2).

Figure 11

Observed DO concentrations in groundwater at wells SY‐08 (close to TT‐01) and U‐01 (close to TT‐03). 
Oxygen levels suggest that river water infiltration results in oxic conditions at TT‐03.



Figure 12

Snapshots of simulated dissolved oxygen at 5.0 m depth in groundwater on 100 ((a) before the flow 
reversal; 10 April 2014) and 150 ((b) during the flow reversal; 19 July 2014) days. Map view of 
dissolved oxygen shows the change in the redox state due to flow reversal.

Now consider the high nitrate values observed in the vadose zone of wells 
TT‐02 and TT‐03 (Figure 9). High nitrate values in the vadose zone could 
occur when ammonia is released from the decomposition of organic matter 
in soils. We hypothesize that rainfall can lead to the formation of hot 
moments of nitrogen species in the Rifle subsurface because of nitrification 
resulting from the percolation of oxic water. The Rifle floodplain received 34 
cm of rainfall in 2014, and 20% of the precipitation occurred between mid‐
April and June. As can be seen in Figure 9, average nitrate levels were 0.1 
mM in TT wells, but nitrate levels were higher than the average in the vadose
zone between late April and early May. Thus, we argue that high nitrate 
levels in wells TT‐02 and TT‐03 were primarily due to nitrification resulting 
from rain water percolation between late April and early May. After May and 
June, nitrate levels decline in wells TT‐02 and TT‐03, but the decline was 
sharper in the case of well TT‐03. The sharper decline can again be 
attributed to well TT‐03 being located within the NRZ, where multiple biotic 
pathways (heterotrophic + chemolithoautotrophic) are associated with 
nitrate consumption. To confirm this hypothesis, we used nitrate‐to‐chloride 
ratios to distinguish different sources contributing to vadose zone 
porewaters. Native groundwater at the Rifle site had a low nitrate‐to‐chloride
ratio (approximately 10−4) whereas river water had a higher ratio of 0.01. In 
contrast, rainwater had a ratio of 6.43. Figure 13 shows that vadose zone 
samples from wells TT‐02 and TT‐03 had higher nitrate‐to‐chloride ratios 
than other vadose zone and groundwater samples from the site, suggesting 
that a different source—most likely nitrification from rain water percolation—
could be an important source of nitrate in the NRZs.



Figure 13

Nitrate and chloride ratios suggest the vadose zone contributes to nitrate levels.

To further demonstrate the importance of ammonia released from organic‐
carbon‐rich sediments during rainfall events, we performed an additional 
simulation that did not consider rainfall (Figure 9). Figure 9 shows that 
simulations without rainfall (green line) failed to capture nitrate variability in 
TT wells. Nitrification contributed up to 35% (TT‐01), 67% (TT‐02), and 48% 
(TT‐03) of nitrate levels in groundwater. Taken together, these results 
suggest that (1) short‐lived flow reversal and (2) episodic rainfall events lead
to the formation of hot spots and hot moments of nitrate in the riparian 
corridor.

3.5 Hot Spots and Hot Moments of Nitrogen at the Rifle Site

To highlight key processes that trigger the formation of hot spots and hot 
moments in the Rifle floodplain, we present simulated results of nitrate 
transformation at different times in the year to capture transient hydrologic 
and periodic oxic and anoxic conditions. Figure 14shows eight snapshots of 
simulation results of nitrate and nitrogen at 5 m depth below the ground 
surface. These snapshots represent the spatial distribution of nitrogen 
species at different times (100, 150, 200, and 250 days).



Figure 14

Simulated nitrate and nitrogen concentrations at 5.0 m depth in the Rifle floodplain at various times 
during the simulation period. 100, 150, 200, and 250 days correspond to 10 April, 30 May, 19 July, and 
7 September in 2014, respectively.

Snapshots of nitrogen transformation at 100th day (10 April) show a high 
concentration (represented by red color) of nitrate and nitrogen near the 
north boundary and slightly away from the north boundary, respectively. 
Nitrogen concentration is high whereas nitrate is low in the NRZs. Note that 3
days of rain events preceded the 100th day simulation, and precipitation 
totaled to 1 cm at that time. This implies that nitrate enters the floodplain 
primarily through subsurface water flow from the hillslope (approximately 
78%), and partly through nitrification in the vadose zone (22%; Figure 14A). 
At this time, the flow direction of groundwater is toward the Colorado River 
(Figure 7A), so nitrate is partly exported to the river (approximately 18%), 
and the rest is lost through denitrification (82%).

Snapshots of simulated nitrogen species at 150th day (30 May) show 
relatively homogenous nitrate and nitrogen levels across the floodplain. 
However, high concentrations of nitrate and nitrogen along the north and 
south boundaries can be noted (Figures 14C and 14D). These snapshots 
coincide with times when river water moves into the floodplain (Figure 7B). 
During this period, nitrate is not exported into the river, remaining instead 
within the floodplain.

Snapshots of simulated nitrogen species at 200th day (19 July) show high 
nitrate and nitrogen along the north boundary as well as a high 



concentration of nitrogen extending from the NRZ to the river (Figures 14E 
and 14F). This is a relatively dry period, and the river gains water from the 
Rifle groundwater (Figure 7C). Nitrate is exported to the river, and high 
levels of nitrate along the north boundary result due to the influx from the 
hillslope. However, high levels of nitrogen occur in the center of the 
modeling domain and extend through the river boundary. This shows that 
NRZ again plays an important role in the formation of hot spots of nitrogen 
insofar as they transform nitrate into nitrogen quickly.

Snapshots of nitrogen species at 250th day (7 September) show similar 
spatial patterns of nitrate the snapshots of 200th day. High nitrate levels 
along the north boundary are again due to the influx from the hillslope 
(Figures 14G and 14H). Nitrate is exported to the river and partly lost 
through denitrification. However, nitrogen is also exported to the Colorado 
River because of the hydrologic flow paths (Figure 7D), and there are no 
significant additional sources of nitrate (e.g., from the river or through 
nitrification in the vadose zone) at this time (Figure 14H).

It can also be seen from Figure 14 that nitrate and nitrogen show significant 
spatial variability across the floodplain, particularly in the vicinity of the 
NRZs. Water levels did not show this level of spatial variability across wells, 
and each well had concurrent rising and falling limbs (Figure 6). However, a 
distinct pattern of nitrogen species is apparent across the floodplain. Based 
on these observations, we conclude that these spatial patterns are 
predominantly driven by the presence of reduced sediments and partly by 
hydrologic flow paths. These results also demonstrate that the 3‐D time‐
resolved model is able to capture the variable redox conditions resulting 
from river stage changes and transient hydrological conditions. An important
implication of this spatiotemporal variability at the site contributes to highly 
variable fluxes of nitrogen species to the river.

4 Quantifying Effects of NRZ and Non‐NRZ on Nitrogen Dynamics Under 
Different Hydrological and Biogeochemical Conditions

To better understand nitrogen dynamics in the Rifle floodplain, which has 
spatially distributed NRZs and experiences short‐duration flow reversal, we 
conducted a sensitivity analysis. In particular, we analyzed the sensitivity of 
nitrogen to flow reversal and microbial pathways considering (a) only 
heterotrophic and (b) all (heterotrophic + chemolithoautotrophic) reactions 
for both NRZs and non‐NRZs. We also varied rates of reaction by an order of 
±1 from the baseline rates for each scenario. For these analyses, all 
(heterotrophic + chemolithoautotrophic) reactions with rates as described in 
Table 1 were used as the baseline scenario. We compared changes in 
nitrogen concentrations for each scenario with respect to nitrogen 
concentration in non‐NRZs with the baseline parameters. Note that the 
production of nitrogen is directly linked to the removal of nitrate from the 
floodplain. In other words, the higher the nitrogen production, the higher is 
the nitrate removal potential for that particular scenario.



These scenarios simulate different hydrological and biogeochemical 
conditions across the floodplain throughout the year (Figure 15). For 
example, the first (all reactions and typical flow direction) and second 
scenarios (only heterotrophic reactions and typical flow direction) represent 
general hydrological conditions in the aquifer and quantify contributions of 
heterotrophs and chemolithoautotrophs on nitrate removal, whereas the 
third (all reactions and flow reversal) and fourth (only heterotrophic reactions
and flow reversal) scenarios describe hydrologic conditions when oxic river 
water infiltrates and changes redox conditions in the aquifer. The third and 
fourth scenarios also apportion contributions of heterotrophs and 
chemolithoautotrophs on nitrate removal. Together, these scenarios 
demonstrate how nitrate removal potential varies across NRZ and non‐NRZ 
sediments. Figure 15 presents the percent change in nitrogen production 
across these scenarios as compared to the baseline simulation. It is clear 
from Figure 15 that NRZs produce more nitrogen (approximately 70%) than 
non‐NRZs. In other words, NRZs show a higher nitrate removal potential than
non‐NRZs. Flow reversal leads to a lower production of nitrogen 
(approximately 95%) in the non‐NRZ whereas the NRZ remains unaffected by
the flow reversal as far as the production of nitrogen is concerned. The 
results also show that chemolithoautotrophs contribute predominantly to 
nitrate removal during typical and flow reversal conditions. 
Chemolithoautotrophic pathways reduce approximately twice as much 
nitrate in sediments as heterotrophic pathways because 
chemolithoautotrophs oxidize sulfide and iron, whereas heterotrophs remove
nitrate only by oxidizing dissolved organic carbon. These reactions are only 
inhibited by oxygen; therefore, if chemolithoautotrophs are present, they are
likely to reduce more nitrate—approximately twice as much as that reduced 
by heterotrophs.

Figure 15

Sensitivity of nitrogen to flow reversal and microbial pathways in NRZ and non‐NRZ.



Flow reversal has a significant influence on nitrate reduction carried out by 
chemolithoautotrophic pathways in non‐NRZs but only a modest effect 
(<10%) in NRZs. Moreover, flow reversal does not have any significant 
influence on nitrate reduction carried out by heterotrophic pathways in either
NRZs (<1%) or non‐NRZs (<10%). Together, flow reversal influences nitrate 
removal or nitrogen production in non‐NRZs, but not within NRZs. Flow 
reversal leads to the infiltration of oxic water. Nitrogen production carried 
out by chemolithoautotrophic and heterotrophic pathways is inhibited by 
oxygen. Dissolve oxygen is consumed rapidly in NRZs than non‐NRZs 
because of the oxidative dissolution of pyrite in NRZs. Therefore, NRZs do 
not show significant differences when oxic water enters the floodplain, while 
in contrast, non‐NRZs do not reduce nitrate until the oxygen is consumed.

For each scenario, when we varied rates of all the reactions by an order of 
±1 from the baseline rates, higher rates of reactions produced 20%–30% 
higher nitrogen levels across all scenarios involving non‐NRZs. This increase 
in nitrogen production is linked to the more rapid depletion of oxygen. NRZs 
do not show any significant differences in nitrogen production regardless of 
higher or lower rates of reactions since reduced minerals sustain anoxic 
conditions within the NRZs both during and after the flow reversal events.

5 Conclusions

To understand key processes that produce hot spots and hot moments of 
nitrogen in a floodplain environment, we developed a high‐resolution, three‐
dimensional subsurface reactive transport model. The model was able to 
capture the hydrological and biogeochemical variability across the Rifle 
floodplain. Model simulations suggested that an accurate characterization of 
hydrological forcing and SW‐GW interactions was crucial for predicting hot 
spots and hot moments of nitrogen at our site. In general, these hot 
phenomena may be flow related or microbially driven, but hydrologic 
transients provided conditions that led to the formation of hot spots. At our 
site, groundwater flow typically follows the topographic gradient moving 
from the floodplain to the river. The Colorado River is thus a gaining river 
through most of the year, however, an intermittent groundwater flow 
reversal because of SW‐GW interaction leads to dynamic redox conditions in 
the riparian corridor. These redox conditions also produced hot spots and hot
moments of nitrogen. Moreover, high‐intensity, short‐duration rainfall in the 
summer season was found to be a significant driver causing hot spots and 
hot moments of nitrogen. Sensitivity analyses demonstrated that the NRZs 
have a higher potential for nitrate removal than the non‐NRZs for identical 
hydrological conditions. However, flow reversal leads to a reduction in nitrate
removal (approximately 95% lower) in non‐NRZs whereas the NRZ remains 
unaffected by the influx of the river water.

3‐D simulations were useful in capturing the significant spatial and temporal 
variability associated with nitrogen fluxes in the floodplain environment. In 
particular, simulation results demonstrated that hot and cold moments of 



nitrogen did not coincide in different wells, in contrast to flow hydrographs. 
This can have significant implications for managing nonpoint sources of 
contamination, such as abandoned mines or agricultural lands, where 
sources resulting in high levels of nitrate in drinking water can pose adverse 
human health effects (Brender et al., 2013; Shaffer et al., 1995).

Although we demonstrated how hot spots form and hot moments recur in a 
floodplain using examples of nitrogen transformation, this approach should 
be readily transferable to other riparian corridors. In particular, identifying 
nitrogen hot moments can help with pollution source analysis and mitigating 
risks associated with the persistence of nitrate in groundwater (e.g., Dwivedi 
& Mohanty, 2016). Further, nitrogen hot spots and hot moments may not 
occur alone; instead, they may occur simultaneously or even trigger the 
cycling of other nutrients, metals, and contaminants (e.g., Vidon et al., 
2008).
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