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As conversational agents like Siri and Alexa gain in popularity and use, conversation is becoming a more and more important mode of

interaction for search. Conversational search shares some features with traditional search, but di�ers in some important respects:

conversational search systems are less likely to return ranked lists of results (a SERP), more likely to involve iterated interactions,

and more likely to feature longer, well-formed user queries in the form of natural language questions. Because of these di�erences,

traditional methods for search evaluation (such as the Cran�eld paradigm) do not translate easily to conversational search. In this work,

we propose a framework for o�ine evaluation of conversational search, which includes a methodology for creating test collections

with relevance judgments, an evaluation measure based on a user interaction model, and an approach to collecting user interaction

data to train the model. The framework is based on the idea of “subtopics”, often used to model novelty and diversity in search and

recommendation, and the user model is similar to the geometric browsing model introduced by RBP and used in ERR. As far as we

know, this is the �rst work to combine these ideas into a comprehensive framework for o�ine evaluation of conversational search.
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1 INTRODUCTION

Conversation is increasingly becoming an important mode of interaction with search systems. As use of handheld and

in-car mobile devices and in-home “smart speakers” grows, people are utilizing voice as a mode of interaction more and

more. And since search remains one of the most common ways people �nd and access information, search via voice

interfaces is more important than ever.

Thus search engines increasingly need to be built for “dialogues” with users. A full ranked list of results—a SERP—is

not likely to be useful in such interactions; systems should instead provide a single high-precision answer. Since a user

may only get that one answer, it is likely that their next query will be dependent on what that answer is, whether it is

to directly follow up with another query, to clarify what they wanted, to move to a di�erent aspect of their need, or

to stop the search altogether. In other words, the dialogue the user has with the system is heavily in�uenced by the

system itself.

This is di�cult to model in evaluation, particularly in o�ine evaluations that are meant to be reproducible. In typical

o�ine evaluations, each question in a dialogue is evaluated independently. This, however, does not capture the ability

the system has to in�uence the direction of the conversation. It may fail to identify when the user is following up on a

system response. It leaves open whether the system could have better helped the user by providing di�erent information

earlier in the conversation. In short, it makes it di�cult to optimize or evaluate the system over complete dialogues.

These problems have been raised in the information retrieval literature before. In particular, the TREC Session Track

attempted to build test collections for session evaluation and optimization by including short logs of user interactions

with search systems [10]. But in the Session track test collections, the previous session is �xed, and only the �nal query

is given as a candidate for retrieval. Thus it is more a relevance feedback task than a session task—it does not solve the

problems listed in the previous paragraph. More recently, the TREC Conversational Assistance Track (CAsT) provided
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the user side of recorded “dialogues” with a conversational search system [18]. A candidate system would retrieve

answers for each of the �xed user inputs provided. While the previous session is not �xed, the user inputs cannot adapt

to varying system responses—the user dialogue remains static no matter what the system does.

In this paper we introduce a framework for reproducible o�ine evaluation of conversational search. The framework

includes a novel approach to building test collections as well as a new evaluation metric based on a user model. Our

approach is based on the idea of subtopics, typically used to evaluate search for novelty and diversity to determine

how much redundant information a search system is returning and the breadth of information the user is exposed

to. We essentially abstract queries and answers to a subtopic representation, then model the progression of the user

and system through the dialogue by modeling subtopic-to-subtopic transitions. We show empirically that our o�ine

framework correlates with online user satisfaction.

The rest of this paper is structured as follows: in Section 2 we discuss related work on similar evaluation problems

and conversational search. Section 3 provides a detailed overview of our framework for reproducible evaluation. In

Section 4, we describe a speci�c user model and metric for evaluating conversational search, and in Section 5 we

describe the test collection we have assembled. In Section 6 we analyze the results, the test collection, and the metric.

We conclude in Section 7.

2 RELATEDWORK

A signi�cant amount of research has been devoted to the development of conversational systems [9, 15, 33]. Most

research on conversational systems has focused on devising user interfaces for conversational systems [4, 11], using

knowledge graphs for question answering in a conversational dialogue [23], building neural models for developing

conversational systems [42], incorporating context in response generation [13] and asking clarifying questions [3].

Though a lot of progress has beenmade regarding the development of conversational systems, until recently, relatively

little work had been done in evaluating the quality of conversational systems. Hence, most researchers have been using

automatic evaluation metrics such as the BLEU score from the machine translation domain, or the ROUGE from text

summarization domain [31, 35]. While these metrics have the advantage to not require explicit human annotations,

they were shown to not correlate with actual user satisfaction [26].

Until a few years ago, there was a lack of high quality conversational datasets [37], which was a major challenge

towards the development of evaluation metrics for measuring the quality of conversational systems. During the last

few years more e�ort has been devoted to creating such datasets and making them publicly available. Availability

of datasets such as MS Marco [30] and Alexa Prize [2] were a signi�cant step forward in the development and

evaluation of conversational systems. These datasets were further followed by some other domain speci�c conversational

datasets [32, 44]. Trippas et al. [40] de�ned a method for creating conversational datasets (which could serve as a guide

in constructing such datasets) and used that for building one such dataset.

More research has been devoted to the design of new methodologies for evaluating conversational systems during

the last few years. There has been some work on devising benchmark datasets and evaluation metrics for evaluating

the natural language understanding component of conversational systems [8, 28]. Focusing on non-goal oriented

dialogues, such as the setup for Alexa Prize, Venkatesh et al. [41] proposed several metrics to evaluate user satisfaction

in context of a conversational system. Choi et al. [14] proposed a new metric that can be used to predict user satisfaction

using implicit feedback signals from the users. Guo et al. [22] evaluate the quality of a conversation based on topical

coverage and depth of the conversation. The Conversational Assistance Track in TREC 2019 [18] focused on devising

test collections and evaluation methods for evaluating the quality of conversational systems.
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Some dimensions of conversational search evaluation have been identi�ed as similar to those of evaluation of

interactive information retrieval systems [6]. There has been signi�cant more work in evaluation of interactive

information retrieval systems (which have more recently been studied in context of dynamic search) compared to the

evaluation of conversational search systems [39]. Dynamic Domain Track aimed devising evaluation methodologies for

evaluating dynamic search [43].

Most currently used conversational evaluationmetrics including the ones used by the Conversational Assistance Track

and the Dynamic Domain Track are based on computing traditional information retrieval metrics on the conversation

session. Below we provide a summary of evaluation metrics for a traditional search scenario.

While there has been relatively little work in evaluating the quality of conversational search systems, signi�cant

amount of work has been devoted to devising evaluation metrics for evaluation in context of traditional search and

recommender systems. However, the analysis of some commonly used o�ine evaluation metrics used for this purpose

show little correlation with actual user satisfaction in context of recommender systems [7, 19] and moderate to negligible

correlation in context of search [1].

O�ine evaluation metrics based on actual user models have the potential to be more correlated with actual user

satisfaction as they are aiming at directly modeling the actual users, where parameters of these models can be learned

from user logs [12, 29]. Mo�at et al. [27] also argued for having metrics that are attuned to the length of the ranked list,

to better align with users who may abandon search early.

One commonly used metric that is based on an explicit user model is Rank-Biased Precision (RBP) [29], which models

users’ persistence in examining the next retrieved document in a search result. The assumptions made by this metric

are that, users examine documents from the top and in order, and that the examination of each document is solely

dependent on the willingness of users in doing it, their persistence.

RBP(@) = (1 − ?)
#
∑

==1

?=−1 9 (A=, @),

where @ is a query, A is the list of documents returned by the search system when querying it with @, A= is the document

retrieved at position =, # is the number of retrieved results, 9 is the relevance function, which returns 1 if A= is relevant

to @ and 0 otherwise, and ? ∈ [0, 1] is the persistence parameter.

Another commonly used metric based on modeling user behavior is ERR [12]. ERR is based on a similar user model to

RBP, but assumes that the probability of user stopping at each rank depends on the relevance of the document observed.

Queries in search could be ambiguous; even the same query could mean di�erent things to di�erent users. Hence,

evaluation measures that capture the diverse interests from di�erent users are needed, if the goal is to evaluate the

satisfaction of a random user using the search engine. Various evaluation metrics for diversity and novelty based

information retrieval have been developed [5, 16]. Some previous work [5, 36] did an analysis of several diversity

metrics and proposed new diversity evaluation metrics, which are based on an adaptation of the RBP user model to

diversity evaluation.

Most current evaluation metrics used for conversational search are based on session based evaluation metrics, which

have been investigated in context of the Session Track [10]. Session based metrics have been widely studied in the

literature [10, 38]. Kanoulas et al. [24] proposed two families of measures: a model-free family that makes no assumption

about the user behavior over a session, and a model-based family with a simple model of user interactions over the

session. Most such session based metrics are adaptions of traditional information retrieval metrics to search sessions.
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Metrics used by the Conversational Assistance Track and the Dynamic Domain Track are also based on variants of

session based evaluation metrics.

One of the most commonly used session based metrics for evaluating the quality of conversational systems is the

fraction of correct answers in the session (i.e., precision of responses in the session) [41]. Lipani et al. [25] extended the

RBP user model towards modeling user behavior over the entire search session and proposed the session RBP (sRBP)

metric, which could be used for evaluating the quality of conversational search systems. In addition to modeling the

probability of a user persisting in (i.e., not abandoning) the search task, the sRBP metric also models the trade-o�

between re-querying the system and examining a new document down the search result via a new parameter named

balancer.

sRBP(B) = (1 − ?)
"
∑

<=1

(

? − 1?

1 − 1?

)<−1 #
∑

==1

(1?)=−1 9 (A<,=, B<),

where B = [@1, . . . , @<] is a session, i.e., a series of queries, A<,. is the search result returned when querying with @< ,

A<,= is the document retrieved at position = for @< ." is the length of the session, that is number of queries submitted

in B , and 1 ∈ [0, 1] is the balancer parameter.

One of the primary problems associated with using all the aforementioned metrics, including the session based

metrics for evaluating conversational search systems is that all these metrics require that user sessions are known in

advance. However, the availability of such data requires that a system has already been deployed and is in use. This

is not always feasible. A new system or an academic research system may have no signi�cant user base, and even if

it did, one would �rst want to have an o�ine evaluation to ensure that the system is of reasonable quality to deploy.

Furthermore, within a session, queries issued by a user may depend on the relevance of previous responses by the

system; hence, the session itself would be system dependent, and a di�erent system shown to the same user could

lead to a completely di�erent session. This means that these metrics cannot be reliably used to compare the quality of

multiple systems.

There has been some recent work on simulating dialogues and computing metrics on top of these simulated

dialogues [20, 21]. However, this work would require using an agent to simulate the conversations and then using a

metric on top of these simulated conversations – a process where metric computation is completely separated from

dialogue generation. Furthermore, simulations used in this work are not based on a realistic user model, which is of

critical importance when the goal is to devise an evaluation metric correlated with user satisfaction.

Hence, evaluation of conversational search systems without the need for having access to actual search sessions

is still an open problem, which was also discussed in a recent Dagstuhl seminar [6], where some of complexities of

devising such metrics have been identi�ed.

In this paper, we propose a novel o�ine evaluation framework, which does not rely on having access to real user

sessions. Our evaluation metric is based on a user model, which has been validated in context of search [25]. Hence, our

experimental results suggest that our o�ine proposed evaluation metric is highly aligned with actual user satisfaction,

in contrast to most information retrieval evaluation metrics that are not based on realistic user models [1, 7, 19].

3 MODELING CONVERSATIONAL SEARCH

In this section we describe an abstract framework for modeling conversational search for reproducible o�ine evalua-

tion. We contrast against previous approaches, which are based on assessing the relevance of answers to questions

independently of one another, as described above.



How Am I Doing?: Evaluating Conversational Search Systems O�ine 5

(a) A dialogue between a user and a candidate conversational search system on the topic of cold flowering plants.

(b) A dialogue between a user and a di�erent candidate conversational search system on the same topic.

Fig. 1. Two dialogues on the same topic with di�erent candidate conversation search systems. The first proceeds in a natural way,

with the user’s questions answered by the system, which in turn informs the user’s next question. The second is less natural, with the

second question not clearly following from the answer to the first, and the third question coming despite having just been answered.

Both candidate systems are retrieving equally relevant answers.

A fully interactive, dialogue-based conversational search system is di�cult to evaluate o�ine in a holistic way. Each

turn in the dialogue may be in�uenced by previous interactions between user and system. Results generated by candidate

systems that have not been tested with real users will not necessarily be able to capture these in�uences. An o�ine

evaluation using �xed, recorded dialogues and independent relevance judgments will almost certainly mis-represent

the system’s e�ectiveness in a dialogue for this reason.

Consider the example conversational search dialogues shown in Figure 1. The sequence of user questions is the same

in each, but the system responses are very di�erent. Both dialogues start out with the same question: the user asks

about �owering plants robust to cold climates. The �rst system (Fig. 1a) responds with a sentence about pansies. This

leads the user to ask how much cold pansies can tolerate; they receive a relevant answer which also motivates the third

question, about whether pansies can survive frost. The dialogue makes sense to us: the answers to the questions are

relevant; user questions proceed in a natural sequence, motivated by the systems responses to the previous question.

The second system (Fig. 1b) responds to the same �rst question with a sentence about yarrows, which is relevant

to the question. But because the dialogue is static, there is no follow-up question. The user responds by asking about

pansies, which is not motivated by anything the system has done. This time, the answer is speci�cally about the ability

of pansies to survive frost—and then the follow-up question is about whether pansies can survive frost. This dialogue

makes much less sense: while the answers to the questions are relevant, the questions themselves seem to proceed

without much logic given the system responses.

In other words, the two systems shown in this example would perform equally well if judged on the relevance of

their answers, but to our eyes, one fares much better than the other. Note that we are not claiming that the second

dialogue would never happen. We claim only that it produces an evaluation result that is less satisfying to us than the

�rst: the dialogue being evaluated does not appear to be representative of real dialogues, and therefore we suspect that

the outcome of the evaluation is biased in some way.

One possible solution to this problem is to evaluate over many di�erent dialogues from users with the same

information need. But where do these dialogues come from? Unless we are able to deploy a variety of candidate systems

to a large user base, it is unlikely we will be able to obtain them. Can we instead simulate these dialogues? Can we use

system responses to generate follow-up questions, and thus do a better job of testing candidate systems over responsive



6 Lipani et al.

(a) A dialogue identical to Fig. 1a, but including the subtopic representation of each question and answer. The subtopics follow an

intuitive progression.

(b) A dialogue identical to Fig. 1b, but including the subtopic representation of each question and answer, clearly showing that the

second question does not follow from the first answer, and the third question is on a subtopic that has already been answered.

(c) A new dialogue with the same candidate system as that in Fig. 2b, in which user questions proceed more naturally from the system

responses, and the candidate system’s ability to provide relevant results is less clear.

Fig. 2. Three dialogues on the same topic with di�erent candidate conversation search systems, augmented with abstract subtopic

representations of questions and answers. The third example suggests that the second candidate system is not as successful at

answering questions when they proceed more naturally from each interaction. In our simulation, all three sequences of interactions

could occur, but the second would be significantly less likely than the other two.

dialogues? This sounds like a very di�cult problem, potentially involving natural language understanding of system

responses and natural language generation of user queries.

We propose a simpler approach: we abstract queries and answers to a higher-level representation in a restricted

domain to make the simulation manageable. Our representation is based on the idea of subtopics, similar to those used

in diversity and novelty evaluation [17]. Given a sample user information need, we de�ne a set of subtopics that cover

the space of possible things users may learn by interacting with the system. Any given user question is mapped to one

of these pre-de�ned subtopics. Similarly, each system response is mapped to a subtopic. Our evaluation is based on

modeling the transitions from the subtopic represented by a system’s response to the subtopic represented by possible

follow-up questions, and the relevance of the system’s responses to those questions.

Figure 2 demonstrates this using the same dialogues as in Figure 1, as well as one new dialogue. Question and answer

subtopics are shown above/below respectively. Here we can identify the transitions in the second example (Fig. 2b) that

may be less likely: a user following up an answer about the subtopic yarrow to a question about the subtopic pansy; a

user following up an answer about the subtopic frost tolerance with a question about frost tolerance. Again, this is not to

say that the dialogue is “wrong”; only that this dialogue is less likely to occur than one in which the user follows up an

answer about yarrow with a question about yarrow, and does not ask something that has just been answered, and that

the framework we propose in this work can capture these di�erences in likelihood and therefore provide a more robust
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evaluation. Fig. 2c demonstrates this with a sequence of questions that are more likely, and that also retrieve responses

of lower quality. The answer to the second question is somewhat relevant, but hardly satisfying. It makes sense that a

user would follow up by asking if yarrow can survive frost. And the answer to that question is good if the user can

trust that the system’s “they” has the same referent as the “it” in the question. This example shows that when tested

using a more natural sequence of questions, the candidate system reveals its performance to be less satisfactory.

Since we do not want to generate natural language questions, our simulation will require that we have a set of

possible user questions to sample from, with each question associated with a subtopic. This requirement seems to

bring us back to the problem of obtaining many di�erent dialogues for the same information need. But in fact it is

signi�cantly lighter than that: since subtopics are treated independently of one another, we can manually develop or

crowdsource questions; they do not need to occur in a dialogue in order to be useful in the evaluation. We also need to

have a model of transitions from one subtopic to another. This is a heavier requirement, but still lighter than using

natural language techniques. We can design tools speci�cally to obtain these transitions through crowdsourcing.

Given the ideas outlined above, a full dataset for o�ine evaluation of conversational search would consist of the

following:

(1) a sample of user information needs or topics, high-level descriptions of things users want to accomplish using a

conversational search system;

(2) for each topic, a pre-de�ned set of subtopics that cover aspects of the need and that in�uence “turns” in the

conversation;

(3) transition probabilities between subtopics, capturing the likelihood that a user goes from one subtopic to another

during the course of their interaction;

(4) user queries that model the subtopics;

(5) a corpus of items (documents, passages, answers, etc.) that can be retrieved;

(6) relevance judgments between these items and the subtopics.

An o�ine evaluation would use the subtopics, queries, transition probabilities, and judgments to simulate a user

and system together progressing through a dialogue. It would proceed as follows: an “evaluation agent” is set up to

interface with a conversational search system to be evaluated. This evaluation agent may submit any query provided

in the test collection and receive an answer from the system being tested. Based on the relevance of this answer, it

uses the transition probabilities to sample the next subtopic for which to pose a query. It continues in this way, using

an abandonment model to determine when done, at which point the relevance of the answers received along the

way are combined into one possible evaluation result. The process is repeated for the same topic over many trials,

to simulate many di�erent possible dialogues, and the resulting evaluation scores indicate the e�ectiveness of the

conversational search system for that topic. Over the sample of topics in the collection, we can understand the variation

in its e�ectiveness.

We can now state our research questions. They are:

RQ1 Does a simulation-based o�ine evaluation accurately capture user satisfaction?

RQ2 Is our metric based on simulations a better �t to user behavior than other metrics for conversational search

evaluation?

RQ3 Can our framework detect di�erences in e�ectiveness in conversational search systems?
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Fig. 3. Flow-chart of the proposed user model.

Before we address those, the next two sections present implementations of the ideas above. First, in Section 4 we

describe in detail the user model and metric that we would like to use to evaluate conversational search systems. Then

Section 5 describes a speci�c dataset and a user study performed to gather the data.

4 USER MODEL AND METRICS

In the following we will de�ne two components of a user model for conversational search interaction: a component

modeling the user persistence in performing the task, and a component modeling the gathering of information that

the user is trying to achieve through the dialogue. The former component is inspired by metrics like RBP for search

evaluation, as described in Section 2. The latter is the formalization of the subtopic transition model mentioned above.

The two combine into a metric for expected conversational satisfaction.

Given a topic with a set of subtopics S a user wants to learn about, we de�ne a conversation 2 ∈ C as a list of system

user interactions with the system. Each interaction consists of a query @ and an answer 0:

2 = [(@1, 01), . . . , (@<, 0<)],

where each @ can be abstracted to a subtopic B ∈ S (@ ∈ QB ) and each pair (@8 , 08 ) has a relevance judgment 9 ∈ J .

4.1 User Persistence

Figure 3 depicts the user model in a �ow chart. When users have an information need, they begin a “dialogue” with

a conversational system by issuing a query. Based on the relevance of the result, they decide whether to continue

querying or not; moreover, each turn in the dialogue is modeled as the user trying to �nd information about a particular

subtopic. Thus their persistence in querying the system is dependent on what is observed by the previous query. We
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Fig. 4. Graphical model of subtopic transitions during information gathering. Note that B0 is a “dummy” start state, and B=+1 is an

end.

model this using the following recursive de�nition:

?(&1 = @) = 1

?(&<) = ?(!<−1 |&<−1, �<−1)?(&<−1).

This recursive de�nition uses three random variables, & , !, and � , where & = {@, @} indicates the act of querying

or not, ! = {ℓ, ℓ} the act of leaving or not, and � = { 9, 9} indicates the relevance or not of the system reply. The �rst

equation models the probability of starting a conversation when the user has an information need. The second equation

models the probability of continuing the conversation with the system, which is modeled as dependent to the previous

interaction with the system. Note that the second equation does not specify the outcomes of the random variables in

order to consider all possible combinations of the outcomes thereof.

We assume that the probability of continuing the conversation given that the user has not previously queried the

system is equal to 0:

?(!<−1 = ℓ |&<−1 = @) = 0.

For the sake of clarity, we introduce parameters U+ and U− to substitute with the probability of continuing the

conversation given that the user has previously queried the system and the previous returned result was relevant:

?(!<−1 = ℓ |&<−1 = @, �<−1 = 9 ) = U+,

and when the previous returned result was not relevant:

?(!<−1 = ℓ |&<−1 = @, �<−1 = 9 ) = U− .

Both probabilities will be estimated from user logs; Section 5.2 provides more detail. Moreover, when these two Us are

equal, the model is equivalent to that of RBP and sRBP, with U functioning as the persistence parameter ? .

4.2 User Information Gathering

The user’s task is to gather information about a topic by interacting with the conversational system. To describe the

user interaction we use the probabilistic graphical model shown in Figure 4. Given a topic, we de�ne the set of subtopics

the user wants to satisfy as follows:

( = {B1, . . . , B=}.
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We model this by treating each subtopic as a state. To these states we add a start state and an end state, indicating the

initial (B0 = start) and �nal states (B=+1 = end) of the conversation. We de�ne the probability of transitioning to any

state given that we have started the conversation as:

?((< = B1 |(<−1 = B0) = 00,1, ?((< = B2 |(<−1 = B0) = 00,2, . . .

. . . , ?((< = B= |(<−1 = B0) = 00,=, ?((< = B=+1 |(<−1 = B0) = 0.

The �nal probability guarantees that at least one search interaction needs to be performed.

To de�ne the probability of going from subtopic 8 to any other subtopic, including the end state, we use two

approaches. The �rst, called relevance independent (RI), assumes that these probabilities are independent of the relevance

of the system’s answers:

?((< = B1 |(<−1 = B8 ) = 08,1, . . . , ?((< = B= |(<−1 = B8 ) = 08,=, ?((< = B=+1 |(<−1 = B8 ) = 08,=+1,

where 8 ∈ {1, . . . , =}.

Our more advanced relevance dependent (RD) representation assumes that these probabilities depend on the relevance

of the system’s answers and estimates these probabilities conditioned also on relevance:

?((< = B81 |(<−1 = B82 , �<−1 = 9 ), ?((< = B81 |(<−1 = B82 , �<−1 = 9 ),

where 81 ∈ {1, . . . , = + 1} and 82 ∈ {0, . . . , =}.

We indicate the act of sampling a state (subtopic) using these estimations as B ∼ S9,B′ , where 9 represents the

relevance of the previously retrieved document and B ′ is the previous subtopic to which the previously submitted

query belongs to. This last relationship is formalized by the set QB , which indicates the set of queries associated to the

subtopic B . The act of sampling a query is indicated as @ ∼ QB . The relevance of a subtopic to an answer is obtained

using a qrels �le and it is indicated as A ← JB,0 . This modeling gives us the opportunity to also capture a more noisy

concept of relevance, where user factors like agreement, disturbance, and distractions are modeled by sampling using

the probability that 0 is relevant to B .

4.3 Evaluating a Conversation

Based on the user model de�ned above, we now de�ne our proposed evaluation metric Expected Conversation Satisfac-

tion (ECS), which is an expectation over many dialogues simulated o�ine using the two models above. Algorithm 1

shows how we estimate Conversation Satisfaction with a single (simulated) dialogue, given a system and a series of

estimates. Over many trials of this algorithm, we obtain ECS. Later in the paper we will describe how to estimate the

probabilities needed to compute this metric.

Finally, to ensure that the metric is in the range of 0 to 1, we normalize the metric by dividing it by the metric value

for an ideal conversation in which every reply is correct. We call this nECS, and de�ne this metric as:

nECS(2) =
ECS(2)

IECS(2)
.

This is similar to the way many information retrieval metrics such as RBP and ERR are normalized.
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Algorithm 1: Computation of ECS

Input: U+, U−, S, Q, J , system()

Output: score

1 score← 0

2 ?(Q = @)← 1

3 relevant← false

4 subtopic← start

5 subtopic ∼ Srelevant, subtopic
6 while subtopic ̸= end do
7 query ∼ Qsubtopic
8 answer← system(query)

9 relevant← Jsubtopic, answer
10 if relevant then
11 score← score +?(Q = @)

12 ?(Q = @)← U+?(Q = @)

13 else

14 ?(Q = @)← U−?(Q = @)

15 end

16 subtopic ∼ Srelevant, subtopic
17 end

4.4 ECS in Practice

In order to compute ECS in practice, one would need to identify (annotate) the possible subtopics given a topic and

compute the transition probabilities between the di�erent subtopics.

If usage logs of a real conversational system are available, the metric can be computed with respect to one �xed

conversation from the log, and the expected value of the metric could be obtained by averaging across all such

conversations that fall under the same topic. Given a real (non-simulated) conversation, it can be shown that ECS can

be computed as:

ECS(2) =
|2 |
∑

<=1

9 (2<)
<−1
∏

<′=1

(U+ 9 (2<′ ) + U
−(1 − 9 (2<′ ))),

where 9 returns the relevance of the system answer to the user query provided at step<.

Note that this is not generally an option for o�ine evaluation of new systems, as we expect them to retrieve answers

that have not previously been seen in user dialogues, in which case the metric with the simulated dialogues (as described

in Algorithm 1) needs to be used. Similarly, the simulated dialogues also need to be used when there is no access to the

usage logs of a conversational system.

However, such logs are not necessarily always available in practice. In such cases, test collections need to be

constructed in order to estimate the parameters of the model and compute the value of the metric. In the next section we

describe a procedure that can be used to construct such a test collection and show how the parameters of Algorithm 1

can be estimated using such a test collection.
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5 DATA COLLECTION

In this section we describe the work we did to operationalize the framework presented in Section 3 and collect data to

�t the user model presented in Section 4. We created a dataset based on SQuAD [34] for question answering. SQuAD

consists of topics de�ned from manually-chosen Wikipedia pages. Each selected page is broken down by paragraph,

and for each paragraph there are several associated questions that can be answered by that paragraph.

SQuAD is designed for evaluating one-o� question answering, not conversations or dialogues. To simplify the use of

this data, we decided to focus on systems that respond to questions with full paragraphs. This is because the paragraphs

are straightforward to use as a unit of retrieval; we elaborate in Section 5.1 below. For future work we will look at

subdividing paragraphs into smaller units for assessing and retrieval within this framework.

An example paragraph from the SQuAD topic “Harvard University” is as follows:

Established originally by theMassachusetts legislature and soon thereafter named for JohnHarvard (its �rst

benefactor), Harvard is the United States’ oldest institution of higher learning, and the Harvard Corporation

(formally, the President and Fellows of Harvard College) is its �rst chartered corporation. Although never

formally a�liated with any denomination, the early College primarily trained Congregationalist and

Unitarian clergy. Its curriculum and student body were gradually secularized during the 18th century,

and by the 19th century Harvard had emerged as the central cultural establishment among Boston elites.

Following the American Civil War, President Charles W. Eliot’s long tenure (1869–1909) transformed the

college and a�liated professional schools into a modern research university; Harvard was a founding

member of the Association of American Universities in 1900. James Bryant Conant led the university

through the Great Depression and World War II and began to reform the curriculum and liberalize

admissions after the war. The undergraduate college became coeducational after its 1977 merger with

Radcli�e College.

Each of the following questions is provided as part of SQuAD and can be answered by the paragraph above:

(1) What individual is the school named after?

(2) When did the undergraduate program become coeducational?

(3) What was the name of the leader through the Great Depression and World War II?

(4) What organization did Harvard found in 1900?

(5) What president of the university transformed it into a modern research university?

SQuAD also provides questions that cannot be answered by the text. We chose to discard these for this study.

In order to use this data in our framework, we �rst need to de�ne subtopics, then associate questions and paragraphs

with our subtopics. We selected 11 SQuAD topics to use in our study. They are listed in Table 1. For each topic, we

de�ned a set of subtopics by manually examining the SQuAD questions and the original Wikipedia page. We attempted

to develop a set of subtopics that were largely mutually exclusive with one another and that covered most of the

desired information re�ected by the provided questions. Subtopics are represented as short keyphrases with a longer

text description explaining exactly what should and should not be considered relevant to the subtopic. Each topic has

between four and nine subtopics. Table 2 shows some example subtopics and relevant questions from the SQuAD data.

We then manually judged each question in the SQuAD dataset for that topic relevant to one of the de�ned subtopics.

Each question could be relevant to at most one subtopic. Questions that were judged not relevant to any subtopic were

marked nonrelevant and excluded from the study. On average, the ratio of subtopic-relevant questions to topic-relevant

questions is 0.11, that is, each subtopic represents about 11% of the topic’s questions.
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topic subtopics questions paragraphs

harvard university 5 259 29

black death 5 108 23

intergovernmental panel on climate change 6 99 24

private school 12 113 26

geology 6 116 25

economic inequality 6 291 44

immune system 6 214 49

oxygen 9 239 43

normans 4 95 40

amazon rainforest 5 181 21

european union law 11 231 40

Table 1. Eleven topics selected from the S�AD data, with the number of questions and paragraphs contained in S�AD as well as

the number of subtopics we manually developed for each topic.

topic subtopic example question

harvard university harvard facts How many individual libraries make up the main school library?

harvard alumni What famous conductor went to Harvard?

harvard �nances How much more land does the school own in Allston than Cambridge?

harvard academics How many academic units make up the school?

harvard history In what year did Harvard President Joseph Willard die?

economic inequality historical inequality During what time period did income inequality decrease in the United States?

economic theory What does the marginal value added by an economic actor determine?

economists What organization is John Schmitt and Ben Zipperer members of?

current state of inequality In U.S. states, what happens to the life expectancy in less economically equal ones?

causes of inequality Why are there more poor people in the United States and Europe than China?

solutions to the problem Who works to get workers higher compensation?

Table 2. For two of the topics we selected, our subtopics and, for each one, an example question from the S�AD data. Each of these

questions has an accepted answer that can be extracted from a paragraph in the S�AD data for the topic.

Based on these question-subtopic relevance judgments, paragraph relevance could then be automatically assessed by

mapping the relevance of the questions associated with that paragraph. A paragraph could be relevant to zero or more

subtopics, depending on the questions that it answered.

After completing this process, we have �ve of the six components required by the framework:

(1) topics: subject-based Wikipedia articles that have been used in the SQuAD dataset;

(2) subtopics: manually developed based on the SQuAD questions and Wikipedia pages;

(3) user queries: questions from the SQuAD dataset that have been judged relevant to the selected subtopics;

(4) retrievable items: paragraphs from the topical Wikipedia pages;

(5) relevance judgments: obtained from the question-subtopic relevance judgments.

This is enough to evaluate the relevance of paragraphs retrieved in response to the provided user questions. However,

this does not give much more than a standard question-answering system. To evaluate a conversation, we need more:

we need a model of how a user progresses through the conversation based on the responses they are provided with.

The work in Section 4 describes such a model; we now turn to collecting data to �t it.
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5.1 Crowdsourcing Study

In this section we describe a crowdsourcing study to gather user queries and data to �t the user model. We designed

a prototype search system for the SQuAD-derived dataset described above. Users (Mechanical Turk workers), upon

accepting the work, were shown instructions to ask questions on a topic provided to them. They were given an interface

to input questions. The system responded to questions with a paragraph. The user was asked whether the paragraph

is relevant to their question, and to what subtopic their question related. They could end their search at any time, at

which point they were asked to indicate their satisfaction with the session.

Note that this is not meant to re�ect a “real” search scenario. Users in a real search setting would not be asked to

select a subtopic to represent their question. They would likely not be asked about the relevance of each response.

Furthermore, we imposed a strong restriction on the set of candidates that could be retrieved for each question: the

system would only select paragraphs from a small, manually-selected set relevant to the subtopic the user speci�ed.

Clearly this information would not be available to a real search engine. The reason for these decisions is that our goal is

not to evaluate our system with users, but to collect user data for our models described in Section 4.

Here we would like to discuss two important decisions regarding the retrieval of paragraphs in response to user

questions. First, we recognize that full paragraphs (like the one exempli�ed above) would not typically be a retrieval

unit in a real conversational search system. The reason we chose to use full paragraphs regardless is that paragraphs

often touch on several di�erent subtopics or aspects of the topic. Our subtopic-based framework thus makes it possible

to extract more insight into how system responses a�ect user questions than if we had used shorter units of retrieval

such as sentences or passages that only answer the question posed. It is straightforward to use our framework to

evaluate a system that is retrieving shorter passages than a full paragraph; it is primarily a matter of assessing the

relevance of retrieval units to the de�ned subtopics.

Second, our system only retrieves paragraphs from a small, manually-curated set that are known to be relevant to

the query (by the question-subtopic judgments and their mapping to paragraphs). One reason for this is that many

of the paragraphs are di�cult to grasp without the context of other paragraphs in the full document—for example, a

paragraph entirely focused on Radcli�e College has little meaning to a user that does not already know about the 1977

merger of Harvard University and Radcli�e College. Thus we speci�cally selected paragraphs that start new sections or

that can be easily understood without additional context. Furthermore, the paragraphs are selected to be “exemplary”

for the subtopic, so that if the paragraph is relevant to the subtopic, it is easy to understand why and to see why other

paragraphs (that require more context to understand) would be relevant to the same subtopic. We chose the example

paragraph above as being a straightforward introduction to the topic, being relevant to the subtopics “harvard history”

and “harvard academics”, and being exemplary for the former. One hypothesis raised by this paragraph is that users

may next query about academics, since the paragraph alludes to curriculum.

Since there are other candidate paragraphs relevant to one or the other of these example subtopics (“harvard history”

and “harvard academics”), we need a way for the system to select one to respond when given a user query. We use

a simple language-modeling approach, where paragraphs are modeled as a multinomial distribution of terms in the

vocabulary. Here the vocabulary is restricted to the terms used in the topic itself (not the full corpus). As a form of

smoothing, each paragraph is expanded using the terms in the subtopic label, so for example the paragraph above

would be expanded with repetitions of the terms “harvard”, “history”, and “academics”. Additional smoothing is done

using Dirichlet priors based on the prevalence of terms in all of the paragraphs relevant to the subtopic, plus all terms
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in the topic. When a user enters a query and its subtopic, the relevant paragraphs are scored with this language model,

and the top-scoring paragraph is selected for retrieval.

Our users were Amazon MTurk workers. The HIT they had to complete involved completing a dialogue for one topic.

They were free to do as many HITs as they wished. In all, we collected 207 dialogues from 220 unique workers. The

average length of a dialogue was 5.43 turns. Users marked 816 out of 1123 responses relevant, and indicated satisfaction

with 72% percent of their sessions.

Since we speci�cally restricted retrieval to relevant paragraphs, why were nearly 30% marked nonrelevant? The

explanation boils down to disagreements between users and ourselves about the meaning of the subtopic labels as well

as the relevance of paragraphs to those labels. We trust that the users know best, so for the remainder of the study we

use the user-assessed judgments rather than the subtopic-question judgments.

5.2 Subtopic Transitions

The �nal component of the framework is the transition probabilities between subtopics in a topic. We compute these

from the user data collected as described above. We use a simple Bayesian prior and updating approach. Since a

relevance-independent (RI) transition probability ?((< = B 9 |(<−1 = B8 ) is multinomial, we initially assume a Dirichlet

prior with equal-valued parameters 00,8 , . . . , 0 9,8 , . . . , 0=+1,8 , resulting in a uniform posterior. Each time we observe a

transition from B8 to B 9 in a user dialogue, we simply increment the prior parameter 0 9,8 by one, causing the posterior

probability to increase.

For the relevance-dependent (RD) model, we use a very similar approach. The only di�erence is that we additionally

condition each multinomial distribution on the user-assessed relevance of the answer received at turn<.

6 RESULTS AND ANALYSIS

In this section we use the experiment data from above to analyze our ability to perform reliable, reproducible o�ine

evaluation of conversational search. As we wrote in Section 3, our research questions are:

RQ1 Does a simulation-based o�ine evaluation accurately capture user satisfaction?

RQ2 Is our ECS metric a better �t to user behavior than other metrics for conversational search evaluation?

RQ3 Can our framework detect di�erences in e�ectiveness in conversational search systems?

The data we use to investigate these questions is as follows:

(1) Users’ self-reported satisfaction in their search, as described in Section 5.1.

(2) Three evaluation metrics computed for the recorded user dialogues (not simulated):

(a) Precision (P), the proportion of correct answers in the dialogue;

(b) Rank-biased precision (RBP), a geometric-weighted version of precision;

(c) Expected conversation satisfaction (ECS), the measure we propose in Section 4.

(3) The same three evaluation metrics averaged over # simulated dialogues generated using Alg. 1.

(4) A candidate conversational search system based on language modeling.

We will answer the research questions by showing that:

RQ1 The metrics computed over simulated dialogues (item 3) all correlate well with user satisfaction (item 1).

RQ2 ECS correlates better with user satisfaction and �ts user querying behavior better than the other metrics, with

both non-simulated (item 2) and simulated (item 3) data.

RQ3 As system (item 4) e�ectiveness decreases in a controlled way, ECS decreases in an expected pattern.
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Sim. Parameters ln(TSE) ln(TAE) KLD

P
RI -2.1201 0.5277 2.1544

RD -2.0980 0.5572 2.3984

RBP
RI U = 0.79 -5.2268 -1.3926 0.0734

RD U = 0.79 -5.2268 -1.3926 0.0734

ECS
RI U+ = 0.82, U− = 0.70 -5.2617 -1.4062 0.0718

RD U+ = 0.85, U− = 0.64 -5.2774 -1.4174 0.0706

Table 3. Model parameters and errors.

Sim. Parameters g d A

P
RI 0.3963 0.4184 0.4659

RD 0.6606† 0.8200† 0.8577†

RBP
RI U = 0.79 0.3963 0.4184 0.4660

RD U = 0.79 0.6606† 0.8200† 0.8389†

ECS
RI U+ = 0.82, U− = 0.70 0.3963 0.4184 0.4515

RD U+ = 0.85, U− = 0.64 0.6972† 0.8383† 0.8492†

Table 4. Correlations (Kendall’s g , Spearman’s d , and Pearson’s A ) between self-reported user satisfaction and metric values (with

two di�erent dialogue simulation models over 100,000 trials per topic).

6.1 Results

We �rst investigate correlation between conversational evaluation metrics and self-reported user satisfaction. The

primary results are based on simulating dialogues using Algorithm 1 with subtopics sampled according to one of two

approaches described in Section 4: relevance independent (RI) transitions between subtopics, and relevance dependent

(RD) transitions. For each topic, we simulate 100,000 dialogues with the candidate system and compute the three metrics

for each, averaging over dialogues to obtain an expected value for the topic. We estimate expected satisfaction with a

topic by averaging the binary user-reported satisfaction responses. We then compute correlations between one of the

metrics and the expected satisfaction values.

In order to compute RBP and ECS, we �rst need to optimize the parameters of the metrics. To set the parameters we

performed a simple grid search to minimize total square error (TSE) between ?(&<) as estimated by their user models

and the actual probability of a user reaching the<th turn in a dialogue. In Table 3 we show the model hyperparameters

obtained by optimizing the �t of the model. In the table we also report the best achieved TSE (as well as corresponding

total absolute error (TAE) and KL-divergence) between these two quantities for simulations based on all three metrics,

as well as the two types of transitions (RI and RD). As it can be seen, the two variants of ECS tend to achieve lower

modeling error compared to the other metrics.

Once the model parameters are computed, we can now compute the correlations between the di�erent metrics and

user satisfaction labels obtained from our participants. Table 4 shows results for three di�erent correlation coe�cients:

Kendall’s g rank correlation, based on ranking topics by expected satisfaction across all our participants and counting

the number of pairwise swaps needed to reach the ranking by the metric; Spearman’s d rank correlation, a linear

correlation on rank positions; and Pearson’s A linear correlation between the numeric values themselves. All three

correlation coe�cients range from −1 to 1, with 0 indicating a random relationship between the two rankings. A metric
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Parameters ln(TSE) ln(TAE) KLD

P -2.7129 -0.1005 0.5317

RBP U = 0.80 -5.3199 -1.5106 0.0496

ECS U+ = 1.00, U− = 0.53 -7.5696 -2.6574 0.0054

Table 5. Model parameters and errors for the non-simulated case.

Parameters g d A

P 0.6972† 0.8383† 0.9178†

RBP ? = 0.80 0.7340† 0.8611† 0.8952†

ECS U+ = 1.00, U− = 0.53 0.7340† 0.8702† 0.9088†

Table 6. Correlations between self-reported user satisfaction and metrics computed on real sessions.

that consistently scores higher on topics for which users self-report higher satisfaction, and vice-versa, will have a

higher correlation.

The maximum reported correlations in this table are very strong (and statistically signi�cant) correlations, showing

that indeed our simulation-based framework can accurately capture user satisfaction, supporting a positive answer

to RQ1. Note that the simulation using relevance-dependent transition probabilities correlates far better than the

simulation using relevance-independent transition probabilities. This suggests that it is the case that users adjust their

questions in response to system answers, and an evaluation that fails to model this fails to model user satisfaction well.

Table 3 and Table 4 together demonstrate the strength of ECS as a metric: it achieves lower modeling error and

better correlations than the other two metrics (apart from the higher linear correlation that precision achieves). This

supports a positive answer to RQ2, that ECS is a better �t to user behavior than other metrics. The di�erences are

small but consistent, suggesting a real e�ect, though we must note that sample sizes are too small to detect statistical

signi�cances in the di�erences of the closest results. We leave tests with larger datasets for future work.

To investigate correlations and model errors in more depth, consider Tables 5 and 6. These tables are similar to

Tables 3 and 4, but take as input a single real user dialogue—they are based on no simulation. They are thus not re�ective

of o�ine evaluation scenarios for which real dialogues do not exist. But they could be thought of as a sort of ceiling (or

�oor) for the correlation (or model error, respectively). Our RD simulation achieves correlations very close to those

reported in Table 6, suggesting that not only is it a good model of user satisfaction, it is approaching the best possible

performance for any model based on the same assumptions. Furthermore, the errors are substantially lower than with

simulated data. These tables reinforce RQ1, supporting the idea that simulation is an acceptable substitute for real user

dialogues, as well as RQ2, in that ECS �ts user behavior better than either P or RBP on real user dialogues.

Finally, to answer RQ3, we simulated “real” retrieval systems by degrading the one used by our users. These systems

were progressively more likely to return irrelevant answers, by adding additional paragraphs to the candidate sets

for each subtopic. Recall that the system users used would only retrieve responses relevant to the subtopic. The same

system degraded to by 10% could potentially retrieve an additional 10% of the full corpus of paragraphs, introducing

much more possibility for error in retrieval results. These additional answers would be both irrelevant to users, and also

redirect the dialogue in unexpected ways, thus testing both the ability of the metric to measure degraded performance

as well as the ability of the simulation to respond to such degradation. Figure 5 shows the result. As noise (irrelevant

responses) increases, e�ectiveness drops precipitously. This supports a positive answer to RQ3.
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Fig. 5. ECS computed across all topics (over 10,000 trials per topic) varying the system noise, from 0%, where only the relevant

answers to each subtopic can be retrieved, to 100% where any answer in the dataset can be retrieved.

Fig. 6. Comparison of estimated % (&< ) = < in relevant-dependent simulations (over 100,000 trials per topic) vs. observed user

behavior.

?(of querying the same subtopic at step< | the answer was relevant at step< − 1) 0.121

?(of querying the same subtopic at step< | the answer was nonrelevant at step< − 1) 0.340

?(of querying the another subtopic at step< | the answer was relevant at step< − 1)) 0.879

?(of querying the another subtopic at step< | the answer was nonrelevant at step< − 1) 0.660

Table 7. Marginal probabilities computed on the observed conversations.
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Fig. 7. Transition probability tables for the ‘Harvard University’ topic. This topic has 5 sub-topics. B0 is the initial state and B6 is

the end state. On the le� we have the RI case, on the center and the right we have the RD case: the first is when the answer is not

relevant the second when the answer is relevant.

6.2 Additional Analysis

6.2.1 Modeling errors. Table 3 above summarized model errors. Figure 6 illustrates the errors in a more granular way,

showing how well the user model �ts the observed user data, speci�cally in terms of the probability of a user reaching

turn< in a dialogue. Note that RBP and ECS are about equal; which is also re�ected in Table 3.

6.2.2 Conditional transition probabilities. Table 7 reports some marginal conditional probabilities from our user

experiment. In particular, users are more likely to switch to a di�erent subtopic if they have just seen a response relevant

to their current subtopic than if they have not. As well, users are more likely to ask about the same subtopic if the

answer is not relevant than if it is. This shows that the system’s answers do in�uence user behavior, as we argued in

Section 3.

Figure 7 shows examples of empirical subtopic transition probabilities for the “Harvard University” topic with �ve

subtopics, plus the start and end states B0 and B6. Each row contains the probability of transitioning from the state

indicated by the row label to the state indicated by the column label. The �rst matrix is used in the RI case, while

the second and third matrices are used in the RD case; the second is conditional on non-relevance while the third is

conditional on relevance.

We make some observations based on these �gures. The �rst is fairly uniform: when transitions are not based on

relevance of responses, the simulation produces no strong tendency to move in any particular way through the subtopic

graph. The second is quite sparse: when users are provided with answers that they do not �nd relevant (recall that we

asked users to indicate relevance as well, and despite the system retrieving from a subset of relevant paragraphs, users

could disagree) there are typically only a few options they take. In some cases (B2, B3, and B5), they are likely to issue

another query on the same subtopic. In one case (B1) they give up immediately. The chance of switching subtopics for

this topic is relatively low, as we saw in aggregate in Table 7. The third is interesting in that the diagonal is all zeros:

users never follow up a relevant answer on one subtopic with another question on the same subtopic. This demonstrates

part of our original motivation for the work, that users questions are dependent on system responses.

7 CONCLUSION

We have introduced a novel approach for o�ine reproducible evaluation of conversational search systems. Our approach

models user queries and system responses with subtopics, an idea from novelty and diversity search evaluation. We
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propose a metric based on simulating users transitioning between subtopics in the course of a dialogue. Our simulation-

based methodology correlates strongly with user satisfaction, and our metric correlates better than others.

Our approach has limitations. The label “conversational search” could be applied to a wide variety of problems and

search scenarios, and like any class of search problems, it is unlikely there is any one-size-�ts-all solution to evaluation

for all possible settings. Ours is ideal for settings with relatively complex information needs that cannot be answered

in a single turn, but that do have factual answers; for which the desired information can be represented by a �nite

set of discrete subtopics; for which information returned for one query may in�uence future queries; and when the

information returned is relatively long-form (sentence or paragraph length).

The proposed approach considers only conversational systems where the main initiative is provided by the user. In

fact, the notion of persistence is only modeled from the user perspective, that is the only one who decides when the

interaction should stop. In mixed-initiative conversational systems, where the initiative is also taken by the system,

the system could also decide when to stop the interaction. Hence, a possible extension of this approach could be the

introduction of a system’s persistence similar to the concept of user’s persistence. This would be in line with the notion

of pro-activity of conversational search systems as suggested by Trippas et al. [40].

We cannot infer from the collected data if a user found a paragraph relevant to the rest of the subtopics. This is

because in the crowdsourcing experiment we only asked users to indicate if a document is relevant to the submitted

query to which a subtopic is associated. Therefore we can only be certain about the relevance of the retrieved paragraph

to the queried subtopic. This limitation, although makes the crowdsourcing task more realistic, does not allow us to

make stronger assumptions about to which subtopics the user has already been exposed in previous interactions with

the system.

Nevertheless, an o�ine evaluation framework that accurately captures user satisfaction, that can address the problem

of dialogues with new systems taking turns that are not seen in online systems, that is fully reproducible, and that is

relatively straightforward to implement will be an invaluable tool for developers of conversational search systems. As

our immediate next step, we intend to implement our framework to train and test real conversational search systems.
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