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Abstract

Computational tools are widely used for interpreting variants detected in sequencing proj-

ects. The choice of these tools is critical for reliable variant impact interpretation for precision

medicine and should be based on systematic performance assessment. The performance

of the methods varies widely in different performance assessments, for example due to the

contents and sizes of test datasets. To address this issue, we obtained 63,160 common

amino acid substitutions (allele frequency�1% and <25%) from the Exome Aggregation

Consortium (ExAC) database, which contains variants from 60,706 genomes or exomes.

We evaluated the specificity, the capability to detect benign variants, for 10 variant interpre-

tation tools. In addition to overall specificity of the tools, we tested their performance for vari-

ants in six geographical populations. PON-P2 had the best performance (95.5%) followed

by FATHMM (86.4%) and VEST (83.5%). While these tools had excellent performance,

the poorest method predicted more than one third of the benign variants to be disease-caus-

ing. The results allow choosing reliable methods for benign variant interpretation, for both

research and clinical purposes, as well as provide a benchmark for method developers.

Author summary

In precision/personalized medicine of many conditions it is essential to investigate indi-

vidual’s genome. Interpretation of the observed variation (mutation) sets is feasible only

with computational approaches. We assessed the performance of variant pathogenicity/

tolerance prediction programs on benign variants. Variants were obtained from high-

quality ExAC database and selected to have minor allele frequency between 1 and 25%.

We obtained 63,160 such cases and investigated 10 widely used predictors. Specificities of

the methods showed large differences, from 64 to 96%, thus users of these methods have

to be careful when choosing the one(s) they will use. We investigated further the perfor-

mances on different populations, allele frequencies, separately for males and females,

chromosome wise and for population unique and non-unique variants. The ranking of

the tools remained the same in all these scenarios, i.e. the best methods were the best irre-

spective on how the data was filtered and grouped. This is to our knowledge the first large

scale evaluation of method performance on benign variants.
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Introduction

Next Generation Sequencing (NGS) is widely used in clinical diagnosis as well as in population

genetics to investigate patterns of genetic variants in healthy individuals. The large numbers

of variants, millions per genome in comparison to reference sequences, pose challenges for

detecting disease-causing variants. There are on average about 10,000 variants per genome

that cause amino acid substitutions [1]. Several databases enable annotation of disease rele-

vance of variants and frequencies among healthy individuals. These include numerous locus

specific variation databases (LSDBs) that are curated by experts in the genes and diseases.

While LSDBs typically concentrate on individual genes and proteins or diseases, the general

databases have much wider scope such as ClinVar [2], Online Mendelian Inheritance in Man

(OMIM) [3] and the UniProt Knowledgebase (UniProtKB) [4].

The most harmful variants confer adverse impacts and reduce the fitness of the carrier, and

are therefore selected against and removed from the population. On the other hand, the benign

variants are tolerated and are inherited through the generations. Therefore, variants occurring

at high frequencies in a population are likely benign. Information for variants and their frequen-

cies in various populations are available e.g. in the database of short genetic variations (dbSNP)

[5], the 1000 Genomes Project [6], the Exome Sequencing Project (ESP) Exome Variant Server

(EVS) [7], and recently in the Exome Aggregation Consortium (ExAC) database [8]. These

resources are widely used to filter out likely benign variants as well as for training and testing

computational tools. Variants with allele frequencies (AFs)�1% are generally assumed to be

benign, assumption widely used by e.g. predictor developers [9–12]. There are some exceptions

e.g. in late onset diseases or due to incomplete penetrance. We are not aware of reliable esti-

mates of such cases. Sickle cell anemia-causing E6V substitution in β-globin is probably the best

known example. The number of such cases is so low that it does not affect results based on large

scale studies, as in here. Most variants in these databases are rare, for example in the ExAC data-

base, 99% of the variants have AF below 1% [8], and have unknown clinical relevance.

Prediction tools are instrumental for variant effect interpretation in personalized and preci-

sion medicine since experimental methods cannot deal with the amounts of variation data

generated in sequencing projects. The American College of Medical Genetics and Genomics

(ACMG) and the European Society of Human Genetics (ESHG) guidelines recommend using

computational predictions as one of several lines of evidence for variant interpretation [13,

14]. Similarly, the joint consensus recommendation for the interpretation of variants in cancer

by the Association for Molecular Pathology, American Society of Clinical Oncology, and Col-

lege of American Pathologists include the use of computational predictions [15].

Numerous computational tools based on different principles have been developed to pre-

dict the tolerance and pathogenicity of genetic variants [16–19]. The performance of these

tools varies widely [16, 20–23]. Even a minor difference in the performance leads to misinter-

pretation of large numbers of variants in genome or exome-wide scale. Hence, the choice of

the tools is critical for reliable variant interpretation. The assessment of method performance

requires benchmark datasets with known outcomes. In this field, such datasets are available at

VariBench [24] and VariSNP [25]. Further, the assessment has to be made in a systematic way

and reporting the full performance of the analyzed methods [26, 27], which unfortunately is

often not the case, especially for commercial products [28]. In addition to pathogenicity/toler-

ance method assessment, the performance of some other predictor classes have been assessed

including alternative splicing [29, 30], protein stability [31, 32], protein solubility [33], and

protein localization [34].

A comprehensive predictor assessment requires a benchmark with both positive (showing

the effect) and negative (not having an effect) variants. Here, we tested the predictor specificity

How good are pathogenicity predictors in detecting benign variants?

PLOSComputational Biology | https://doi.org/10.1371/journal.pcbi.1006481 February 11, 2019 2 / 17

https://doi.org/10.1371/journal.pcbi.1006481


i.e. the capability to recognize variants not having phenotypic effect using the largest available

dataset of likely benign variants. Recently, the ExAC database that has been carefully curated

and contains quality-controlled data for altogether 60,706 exomes was released [8]. The data-

base contains the overall frequencies of variations across all the individuals as well as the fre-

quencies for several populations. We obtained the common variants from the ExAC database

and identified those leading to amino acid substitutions (AASs). In total, 63,160 AASs had AF

�1% and<25% in at least one of the cohorts in the dataset. These AASs are widely considered

as benign and therefore were used to assess the performance of the prediction tools. We inves-

tigated the performance of 10 widely used prediction methods and found that the best tools

are excellent while some others have poor performance.

Materials andmethods

Variation data

The variation data were obtained from the ExAC database (release 0.3.1) [8] in a Variant Call

Format (VCF) file. We identified the variants leading to amino acid substitutions (AASs) by

using the annotations from the Variant Effect Predictor (VEP) [35] included in the down-

loaded VCF file. The amino acid substitutions were further filtered by using the AFs in the

whole dataset as well as in different populations. The VCF file contained AFs for various data-

sets and populations. The adjusted AF (AF for all individuals with genotype quality (GQ)�20

and depth (DP)�10) as well as the AFs in all geographical populations (African, American,

East Asian, Finnish, non-Finnish European, South Asian, and Other) were used in the analysis.

In addition, we defined the AFs for variants in males and females. Variants having AFs�1%

and<25% in any of the 9 populations were included to the study. We set an upper threshold

of AF to 25%, so that the AFs represented the minor alleles. If the four nucleotides have a ran-

dom distribution in a position, a minor allele cannot have a frequency>25% without becom-

ing the major allele. In total, there are 63,197 variants that meet these criteria. The dataset is

available at VariBench (http://structure.bmc.lu.se/VariBench/exac_aas.php).

Computational predictions

The predictions were obtained from the dbNSFP database (version 3.2a) [36] for several tools.

The database contains annotations and predictions for all potential single nucleotide substitu-

tion-caused AASs. We obtained the predictions for Combined Annotation Dependent Deple-

tion (CADD) [37], Functional Analysis through Hidden Markov Models (FATHMM) [38],

Likelihood Ratio Test (LRT) [39], MutationAssessor [40], MetaLR [9], MetaSVM [9], Muta-

tionTaster2 [41], Polymorphism Phenotyping v2 (PolyPhen-2) [42], Protein Variation Effect

Analyzer (PROVEAN) [43], Sorting Intolerant From Tolerant (SIFT) [44], and Variant Effect

Scoring Tool (VEST) [45]. If there were multiple predictions for a variant from the same tool,

we took the most frequent classification. If two classes were equally frequent, then the classifi-

cation was considered as ambiguous. In addition, we obtained predictions for PON-P2 [22] by

using the tool’s Application Programming Interface (API).

Training datasets

Training datasets were obtained for FATHMM, MetaLR, MetaSVM, PolyPhen-2, VEST, and

PON-P2 and cases in them were excluded from assessment of those tools. Since no variations

were left for Meta-LR and Meta-SVM after excluding the training data, we could not evaluate

these methods.
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Common variants

Variants with AF�1% and<25% in a specific population are considered as common for that

population. This criterion was used to obtain 10 subsets of variation data (Adj, AFR, AMR,

EAS, FIN, NFE, SAS, OTH, MALE, and FEMALE). For the six geographical populations: Afri-

can/African American (AFR), Latino (AMR), East Asian (EAS), Finnish (FIN), Non-Finnish

European (NFE), and South Asian (SAS), the datasets were further partitioned into popula-

tion-specific unique and non-unique datasets. The unique dataset contains variants with AF

�1% and<25% in the specific population but<1% in all other populations and the non-

unique dataset consists of the remaining variants. For example, the variants with AF�1% and

<25% in AFR population are indicated as common variants for AFR population. From those,

the variants with AF<1% in all the five other geographical populations are unique variants for

the AFR population. The remaining common variants in the AFR population are non-unique

variants.

To exclude misclassified pathogenic variants in the dataset filtered with the AF threshold,

we obtained from ClinVar all the 24,232 variants that lead to AASs and were annotated as

pathogenic or likely pathogenic (13 July 2018) [2]. There were 37 variants which had AF�1%

and<25%, some of which had been used for predictor training: FATHMM (14 variants),

PON-P2 (14), PolyPhen-2 (4), and VEST (6). The reason at least for some of these variants to

be included into the training datasets is that more data may have accumulated to reclassify var-

iants after the methods were trained.

Performance comparison

Except for CADD and VEST, the investigated methods classify the variants into harmful and

benign. We used these classifications for the method performance assessment. For CADD, we

classified the variants based on the phred-like score with a cutoff 20, below which the variants

were classified as benign and otherwise harmful, as suggested by the authors. For VEST, we

classified the variants based on the VEST score with a cut-off 0.5, below which the variants

were classified as benign and otherwise harmful. The terms deleterious, damaging, probably

damaging, possibly damaging, disease-causing, functional, and pathogenic were all considered

to be harmful and the terms tolerated, benign, neutral, non-functional, and polymorphism were

all considered to be benign. MutationTaster2 provides automatic annotations for harmful and

benign variants based on annotations in variation databases and predicts the impacts for oth-

ers. In this study, the automatic annotations of MutationTaster2 were excluded to test the

actual prediction capability of the tool. PON-P2 and LRT classify variants into three classes,

the third class being variants of unknown significance. The variants classified as unknown

were excluded.

Several measures are needed to describe the overall performance of prediction methods [26,

27]. Since we investigated only one type of variants, the benign ones, it was possible to calculate

only a single measure, the specificity. Specificity is the proportion of correctly predicted benign

variants,

Specificity ¼
Number of predicted benign variants

Total number of predicted variant effects ðharmful or benignÞ
:

The scores can be multiplied by 100 to show results in percentages.
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Results

Specificity of tolerance predictors

To assess the quality of variant pathogenicity/tolerance prediction methods we collected from

the ExAC database all variants that had AF�1% and<25%. Because of their high frequency,

these variants are usually considered to be neutral and were used in here to assess the specific-

ity of prediction methods. We tested whether 10 widely used methods having different back-

ground and design principles showed differences in their performance for benign variants.

The predictions for 9 tools were collected from the dbNSFP database [36]. For PON-P2 [22],

we run the predictions using the Application Programming Interface.

We could not evaluate four tools MetaLR [9], MetaSVM [9], M-CAP [46], and REVEL [11].

MetaLR and MetaSVM are meta predictors, after excluding the training datasets of their con-

stituent tools no variants were left for evaluation. REVEL has been trained with several datasets

including Exome Sequencing Project and The 1000 Genomes project that form a substantial

part of the ExAC dataset that we used for testing. Thus, analysis of the performance with ExAC

data would introduce circularity and not indicate true performance, instead denote how well

the methods have learned the training data. M-CAP is aimed for rare variants, therefore pre-

dictions for common variants were not available and the method performance could not be

assessed.

The tools are based on different principles and include those based on evolutionary infor-

mation only, LRT [39], PROVEAN [43], and SIFT [44], and those combining different types

of features, CADD [37], FATHMM [38], MutationAssessor [40], MutationTaster2 [47], Poly-

Phen2 [42], PON-P2 [48], and VEST [45]. Most of the investigated tools have been trained

with known disease-causing and benign variants. The methods that use only sequence conser-

vation information have not been trained. If variants used for training are used for assessing

the methods, the obtained performance measures are likely inflated [20, 26, 49]. Hence, we

excluded the training datasets for FATHMM, PON-P2, PolyPhen-2, and VEST. The remaining

tools were either not trained or the training datasets were not available.

All the tested tools classify variants into pathogenic and benign classes except for CADD

and VEST. CADD predicts a continuous phred-like score that ranges from 1 to 99, higher val-

ues indicating more deleterious cases. The score for VEST indicates benign when 0 and patho-

genic when 1. For CADD we used the highest phred-like score cutoff recommended by the

authors i.e. 20. For VEST, we classified the variants into two classes using VEST score cutoff

of 0.5. To evaluate usability of the CADD and VEST cutoffs, we analyzed the sensitivities and

specificities of the tools at different cutoffs which showed that the optimal VEST score cutoff is

between 0.45 and 0.5 and phred-like score cutoff is between 20 and 25 (S1A and S1B Fig).

The performances of some of these tools have been assessed previously several times, how-

ever not with this kind of high-quality and large dataset for benign variants. It is important

both in research and clinical practice to be able to sort out variants that have no relevance for

the condition under investigation. The specificities of the methods range from 0.63 for SIFT

and 0.64 for MutationTaster2 to 0.96 for PON-P2 (Table 1). FATHMM and VEST have the

second and third highest performance i.e. 0.86 and 0.84, respectively. It should be noted that

variants are classified into three classes by PON-P2 and two classes by FATHMM, and VEST,

and CADD does not group variants into pathogenic and benign categories, instead predicts

continuous probabilities. For VEST, we classified the variants into two classes using a cutoff of

0.5. The methods that use evolutionary data only are towards the end of the list (Table 1).

Their specificities are 0.724 for LRT, 0.774 for PROVEAN and 0.634 for SIFT. Machine learn-

ing methods populate both ends of specificity spectrum. PON-P2, FATHMM and VEST have

the highest scores while the specificities for MutationTaster2 and CADD are 0.640 and 0.643,
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respectively. It is not possible to draw definitive conclusions from the ways methods have been

implemented, except saying that machine learning methods can reach much higher specifici-

ties in the best installations.

To systematically assess the performance of prediction tools, it would be important to

include both pathogenic and benign variants. However, since there is no dataset of patho-

genic variants that has not been used for training any of the tools, we could not perform a

similar analysis for the pathogenic variants. Therefore, we used a small set of pathogenic

and likely pathogenic variants from ClinVar to compare sensitivities of the tools side by

side with the specificities (S1C Fig). Since we could not filter out variants used for training

of all the tools, we did not do this for any of the methods. High sensitivities indicate that the

tools with high specificities are not overfitted towards predicting all the variants as benign.

Apart from that, we do not recommend to use the sensitivity scores presented here as reli-

able estimates of performance. S1D Fig shows almost identical results to those in S1C Fig

when the ClinVar variants were evaluated together with the variants predicted by all the

methods.

PON-P2 had the highest proportion of unclassified variants, however with far better speci-

ficity compared to the other tools (Fig 1 and Table 1). The end users have to decide what is

most relevant for them—large coverage with additional false positives or lower coverage but

highly reliable predictions. One percent difference in specificity means>100 false positives

more or less per exome, thus the differences accumulate very fast.

Table 1. Specificities of variant interpretation tools.

All variants (n = 63,197)a Variants predicted by all tools (n = 7,268)b

Tools VUSc Benign Harmful Specificity Benign Harmful Specificity

PON-P2d 21,373 34,529 1,626 0.955 6655 613 0.916

VESTd,e 1,168 22,614 4,480 0.835 5984 1284 0.823

FATHMMd 5,531 43,005 6,766 0.864 6287 981 0.865

PROVEAN 3,908 45,868 13,421 0.774 5712 1556 0.786

PPH2d,f 6,386 37,124 13,602 0.732 5404 1864 0.744

LRT 19,333 31,736 12,128 0.724 5465 1803 0.752

MA 8,044 39,493 15,660 0.716 5306 1962 0.730

CADDg 0 40,659 22,538 0.643 4539 2729 0.625

SIFT 5,099 36,808 21,290 0.634 4868 2400 0.670

MT2h 15,313 30,632 17,252 0.640 4764 2504 0.655

aAll variants having AF> = 1% and<25% in at least one population and not present in the training dataset for the method. After excluding cases in the training datasets,

the total number of variants was 57,528 for PON-P2, 28,262 for VEST, 55,302 for FATHMM, and 57,112 for PPH2.
bVariants classified as benign or harmful. Variants present in training dataset of any of the tools were excluded. All variants that were automatically annotated without

making predictions were excluded.
cVariants for which the predictions were not available, were ambiguous, or were predicted to have unknown significance.
dVariants present in the training datasets were excluded.
eVariants were not classified into benign and harmful by the program. A cutoff of 0.5 was used so that variants with score greater than or equal to 0.5 were classified as

harmful, otherwise benign.
fHumVar version of PolyPhen-2 was used as the performance was higher than for HumDiv version.
gVariants were not classified into benign and harmful by the program. A cutoff of 20 was used so that variants with score greater than or equal to 20 were grouped as

harmful and otherwise benign. The authors have recommended a cutoff ranging from 10 to 20. The highest cutoff was used so that the highest possible specificity was

obtained.
hVariants that were automatically detected to be harmful or benign were not included in the classified cases as they are not real predictions by the tool, instead

annotations based on known data.

https://doi.org/10.1371/journal.pcbi.1006481.t001
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To compare the performance of tools on the same set of variants, we computed the specific-

ities of the tools on variants for which all tools made predictions (Table 1). The scores are

somewhat different for all the methods and that is normal for different test datasets. The largest

difference is seen for PON-P2, however, it is still the best predictor also on this dataset. The

number of variants predicted by all the tools, 7,268, is only 11.5% of the total number of cases.

There are various reasons for differences in coverage, some data items may be missing,

some sequences are unique for human and may therefore not be evaluated, etc. All the meth-

ods have their limitations. Comparison of both the sets in Table 1 shows that the ranking

order of the methods remains practically the same. The major differences are that FATHMM

has higher specificity than VEST, and CADD has the lowest specificity of all, for the variants

that all the tools can predict. The other analyses are reported for all the variants that each

method predicted to cover as many variants as possible.

Next we investigated whether the differences in specificities could be due to certain types of

variations or whether they were due to differences in the methods. To assess the performance

of tools for variants with different AFs, we divided the dataset into groups based on adjusted

AF on the whole dataset. The predictor performance is higher for variants with higher AFs

for all the tools (Fig 1). The specificity differences between the AF bins are the smallest for

PON-P2 and FATHMMwhile several other methods, including CADD, LRT, PolyPhen, SIFT

and VEST, had very strong correlation between specificity score and allele frequency.

As mentioned above, 1% difference in specificity means a difference of over 100 false

classifications in an exome. Since the dataset is so large even a small difference in specificity is

statistically significant. Results for Fisher exact tests between the pairs of tools show that the

differences are significant for all variants (S2A Fig) as well as for variants predicted by all the

tools (S2B Fig). The tools with similar performances have high p-value (low negative logarithm

of p-value). CADD, SIFT and MT2 form one group where the results are somewhat similar,

PolyPhen2, LRT and MutationAssessor form another group, The rest of the tools have signifi-

cantly different performances for all variants, VEST, FATHMM and PROVEAN have similar

Fig 1. Performance of variant tolerance predictors. Specificities of 10 prediction tools for variants with different AFs. The black horizontal line indicates
performance for all variants (AF�1% and<25%). The variants with AF<1% have low AF in the whole dataset but have higher AF in at least one of the
populations. MA, MutationAssessor; MT2, MutationTaster2; PPH2, PolyPhen-2.

https://doi.org/10.1371/journal.pcbi.1006481.g001
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performances. The differences are large as the p value scale ranges from 1 to 10−16. Thus, prac-

tically all the differences are statistically highly significant.

Population-specific performance

ExAC database contains information for the genetic ancestry of the individuals. Thus, in addi-

tion to the general performance, we were able to analyze also ancestry-based assessment. The

same three tools, i.e. PON-P2, FATHMM, and VEST, showed the highest specificities also

on the data for the ancestry groups (called for populations hereafter) (Fig 2). The methods,

however, show somewhat different performances for different populations. PON-P2 and

FATHMM have small performance differences between the populations, 2 and 1%, respec-

tively, while VEST has bigger performance differences, 11% between FIN and AFR. Interest-

ingly, all the tools have the lowest specificity for the Finnish population. This is presumably

because the small, and in the past rather closed population passed through a narrow bottleneck

some 300 years ago during which certain unique alleles were highly enriched.

We analyzed whether the differences in specificities in the populations were due to the dif-

ferences in the percentages of variants predicted as unknown (S1 Table). The percentages of

the predicted unknown variants for most tools are similar across all populations except for the

Finnish population. Most tools, except for PON-P2, have the lowest percentage of variants that

could not be predicted for the Finnish population. On the other hand, PON-P2 has slightly

higher percentage of unknown variants in Finnish population. The difference in performance

between the populations is much bigger than the difference in the percentage of unknown

variants.

Next, we identified population-specific common variants which have AF�1% and<25%

in one population but have AF<1% in all the other populations. These are referred to as

population-specific unique variants and the remaining variants for the population are

referred to as non-unique variants. The proportions of unique variants vary in the popula-

tions, ranging from 6.8% in European population (excluding Finnish) to 62.4% in the

Fig 2. Performance of variant tolerance predictors for variants in ethnic groups. Specificities of prediction tools for common variants (AF�1% and<25%) in
different populations. AFR, African; AMR, American; EAS, East Asian; FIN, Finnish; NFE, Non-Finnish European; OTH, Other; SAS, South Asian; MA,
MutationAssessor; MT2, MutationTaster2; PPH2, PolyPhen-2.

https://doi.org/10.1371/journal.pcbi.1006481.g002
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African population (S2 Table). Humans have their origin in Africa and it is well known that

the African population has the highest variation as most variants are recent, see e.g. [50]. The

tools showed lower specificities for the unique variants than for the non-unique variants in

the populations (Fig 3A). The lowest performance is seen for the unique variants in the Finn-

ish population.

Performance differences vary largely depending on the tools and the populations. The per-

formance differences between the unique and non-unique variants are the lowest in the Afri-

can population (0.6–3.5%) and the highest in the Finnish population (3.2–12.1%) (S3 Table).

With respect to the tools, the differences for unique variants are the lowest for FATHMM

(ranging from 1.3 to 4.1%) and PON-P2 (ranging from 1.2 to 8.0%) and the largest for Muta-

tionTaster2 (18.4%), VEST (16.4%) and LRT (14.9%). The differences for the unique and non-

unique variants in each population are visualized in Fig 3A. The differences are the smallest

for FATHMM and PROVEAN, up to 3.6 and 6.6%, and the largest for LRT and CADD, up to

18.7 and 12.2%.

As the tools have lower performances for unique variants, we investigated the frequencies

of unique variants and those that were not unique (i.e. non-unique). Most unique variants

have low AF, between 1% and 5%, while the proportions of non-unique variants with different

AFs are similar (Fig 3B). Since many predictors have been trained with variants with high allele

frequencies as benign variants, the lower specificities for unique variants could be due to dis-

parity in the frequencies. To control the bias due to frequency, we compared the performance

of the tools for unique and non-unique variants with AF in the same range (i.e. 1–5%) in each

population. The comparison showed that the tools indeed have poorer performance for unique

variants than for non-unique variants (Fig 3C). The differences are the smallest for FATHMM,

PON-P2 and PROVEAN, up to 3.7, 6.7 and 6.7%, and the largest for CADD and MutationTa-

ster, up to 12.2% for both (S4 Table, Fig 3C). For Finnish population there are generally the

largest differences (3.2 to 12.2%).

Effects of the sex and chromosomal location on prediction performance

Finally, we evaluated the performance for variants from males and females in the populations.

No differences were observed in predictor performance. Most of the variants in these two data-

sets are overlapping. The proportions of unique variants in male (AF�1% in male but<1%

in female) and female (AF�1% in female but<1% in male) populations are 5.6% and 16.9%,

respectively (S5 Table). The number of unique variants in females is 3.4 times higher than the

unique variants in males. This may be because of the larger numbers of females than males

with African ancestry (1.75 times) in the ExAC dataset. The AFR population has the largest

percentage of unique variants compared to the other groups. The performance for unique vari-

ants in male is lower than for the common variants and unique variants in female (Fig 4).

To assess the influence of variants in sex chromosomes for the lower performance of tools

for unique variants in males, we examined the proportions of variants for females and males

in all chromosomes. As there were only 3 variants in Y chromosome we could not investigate

performance for variants in this chromosome. In the remaining chromosomes, the ratio of

unique variants in males to females range from 0.17 to 0.39, with a median of 0.30. The ratio is

0.28 in the X chromosome, i.e. very close to the median (S5 Table). The tools show only minor

differences in the specificities for variants in different chromosomes (Fig 5).

Discussion

Performance comparison of the computational tools enables choosing the most reliable meth-

ods. Critical Assessment of Genome Interpretation (CAGI, https://genomeinterpretation.org/)

How good are pathogenicity predictors in detecting benign variants?
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Fig 3. Analysis of unique and non-unique variants in populations. (A) Performance of tools on unique and non-unique variants with
different minor allele frequencies in different populations. AFR, African; AMR, American; EAS, East Asian; FIN, Finnish; NFE, Non-
Finnish European; SAS, South Asian. The unique dataset contains variants with AF�1% and<25% in the specific population but<1%
in all other populations and the non-unique dataset consists of the remaining variants. The differences are shown by the lines containing
the values for each population. (B) Fractions of unique and non-unique variants in relation to AF. The colors for AF ranges are shown to
the right. (C) Specificities of prediction tools on unique and non-unique variants (AF 1–5%) for each ancestry group. Unique variants
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is a community wide effort to assess variant interpretation tools and approaches in the form of

competitions [51]. In addition, performance of the tools has been tested by the developers as

well as independent researchers. Since some predictors are frequently updated and new ones

are developed, they should be assessed regularly [17]. Large datasets of both positive and nega-

tive classes are required to assess the performance comprehensively. Due to the lack of a large

dataset of disease-causing variations that does not overlap with the training datasets used by

the method developers, we could not assess the true positive and false negative rates for the

tools. Although several performance measures are required to describe the overall perfor-

mances of prediction methods [26, 27], we could only compare specificities of the tools, i.e.

the capabilities of the tools to detect benign variants. We used the common variants from the

ExAC database and the variants predicted to be neutral were considered as correct predictions

and those predicted to be disease-related as false negatives. The large size of the ExAC database

lends strength for the analysis.

Many tools have been trained with disease-causing and likely benign variants. In most

cases, the benign variants have been selected based on their allele frequencies in general

population(s). The common variants are considered as benign and the tools have been bench-

marked against them. In some rare cases disease-related variants can have high frequency at

least in some populations (e.g. sickle cell anemia HbS allele). However, such cases are very rare

and are not considered to affect statistics when using large number of cases, as in here.

The analysis of burden of the harmful variants revealed that most harmful variants have

extremely low AFs [52]. However, benign variants can have equally low AFs as harmful ones.

Performance assessments of tools with variants with all AFs for both harmful and benign vari-

ants are desirable; however, such dataset does not exist. In this study, we defined variants with

AF�1% and<25% as benign variants. The upper limit of 25% was set so that the variant allele

have AF�1% in specific ancestry group but AF< 1% in all other ancestry groups. Non-unique variants have AF�1% in more than one
ancestry groups.

https://doi.org/10.1371/journal.pcbi.1006481.g003

Fig 4. Performance of variant tolerance predictors for variants in males and females. Results are shown for all variants for males and females, both, as well as
for unique variants in male (AF�1% in male but<1% in female) and female (AF�1% in female but<1% in male) populations.

https://doi.org/10.1371/journal.pcbi.1006481.g004
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analyzed is a minor allele even when the variant site has a random distribution of the four

nucleotide bases in the population. Although performance evaluation of prediction tools on

such common variants may overestimate specificities of the tools, validated benign variants

with low AF values are rare. Our results show that specificities increase with AF and have simi-

lar trend for all the tools (Fig 1). Therefore, assessments using the common variants provide

useful comparison of the performance of predictors.

Our results show that the performances of tools in detecting the benign variants vary

widely. The specificities of the tools ranged from 63.4% to 95.5% (Table 1). PON-P2 [22] had

the best performance while MutationTaster2 [41], SIFT [44], and CADD [37] showed the

poorest specificities. MutationTaster2 directly annotates the variants as disease-causing or

benign based on the dbSNP [5], The 1000 Genomes Project [6], ClinVar [53], and HGMD

[54] data. We excluded such automatic annotations in this study to compare the predictive

performance of MutationTaster2.

In addition to the specificities of the tools, we also compared the performance on variants

common in different geographical populations. All the methods showed performance differ-

ences for populations, the lowest specificity was achieved for the variants in the Finnish popu-

lation (Fig 2). The variants that were unique in specific populations (AF� 1% and< 25% in

the specific population but AF< 1% in all other populations) were more difficult to predict.

The tools showed from slightly to markedly lower performance for these variants (S3 and S4

Tables). Most of the unique variants had AFs< 5% (Fig 3). To investigate the possibility of the

Fig 5. Chromosome-wise performance of tools. Variants in chromosome Y were excluded because there were only 3 variants. MA, Mutation Assessor; MT2,
MutationTaster2; PPH2, PolyPhen-2.

https://doi.org/10.1371/journal.pcbi.1006481.g005
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performance associated with low AF, we compared the performance for the unique variants

and the non-unique variants (those with AF� 1% in more than one population) with

AF< 5% in the same population. The comparison showed that the specificities were slightly

poorer for the unique variants than for the non-unique variants. Differences in the perfor-

mance on chromosome-wide analysis were very small for all the tools (Fig 5).

The methods showed very broad spectrum of performances; thus, it is important for the end-

users in research as well as in precision medicine to pick a reliable one. Our results enable com-

parison of the tools and choosing the most reliable ones for interpretation of benign variants.
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