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Abstract

Molecular crystals expand appreciably upon heating due to both zero-point and

thermal vibrational motion, yet this expansion is often neglected in molecular crystal

modeling studies. Here, a quasi-harmonic approximation is coupled with fragment-

based hybrid many-body interaction calculations to predict thermal expansion and

finite-temperature thermochemical properties in crystalline carbon dioxide, ice Ih,

acetic acid, and imidazole. Fragment-based second-order Møller-Plesset perturbation

theory (MP2) and coupled cluster theory with singles, doubles and perturbative triples

(CCSD(T)) predict the thermal expansion and the temperature dependence of the

enthalpies, entropies, and Gibbs free energies of sublimation in good agreement with

experiment. The errors introduced by neglecting thermal expansion in the enthalpy

and entropy cancel somewhat in the Gibbs free energy. The resulting ∼1–2 kJ/mol

errors in the free energy near room temperature are comparable to or smaller than the

∗To whom correspondence should be addressed
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errors expected from the electronic structure treatment, but they may be sufficiently

large to affect free energy rankings among energetically close polymorphs.

1 Introduction

Molecular crystals occur in pharmaceuticals, organic semiconductor materials, and many

other areas of chemistry. The molecular packing in a crystal has substantial impacts on its

properties. Polymorphism, or the tendency for a given molecule to adopt multiple distinct

packing motifs, provides excellent examples of this phenomenon. Estimates suggest that

at least half of organic crystals exhibit multiple polymorphs.1 Undesirable pharmaceutical

polymorphs can exhibit reduced bioavailability,2–5 while at other times alternative crystal

forms may be targeted for their improved physical properties.

Computational chemistry plays an increasingly important role in predicting crystal struc-

tures, phase diagrams, spectroscopic observables, mechanical properties, and other molecular

crystal properties that can help characterize crystals or identify potential new forms. Par-

ticular attention in recent years has been focused on crystal structure prediction.6–11 The

most stable crystal structures exhibit the lowest free energies. However, rankings based on

lattice energies, which neglect both thermal and vibrational zero-point energy effects, are

often used as proxy for free energy. Twenty years ago, Gavezzotti and Filippini12 argued

that the free energy contributions arising from room-temperature lattice vibrational entropy

are generally smaller than the enthalpic differences between polymorphs.

More recently, Nyman and Day13 surveyed 508 sets of polymorphic crystals and found

that the harmonic vibrational free energy contributions at 300 K often contribute ∼1 kJ/mol

or less to the relative stabilities among polymorphs. Though the vibrational free energy con-

tribution is small, they observed that it frequently opposes the lattice energy difference,

which suggests that it will eventually lead to an enantiotropic phase transition at some tem-

perature (unless the crystal melts first). Indeed, in almost 10% of the cases they considered,
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free energy rankings at room temperature predict a different polymorph stability than the

one inferred from the lattice energy. Such observations are consistent with the frequency

with which temperature-dependent transitions between polymorphs occur experimentally.

Many examples where vibrational zero-point and free energy contributions feature in the

context of polymorphism can be found in the literature, including glycol and glycerol,14

pyridine,15 glycine,16 co-crystals of urea and acetic acid,17 and aspirin.18 In aspirin, for

instance, the two polymorphs are predicted to be virtually degenerate in lattice energy,

but the free energy appears to favor form I.18 A couple of groups considered the impact

of free energy ranking in the fourth blind test of crystal structure prediction, though the

free energy contributions did not significantly revise the lattice energy rankings in those

particular crystals.9

Temperature also plays an important dynamical role in molecular crystals. Thermal

averaging over lattice energy minima often effectively reduces the number of minima on the

free energy surface.19 Metadynamics studies on benzene,20 5-fluorouracil,21 and pigment red

17922 each demonstrate a reduction from many lattice energy minima to a smaller number

of free energy minima, though the extent of reduction varies widely with the nature of the

system.19

Finite temperature effects on crystal properties are not limited to thermochemistry. For

example, crystals typically expand upon heating, which affects the electronic coupling and

non-local electron-phonon coupling in organic semi-conductors. Shifting the intermolecular

separation between two adjacent anthracene molecules taken from the crystal can alter the

transfer integral by ∼30%, for example.23 Thermal expansion also narrows the valence and

conduction bandwidths in organic semiconductor materials like pentacene and rubrene.24

All of these examples demonstrate the potential importance of accounting for finite tem-

perature and computing free energies instead of lattice energies when modeling molecular

crystals. However, even studies that do estimate finite-temperature free energies often do so

using a fixed-cell harmonic approximation based on the minimum electronic energy struc-
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ture, ignoring thermal expansion of the crystal. This is especially true when the molecular

crystals are modeled using computationally expensive electronic structure methods instead

of classical force fields. Thermal expansion alters many crystal properties. For example,

expansion-induced softening of the low-frequency intermolecular lattice phonon modes will

increase the magnitude of the entropic contributions. This raises the question: How sig-

nificant are thermal expansion effects in predicting molecular crystal properties at finite

temperatures?

Modeling thermal expansion requires minimizing the crystal structure at a given tem-

perature with respect to the free energy instead of the more readily computed electronic

energy. Doing so using conventional molecular dynamics and/or free energy sampling tech-

niques is generally computationally prohibitive when using quantum mechanical techniques.

Instead, the quasi-harmonic approximation provides a computationally practical alternative

to free energy sampling techniques.25–27 It assumes that anharmonicity in the crystal arises

primarily from the intermolecular expansion and approximates the vibrational free-energy

contributions as a function of unit cell volume.

Despite its simplicity, the quasi-harmonic approximation provides a useful tool for in-

vestigating how the unit cell volume and other properties of small-molecule crystals vary

as a function of temperature (though it does not address the dynamical thermal averag-

ing aspects mentioned earlier). In a recent study on crystalline carbon dioxide (phase I),28

we demonstrated that a quasi-harmonic treatment of thermal expansion at the complete-

basis-set (CBS) limit second-order Møller-Plesset perturbation theory (MP2) or even cou-

pled cluster singles, doubles, and perturbative triples (CCSD(T)) level of theory accurately

captures the ∼10% volume expansion that occurs between the minimum electronic energy

structure and the structure near the 194.7 K sublimation point. The same model also al-

lows one to predict the sublimation enthalpy and entropy and the room-temperature bulk

modulus in excellent agreement with experiment. In contrast, neglecting thermal expansion

introduces appreciable errors in the predicted thermochemistry and mechanical properties.
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These high-level calculations in a periodic crystal are made feasible using the fragment-based

hybrid many-body interaction (HMBI) model,29–31 which combines a QM treatment of the

intra- and dominant intermolecular interactions with a classical molecular mechanics (MM)

treatment of the weaker interactions.

Here, we extend the previous study by comparing predictions of finite-temperature prop-

erties in several different small-molecule crystals: carbon dioxide, ice Ih, the orthorhombic

polymorph of acetic acid, and the α polymorph of imidazole. These relatively simple crystals

were chosen because they exhibit a variety of intermolecular packing interactions, they have

a experimental data available at various different temperatures, and they are small enough

to enable relatively high-level electronic structure methods to be employed. The absence of

appreciable conformational flexibility in these small molecules provides a best-case scenario

for the quasi-harmonic approximation, since any changes in the intramolecular structures

with temperature will be small.

In the following sections, we first examine the extent of thermal expansion that occurs in

each crystal due to zero-point and thermal contributions. The degree of expansion observed

varies with the types of intermolecular interactions found in the different crystals. Sec-

ond, we evaluate the performance of fragment-based electronic structure models with and

without quasi-harmonic expansion for predicting the enthalpies, entropies, and Gibbs free

energies of sublimation for these crystals over a range of temperatures. The predictions are

assessed against experimental data or empirical results derived from experiment. Finally,

we investigate the importance of electronic structure method and basis set on predicting

these properties correctly, and we attempt to decouple effects of the model chemistry on the

structure optimization/phonon calculation from those on the lattice energy evaluation.
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Figure 1: Clockwise from top left: Structures of phase I carbon dioxide, ice Ih, α imidazole,
and orthorhombic acetic acid.

2 Theory

2.1 Quasi-harmonic structure optimization

The structure of a crystal at a given pressure and temperature is determined by minimizing

the Gibbs free energy,

G(T, P ) = Uel + PV + Fvib(T ) (1)

with respect to the atomic coordinates and unit cell lattice parameters. In this equation, Uel

is the internal (electronic) energy, PV is the pressure/volume contribution, and Fvib is the

Helmholtz vibrational free energy.

The electronic energy Uel is determined using the fragment-based hybrid many-body

interaction (HMBI) model.32–35 The HMBI model combines a QM treatment of the individual

molecules in the unit cell (1-body terms) and their short-ranged pairwise interactions (SR

2-body terms) with an MM polarizable force field treatment of longer-range (LR 2-body
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terms) and many-body intermolecular interactions,

Uel = EQM
1-body + EQM

SR 2-body + EMM
LR 2-body + EMM

many-body (2)

In practice, the short-range two-body QM terms capture interactions between molecules

inside the unit cell and the nearby periodic image cells, while the long-range two-body MM

terms are handled via Ewald summation.

The Helmholtz vibrational free energy Fvib(T ) is derived from standard harmonic oscilla-

tor vibrational partition function expressions obtained from statistical mechanics. It includes

both zero-point energy and thermal contributions to the free energy:

Fvib(T ) =
Na

ktotal

ktotal∑
k

∑
i

~ωk,i
2

+ kBT ln

[
1− exp

(
−~ωk,i
kBT

)]
(3)

where ktotal the total number of k-points. Evaluating Fvib(T ) requires knowledge of the har-

monic vibrational frequencies for the current unit cell. In principle, this requires optimizing

the atomic positions with fixed lattice parameters followed by computing the phonon fre-

quencies via lattice dynamics. Unfortunately, that repeating that process for each step in a

free-energy minimization is very computationally demanding.

Instead, the Gibbs free energies are estimated using the quasi-harmonic approximation.

Many versions of the quasi-harmonic approximation exist,27,36,37 but one frequently employs

a statically constrained approximation38 in which only the cell volume directly depends on

the temperature and pressure. The atomic coordinates within the unit cell are obtained by

minimizing the internal (electronic) energy for a given unit cell volume.

In the simplest case, the cell volume may be set to match experimentally known lattice

parameters at an appropriate temperature.39,40 More generally, a scan can be performed over

a series of volumes. At each volume, one optimizes the atomic coordinates, computes the

phonon frequencies, and then computes the free energy. A free-energy minimization is then

performed by fitting the set free-energies obtained in this manner to some functional form
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or by performing some other interpolation scheme.26,41–43

However, scanning the free energy surface in this manner still requires performing phonon

calculations at many different volumes, which can be computationally demanding. An alter-

native, more computationally efficient approach which we adopt here evaluates mode-specific

Grüneisen parameters that approximate how individual phonon frequencies vary with vol-

ume. This approach requires only a handful of expensive harmonic phonon calculations.

This latter approach has been used with both classical mechanical force fields44 and DFT45

to study ices, for example.

In the mode-specific Grüneisen model used here, the i-th vibrational frequency ωk,i at

a particular unit cell volume V and k-point k is estimated relative to a reference harmonic

frequency ωrefk,i computed at a reference unit cell volume Vref according to the quasi-harmonic

approximation. The quasi-harmonic approximation defines the change of the i-th vibrational

frequency with respect to unit cell volume according to a mode-specific Grüneisen parameter

γk,i,

γk,i =
∂ωk,i
∂V

(4)

Integrating Eq 4 gives,

ωk,i = ωrefk,i

(
V

V ref

)−γk,i
(5)

Here, the reference volume and frequencies are obtained via optimizing the crystal unit

cell with respect to the electronic energy Uel. The mode-specific Grüneisen parameters are

determined via finite difference, using two additional structure optimizations and vibrational

frequency calculations performed in fixed unit cells that have been expanded or compressed

by a small amount.

The vibrational modes computed for a particular unit correspond to the zone-center

(k = 0) phonons. However, phonon dispersion at k 6= 0 can play an important role. The

phonon modes at a given k-point are evaluated via lattice dynamics,46 which involves the
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construction and diagonalization of the mass-weighted supercell dynamical matrix,

D̂α,β(l, l′,k) =
1√

MlMl′

∑
κ

∂V

∂Rα(0)∂Rβ(κ)
exp (−2πik · δRl,l′(0, κ)) (6)

where ∂V
∂Rα(0)∂Rβ(κ)

is an element of the supercell Hessian between coordinate α(0) of atom l

in the central unit cell and coordinate β(κ) of atom l′ in periodic image cell κ. δRl,l′(0, κ) is

the distance between atom l and l′.

A major advantage a fragment-based methods like HMBI or the binary interaction

model47 have over more traditional models like periodic DFT or periodic MP2 is that the

construction of the lattice dynamics supercell Hessian requires little additional computa-

tional cost compared to the standard unit cell Hessian. For HMBI, all the necessary QM

contributions to the supercell Hessian are already available in the standard unit cell Hes-

sian. The Hessian contributions arising from a monomer or a short range dimer two-body

interactions in the standard Hessian can be transposed onto the translationally equivalent

dimer in the supercell Hessian according to the periodic symmetry of the lattice. The only

additional HMBI contribution needed is the MM supercell Hessian, which requires minimal

additional computational effort compared to the cost of evaluating the QM two-body Hessian

contributions.

2.2 Thermochemistry

Once the crystal structures and vibrational frequencies are known at a given temperature

and pressure, one can compute other thermodynamic quantities. Here, we predict enthalpies,

entropies, and Gibbs free energies of sublimation for comparison with experiment. These are

computed as the enthalpy, entropy, or free energy difference between the gas and solid, with

the solid contribution normalized according to the number of molecules n in the unit cell:

∆Hsub = Hgas −
1

n
Hsolid (7)
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∆Ssub = Sgas −
1

n
Ssolid (8)

∆Gsub = Hsub − T∆Ssub (9)

The enthalpy of the solid is computed from the electronic energy plus the PV term and

the vibrational energy Uvib

Hsolid = Uel,solid + PV + Uvib,solid (10)

The harmonic vibrational energy is determined from the standard vibrational statistical

mechanics equation,

Uvib,solid =
NA

ktotal

ktotal∑
k

∑
i

~ωk,i
2

+
~ωk,i

exp
(

~ωk,i
kBT

)
− 1

 (11)

The entropy of the solid is determined from its standard vibrational statistical mechanics

equation plus the configurational entropy

Ssolid = Ssolid,vib + Sconf (12)

Ssolid,vib =
NA

ktotal

ktotal∑
k

∑
i

 ~ωk,i
T
(

exp
(

~ωk,i
kBT

)
− 1
) − kB ln

[
1− exp

(
−~ωk,i
kBT

)] (13)

For most crystals considered here, the configurational entropy Sconf is set to zero. However,

the intrinsic proton disorder in ice Ih produces a non-zero configurational entropy of R ln
(

3
2

)
according to the Pauling model.48

The gas phase is modeled as an ideal gas, with the enthalpy written as the sum of the

electronic energy, the translational and rotational, and vibrational energy plus a factor of

RT from the PV term.

Hgas = Uel,gas + Utrans,gas + Urot,gas + Uvib,gas +RT (14)
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The translational energy (Utrans,gas) is equal to 3
2
RT . The rotational energy (Utrans,gas) is

equal to RT for carbon dioxide (linear molecule) and 3
2
RT for all other compounds considered

here. The vibrational energy contribution (Uvib,gas) is given by,

Uvib,gas = NA

∑
i

~ωi
2

+
~ωi

exp
(

~ωi
kBT

)
− 1

 (15)

The gas phase entropy is the sum of the vibrational entropy (Srot,gas), translation entropy(Strans,gas),

the rotational entropy (Srot,gas)

Sgas = Svib,gas + Strans,gas + Srot,gas (16)

Like the solid, the gas phase vibrational entropy is determined from the standard harmonic

oscillator model,

Sgas,vib = NA

∑
i

 ~ωi
T
(

exp
(

~ωi
kBT

)
− 1
) − kB ln

[
1− exp

(
− ~ωi
kBT

)] (17)

The translation entropy is based on the ideal gas model,

Sgas,tran = R ln

[(
2πMkBT

h2

) 3
2

(
kBT exp

(
5
2

)
P

)]
(18)

The rotation of carbon dioxide is modeled as a linear ideal gas molecule,

Sgas,rot,CO2 = R ln

(
8π2eTIkB

σh2

)
(19)

For all other molecules considered here, the rotational entropy was modeled according to the

standard ideal gas rotational entropy expression for a non-linear polyatomic molecule,

Sgas,rot = R ln

[
(512π7T 3e3k3

BIAIBIC)
1
2

σh3

]
(20)

11



where the I’s are the moment of inertia. The number of symmetrical rotations (σ) is 2 for

carbon dioxide and water and 1 for acetic acid and imidazole.

3 Computational Methods

Four crystals are considered here: ice Ih, carbon dioxide (phase I), acetic acid (ambient-

pressure orthorhombic phase), and imidazole (α polymorph). The initial acetic acid and

imidazole structures were taken from the Cambridge Structure Database (RefCodes AC-

ETAC0149 and IMAZOL06,50 respectively). The initial ice structure used the dipole-free

16-molecule supercell obtained from Ref 51. All structures reported for carbon dioxide here

were obtained previously28 using the same quasi-harmonic techniques described here.

Electronic energies were calculated using the HMBI fragment approach. Substantial

computational savings were achieved for acetic acid (Pna21 symmetry), imidazole (P21/c)

and carbon dioxide (Pa3̄) by exploiting space group symmetry for the energy, gradient,

and Hessian evaluations.52 Specific analysis of the symmetry for these crystals have been

presented previously.28,52 Ice exhibits P1 symmetry due to its disordered proton arrangement,

which means that only basic translational symmetry arising from the periodic supercell can

be exploited.

For structure optimizations and phonon frequency calculations, the QM contributions in

HMBI were evaluated using the counterpoise-corrected53 density-fitted MP254–57 and Dun-

ning aug-cc-pVXZ (abbreviated to aXZ) basis sets58,59 as implemented in Molpro 2012.60,61

Molpro uses analytical MP2 nuclear gradients, while the Hessian elements were computed via

finite difference of the gradients. Complete-basis-set (CBS) limit MP2 results were obtained

using the standard two-point extrapolation models.62,63 In some cases, calculations at the

estimated CCSD(T)/CBS limit were also performed. For single-point energies or geometry

optimizations, this was done using a focal point method which combined MP2/CBS results

with a correction for the difference between MP2/aDZ and CCSD(T)/aDZ. For CCSD(T)-
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level quasi-harmonic optimizations in carbon dioxide, the reference phonon frequencies and

Grüneisen parameters were approximated using the values obtained at the MP2/CBS limit.

See Ref 28 for details.

During the structure optimization and lattice dynamics calculations, the HMBI MM

contributions were computed with the Amoeba polarizable force field64,65 and Tinker 6.3.66

Force field parameters for carbon dioxide were computed using Poltype67 as described in Ref

28. A subsequent set of single-point energy refinements reported here replace the MM con-

tribution with one evaluated using our ab initio force field (AIFF).34,68,69 The AIFF includes

multipolar two-body electrostatics (up to hexadecapole), many-body polarization, two- and

three-body dispersion. These contributions are represented in terms of distributed multi-

poles, distributed polarizabilities, and distributed dispersion coefficients which are computed

using asymptotically corrected PBE0 density functional theory and aug-cc-pVTZ basis with

CamCasp 5.6.70

For each crystal, the following steps were repeated with each electronic structure method/basis

set combination:

1. The crystal structure was first optimized with respect to the HMBI electronic energy

using a given method/basis set and Amoeba MM terms. Phonons were computed at

the same level of theory using lattice dynamics with a 3×3×3 supercell and a 3×3×3

Monkhorst-Pack k-point grid. In test calculations on carbon dioxide, using a larger

5×5×5 supercell alters the vibrational free energies by less than 0.05 kJ/mol (see sup-

porting information). These calculations provide the initial structure, reference unit

cell volume V ref , and reference frequencies ωrefk,i used in the quasi-harmonic approxima-

tion. Gas-phase molecules were optimized using the same electronic structure method

and basis set as the crystal.

2. Mode-specific Grüneisen parameters (Eq 4) were obtained via finite difference between

phonon frequencies obtained at two distinct unit cell volumes. Specifically, the opti-

mized unit cells from Step 1 were separately expanded and contracted isotropically by
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10 Å3. For each of these new unit cell dimensions, the atomic coordinates were re-

laxed subject to fixed lattice parameters. Lattice dynamics phonon calculations were

performed on each optimized structure. Overlap of the normal mode eigenvectors was

used to ensure proper assignment of the frequencies between the two structures in the

finite difference. Test calculations indicate that changing the finite-difference step size

to 8 Å3 or 12 Å3 alters the resulting vibrational free energies in carbon dioxide or

acetic acid by less than ∼0.1 kJ/mol over the relevant volume ranges (see supporting

information).

3. Quasi-harmonic Gibbs free energy optimizations were then performed for each species

at each of several different temperatures. These calculations allow the unit cell to

relax due to zero-point energy and thermal expansion. The vibrational free energy

contribution to the crystal was estimated as a function of temperature and unit cell

volume according to Eqs 3 and 5. A pressure of 1 atm was used in all cases. The PV

term is negligible in the solid at this pressure and was omitted, but it was included as

an RT term in the gas-phase free energies (Eq 14).

4. For each temperature, the enthalpies, entropies, and Gibbs free energies of sublimation

were computed at the same level of theory using the structures and quasi-harmonic

frequencies obtained from Step 3.

5. A second set of enthalpies of sublimation was computed for each geometry from Step 3

in which the single-point electronic energy contributions (e.g. Uel in Eq 1) is computed

using CCSD(T)/CBS QM and AIFF MM. Comparing these single-point enthalpies at

the same, high level of theory using geometries obtained with different basis sets helps

decouple the effects of crystal structure and electronic structure method/basis set on

the predicted enthalpies of sublimation.

6. Finally, the volumes, enthalpies, entropies, and Gibbs free energies were also evaluated

without the quasi-harmonic approximation (denoted “No QHA” in figures and tables).
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In this case, the electronic energy optimized structures and the reference phonon fre-

quencies from Step 1 are assumed not to change with temperature when evaluating

the various statistical mechanics expressions in Section 2.2.

Both carbon dioxide and ice expand isotropically, so the use of isotropic scaling of the unit

cell when computing the Grüneisen parameters is reasonable. The other two crystals exhibit

more anisotropic expansion. A better algorithm might vary the unit cell volume through the

application of external pressure, though that was not done here. Nevertheless, the results

presented below still achieve good agreement with the experimental thermochemical data.

Computationally, there are two main bottlenecks in these calculations. The first is the

calculation of the reference phonons and Grüneisen parameters. Though the fragment ap-

proach means that only monomer and dimer Hessian calculations are needed at the QM

level, these are still moderately expensive at the large-basis MP2 level. In the approach

described above, three sets of Hessian calculations are needed for a given crystal: one for the

reference phonon frequencies and two more for the finite difference over phonon frequencies

to compute the mode-specific Grüneisen parameters. For MP2, analytic Hessians were not

available, so each monomer or dimer fragment Hessian calculation is performed via finite

difference of the nuclear gradients. Even exploiting space group symmetry,52 an MP2/atz

Hessian calculation on crystalline imidazole requires nearly 7,500 dimer force calculations

(due to the many possible finite displacements of the nuclei), or about ∼6,500 Intel Xeon

E5-2680v3 CPU hours on a standard compute node of the Comet supercomputer at the San

Diego Supercomputer Center. This amounts to roughly ∼20,000 hours to perform all three

sets of Hessian calculations. Of course, each of those 7,500 dimer calculations can be per-

formed in parallel on a separate processor or processor group, so the wall time requirements

are much lower.

Second, use of the quasi-harmonic approximation means that the geometry must be opti-

mized for each new temperature (or pressure). After exploiting space group symmetry, each

optimization cycle for crystalline imidazole required ∼65–70 dimer calculations, or about
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55-60 CPU hours for MP2/aTZ on Comet. Again, each dimer job can be run simultane-

ously on separate processors to achieve shorter wall times. With the DL-FIND geometry

optimizer71 used in our code, a complete geometry optimization typically requires ∼10-50

geometry optimization cycles, or ∼500-3,000 CPU hours per temperature.

In other words, obtaining reference phonon frequencies and Grüneisen parameters incurs

steep computational costs at the outset. However, those quantities can be re-used for each

temperature (or pressure) considered. Therefore, if one is interested in scanning a large region

of the phase diagram, the cost of performing repeated geometry optimizations can readily

exceed the cost associated with obtaining the phonons. Nevertheless, it may be worthwhile

investigating further approximations for the phonons/Grüneisen parameters (e.g. perhaps

computing them from a less expensive model like DFT).

The specific electronic structure methods and basis sets applied to each of the four crystals

depends on the computational cost. For carbon dioxide, the small size of the molecule and

high symmetry in the phase I crystal enabled geometry optimizations using up to MP2/CBS

and even the estimated CCSD(T)/CBS limit. Despite the absence of useful symmetry in

ice Ih, the small size of water molecules enabled optimizations up to the MP2/CBS limit.

Post-MP2 corrections to the ice lattice energy and lattice constants are small,30,72 so coupled

cluster calculations were not performed on that crystal. Due to their larger molecular sizes,

the acetic acid and imidazole crystal optimizations were performed using only the smaller

aDZ and aTZ basis sets.

4 Results and Discussion

The following sections examine the convergence of the predicted molar volume, enthalpy of

sublimation, and entropy of sublimation for each of the four crystals both with respect to the

method/basis set and relative to experiment. Experimental molar volumes were obtained

directly from the literature. The enthalpies and entropies of sublimation were mostly derived
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empirically using experimental data found in the literature, as described in the Appendix.

Experimental uncertainties were not reported for many of the individual contributions

used to derive the enthalpies and entropies of sublimation. For enthalpies of sublimation,

it is not unusual to find values reported in the literature that differ by several kJ/mol. For

instance, the ∆Hsub values reported for imidazole by Chickos and Acree73 in the vicinity of

room temperature vary from ∼75–85 kJ/mol. Even if one discards the largest outlier (74.5

kJ/mol), the remaining values span a 5 kJ/mol range. Appreciable errors are also likely for

the empirical entropies of sublimation.

Finally, note that the some of the carbon dioxide data reported here comes from an

earlier publication, while other data is new. Specifically, the volumes in Figure 2, subli-

mation enthalpies in Figure 3a, and sublimation entropies in Figure 4a have been reported

previously,28 while the CCSD(T)/CBS + AIFF enthalpies in Figure 3b and sublimation

temperatures in Table 3 are new here. The data for the other three crystals is reported here

for the first time.

4.1 Molar Volumes

The predicted molar volumes of each crystal were computed as a function of temperature

using several different electronic structure method/basis set combinations. These results are

compared against the corresponding experimental data in Figure 2. The “No QHA” data in

Figure 2 refers to the structures obtained by minimizing the electronic energy instead of the

quasi-harmonic Gibbs free energy.

Experimental temperature-dependent volume data for carbon dioxide and ice were ob-

tained from Refs 74 and 75, respectively. Experimental volumes for acetic acid at 40 K

(RefCode ACETAC07),76 83 K (ACETAC02),49 133 K (ACETAC03),77 and 278 K (AC-

ETAC01)49 were found in the Cambridge Structure Database. Experimental volumes for

imidazole were similarly obtained at 103 K (IMAZOL06),50 123 K (IMAZOL04),78 173 K

(IMAZOL14),79 and room temperature.78,80,81 The Cambridge database contains three differ-
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Table 1: Percent molar volume expansion arising from the zero-point vibrational energy and
thermal vibrational contributions. Percentages are reported relative to the electronic energy
minimized structure (no QHA).

Crystal Structures Tmax Zero-Pointa Thermalb Total
Carbon Dioxide CCSD(T)/CBS 190 K 2.9% 7.6% 10.5%
Ice MP2/CBS 265 K 3.3% 2.1% 5.4%
Acetic acid MP2/aTZ 278 K 2.1% 5.6% 7.7%
Imidazole MP2/aTZ 283 K 2.1% 4.2% 6.3%

a Expansion between the structures optimized at 0 K with and without quasi-harmonic
zero-point vibrational energy.

b Quasi-harmonic thermal expansion occurring between 0 K and Tmax.

ent room-temperature structures for imidazole: 55.18 cm3/mol (IMAZOL05), 54.41 cm3/mol

(IMAZOL10), and 55.23 cm3/mol (IMAZOL13). All three values are reported here.

Before studying the performance of various models in detail, we examine broad trends

associated with the thermal expansion. Table 1 summarizes the predicted percent expansions

using the highest-level model chemistry reported for each crystal. First, we observe that ice

expands the least (5.4%), while carbon dioxide expands the most (10.5%). The 6–8% percent

expansion for the other two crystals lies in between these two extremes. These expansion

trends can be rationalized based on the crystal packing. Carbon dioxide is held together

primarily by relatively weak quadrupolar and van der Waals interactions, which allow for

substantial expansion. In contrast, the strong three-dimensional hydrogen bond network in

ice inhibits thermal expansion. The other two crystals exhibit one-dimensional hydrogen-

bonded chains. Thermal expansion is hindered along the hydrogen bond chain directions,

but it occurs more readily in directions orthogonal to the chains.

Second, Table 1 decomposes the total expansion into the portion which occurs solely

due to zero-point vibrational energy (ZPVE) and the portion which arises from the finite-

temperature contributions. The former is the difference between the volumes of the electronic

energy minimized structures (“No QHA”) and the 0 K structures. The latter reports the

expansion between the 0 K and maximum temperature structures considered. The expansion

behaviors of the four crystals are also evident in Figure 2. In all cases, zero-point vibrational
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Figure 2: Predicted thermal expansion of crystalline carbon dioxide, ice, acetic acid, and
imidazole. The “No QHA” volumes were obtained via conventional minimization of the
electronic energy.

energy drives a substantial fraction of the overall expansion. In ice, 60% of the overall

expansion occurs due to zero-point energy. Zero-point expansion represents a smaller fraction

of the overall expansion in the other three crystals, but it still amounts to almost a third of

the total expansion.

Next, we focus on the detailed performance of the models for individual crystals. We

previously28 examined the thermal expansion of phase I carbon dioxide using basis sets of

increasing size up to the MP2/CBS and CCSD(T)/CBS levels. These results are repeated

in Figure 2a for comparison with the other three crystals. The predicted MP2/aDZ molar

volume is significantly too large at low temperatures, and its rate of expansion with increas-

ing temperature is overestimated compared to experiment. Increasing the basis set toward

the CBS limit decreases the volume for all temperatures, improving the agreement with ex-
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periment. In the CBS limit, MP2 underestimates the low-temperature volume, and this is

slightly corrected at the CCSD(T) level. This underestimation probably occurs in part due

to the neglect of repulsive three-body dispersion, which is significant in carbon dioxide.82

Using the larger basis sets also improves the rate of thermal expansion with temperature,

producing expansion curves that are nearly parallel to the experimental one.

Similar behavior is observed for ice. MP2/aDZ substantially overestimates the molar

volume at all temperatures, but using larger basis sets produces volumes that agree with

experiment to within 0.4 cm3/mol or less. Once again, MP2/aQZ and MP2/CBS underes-

timate the molar volume. The models also modestly overestimate the amount of thermal

expansion in ice, most notably at higher temperatures. Experimentally, the crystal expands

by 1.6% between 10 K and 265 K. Over the same range, the quasi-harmonic MP2 calcula-

tions predict expansion of 3.1%, 2.5%, 2.2%, and 2.0% as the basis is increased along the

series aDZ, aTZ, aQZ, and extrapolated to the CBS limit, respectively. Increasing the basis

set size improves the predicted amountof thermal expansion relative to experiment, just as

was seen for carbon dioxide.

Ice Ih is unusual in that it exhibits negative thermal expansion (i.e. the volume actually

decreases with increasing temperature) at low temperatures. Experimentally, the volume

at 70 K (roughly the minimum) is 0.06% smaller than the volume at 10 K. The MP2/aDZ

predictions miss this negative thermal expansion entirely. The larger-basis set calculations

do capture the correct qualitative behavior, though they are not quantitatively correct.

The predicted volume decreases range from less than -0.01% in MP2/aTZ to -0.04% for

MP2/CBS). The models also underestimate the temperature range over which the negative

expansion occurs. Both MP2/aTZ and MP2/aQZ predict a minimum volume around 40 K

and MP2/CBS predicts the minimum around 25 K, compared to 70 K experimentally.

Previous studies indicate that the electronic energy minimum structure and the lattice

energy change little between MP2 and CCSD(T) treatments of the one-body and two-body

terms,30,72 so it seems unlikely that performing coupled cluster calculations would alter the
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MP2 predictions significantly. The residual errors here most likely stem from the force

field treatment of the strong many-body polarization effects which arise from cooperative

hydrogen bonding and/or from the quasi-harmonic treatment. It would be instructive to

examine to what extent a more elaborate many-body water potential83,84 could correct the

residual errors.

Like carbon dioxide and ice, the acetic acid molar volume improves as the basis set is

increased from aDZ to aTZ. MP2/aDZ and MP2/aTZ consistently overestimate the volume

by ∼2.5 cm3/mol and ∼0.7 cm3/mol, respectively. The acetic acid quasi-harmonic optimiza-

tions suffered from minor numerical convergence issues (particularly for MP2/aDZ) which

led to the slight roughness in the predicted expansion curves, but both curves are generally

parallel to the experimental one. Experimentally, the acetic acid crystal expands by 5.6%

between 40 K and 278 K, versus expansion of 5.3% and 5.4% with MP2/aDZ and aTZ re-

spectively. Based on the trends observed for carbon dioxide and ice, one might anticipate

smaller errors and improved parallelarity in a larger aQZ basis set. Those calculations were

not performed, however, due to their high computational expense.

Finally, imidazole provides an interesting case. In the previous three crystals, MP2/aDZ

substantially overestimated the crystal volume, and larger basis sets correct this. In imida-

zole, MP2/aDZ already slightly underestimates the volume but is (fortuitously) in excellent

agreement with the experimental volumes. Increasing the basis set from aDZ to aTZ shrinks

the volume further, leading to much larger errors.

The problem stems from the strong π-electron van der Waals interactions in imidazole.

MP2 exhibits known problems overestimating the strength of such non-covalent interac-

tions.85,86 Similarly, MP2 overestimates the lattice energy of crystalline imidazole by 10–15%

compared to CCSD(T).30,34 This overbinding apparently leads to a crystal structure that is

too dense. From a practical point of view, this is potentially problematic for optimizing such

structures with fragment-based methods. Coupled cluster theory corrects these weaknesses

of MP2, but such calculations are generally too expensive for crystal structure optimization
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beyond the simplest crystals. Applying a dispersion correction to MP2 as in the MP2C

model87,88 helps, but analytic gradients of MP2C are not currently available. At present,

dispersion-corrected periodic density functional theory methods probably provide the best

alternative for optimizing such crystals.89–91

As noted earlier, several experimental values have been reported for the molar volume of

imidazole at 283 K: two values around 55.2 cm3/mol, and one at 54.4 cm3/mol (a difference

of about 1.5%). The predicted thermal expansion of MP2/aDZ exhibits an increased slope

above 260 K that could support the two larger experimental volumes, while the flatter slope

of the MP2/aTZ thermal expansion curve is in better qualitative agreement with the smaller

experimental volume. Unfortunately, the predictions here do not appear reliable enough to

adjudicate among the different reported experimental volumes.

Overall, the thermal expansion results discussed here have a few important general im-

plications. First, the quasi-harmonic approximation reproduces the thermal expansion fairly

well in small, mostly rigid molecule crystals like these. Basis sets of at least triple-zeta qual-

ity appear to be necessary to achieve fairly good volume agreement with experiment, though

the larger basis sets do slightly underestimate the volumes in carbon dioxide and ice.

Second, unit cell volumes predicted by minimizing the electronic energy clearly differ

substantially from those observed experimentally at room temperatures. Based on the crys-

tals examined here and other studies,92,93 the volume expansion lies in the range of ∼5–10%,

especially if one also considers the zero-point expansion.

Third, it is common to benchmark models by comparing predictions against low-temperature

crystal structures.94 The results here highlight crystal structure optimizations which neglect

zero-point vibrational energy should actually be a few percent smaller in volume than the

low-temperature experimental structures. In practice, small double-zeta basis sets have often

been used in fragment-based model crystal structure optimizations. Assuming the pairwise

interactions are counterpoise-corrected for basis set superposition error as in the calculations

here, double-zeta basis sets consistently underbind the molecules (see Section 4.2) and over-
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estimate the unit cell volume. This fortuitously leads to partial error cancellation between

the small basis set and the neglect of zero-point contributions.

4.2 Enthalpy of Sublimation

The previous section demonstrates that one can predict temperature-dependent volumes for

simple crystals consisting of small, rigid molecules fairly well using a quasi-harmonic approx-

imation. The next question is how important is treating thermal expansion for predicting

other crystal properties at finite temperatures? Given the general interest in predicting poly-

morph/phase stability, we focus on the enthalpies (this section), entropies, and Gibbs free

energies (following sections) of sublimation here.

Figure 3 plots the predicted temperature-dependent sublimation enthalpies for each of

the four crystals against the experimental values. The left column (Figures 3a–d) reports the

enthalpies obtained by optimizing the crystal structure and evaluating the electronic energy

with a given level of theory (e.g. MP2/aTZ), and it compares the results with (solid lines) and

without (dotted lines) the quasi-harmonic approximation. The right column (Figures 3e–h)

plots the same enthalpies, except with the electronic energy Uel at each data point replaced

with a single-point energy on that structure evaluated using extrapolated CCSD(T)/CBS

QM and AIFF force field MM contributions (instead of Amoeba MM).

Consider first Figures 3a–d. As discussed previously,28 large-basis sets and the quasi-

harmonic approximation are important for capturing the correct temperature-dependence of

the sublimation enthalpy in carbon dioxide. In the absence of the quasi-harmonic approx-

imation, the enthalpy is overestimated at high temperatures. Fortuitously, quasi-harmonic

MP2/aQZ reproduces the experimental carbon dioxide enthalpies almost perfectly, while

MP2/CBS and CCSD(T)/CBS slightly overestimate them by ∼1 kJ/mol.

The use of large basis sets is similarly important for the sublimation enthalpies in the

other crystals. The largest jump occurs between the aDZ and aTZ basis sets, though the

effects of larger basis sets still account for several kJ/mol. This matches earlier observations
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Figure 3: Predicted enthalpies of sublimation at 1 atm. Figures on the left use the same level
of theory (e.g. MP2/aXZ + Amoeba) to optimize the structure and compute the sublimation
enthalpy. Those on the right replace the lattice energy with single-point energies computed
using CCSD(T)/CBS + AIFF. Curves drawn with solid lines include quasi-harmonic thermal
expansion, while dotted lines neglect it.
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for lattice energies. Like carbon dioxide, increasing basis set size improves the agreement

of the sublimation enthalpy with experiment for ice and acetic acid. In imidazole, however,

MP2 substantially overestimates the lattice energy,30,34 which translates to a significant

overestimation of the sublimation enthalpy. Agreement with the experimental enthalpy

actually deteriorates with increasing basis set size in imidazole.

Though significant basis-set dependence is observed in Figures 3a–d, it is unclear to what

extent this behavior reflects changes in the optimized crystal structure versus differences in

the lattice energy. To decouple these two effects, Figures 3e–h re-compute the lattice energies

Uel for every geometries using CCSD(T)/CBS plus AIFF MM terms. Doing so dramatically

reduces the differences in sublimation enthalpy across the structures optimized with various

basis sets. For ice and carbon dioxide, the structures computed with MP2/aTZ or better

produce CCSD(T)/CBS sublimation enthalpies that are nearly indistinguishable. For all four

crystals, enthalpies computed on the MP2/aDZ structures are only moderately worse, though

MP2/aDZ does not capture the temperature dependence as well at higher temperatures.

For all temperatures, the CCSD(T) accuracy on the larger-basis structures here lies within

∼1 kJ/mol of the experimental sublimation enthalpies for carbon dioxide and within ∼3–4

kJ/mol for the other three crystals. Most notably, using CCSD(T) instead of MP2 for Uel

also corrects a substantial portion of the error in the imidazole sublimation enthalpies, as

one might expect from earlier studies of the lattice energy.30,34 As discussed earlier, errors in

the experimentally-derived sublimation enthalpies themselves are also probably up to several

kJ/mol.

It is interesting to consider the difference between the lattice energy as computed without

consideration of temperature and the finite-temperature sublimation enthalpy. Table 2 com-

pares the CCSD(T)/CBS + AIFF lattice energy at the electronic energy minimum structure

(using the largest-basis structure optimization) to the sublimation enthalpy at the maximum

temperature computed here. In all four crystals, the lattice energy is 4–10 kJ/mol larger

than the sublimation enthalpy, which amount to up to 20% error. Zero-point vibrational and
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Table 2: Comparison between the electronic lattice energy and the quasi-harmonic sublima-
tion enthalpy based on CCSD(T)/CBS + AIFF energies, in kJ/mol.

Crystal Structure Elattice
a ∆Hsub(T )b Difference

Carbon Dioxide CCSD(T)/CBS 29.7 26.3 (190 K) 4.1 (16%)
Ice MP2/CBS 58.9 49.5 (265 K) 9.5 (19%)
Acetic acid MP2/aTZ 66.0 59.9 (278 K) 6.2 (10%)
Imidazole MP2/aTZ 91.6 87.3 (283 K) 4.3 (5%)

a Purely electronic lattice energy at the electronic energy minimum structure.
b Quasi-harmonic sublimation enthalpy at the highest temperature considered for each

crystal.

finite-temperature effects clearly have a substantial impact on the thermodynamic stability

of the crystal.

Finally, how important is thermal expansion? The answer depends on the degree of

thermal expansion that occurs in the crystal. From Table 1, the amount of thermal expansion

increases according to:

ice < imidazole < acetic acid < CO2

As seen in Figure 3, the importance of quasi-harmonic thermal expansion behaves similarly.

The differences between the enthalpies of ice predicted with and without thermal expansion

are barely observable. Including thermal expansion when modeling imidazole leads to only

a slight improvement in the slope of the enthalpy curve. For acetic acid and carbon dioxide,

however, including thermal expansion clearly improves agreement with the experimental sub-

limation enthalpies. Without thermal expansion, the sublimation enthalpy in those species

is overestimated at high temperatures. On the other hand, it is clear that the quantitative

effects of thermal expansion on the enthalpies here are relatively small at ∼1–2 kJ/mol.

To summarize, temperature-dependent enthalpies of sublimation for these four crystals

can be predicted to within a few kJ/mol. Large-basis sets (and sometimes post-MP2 correla-

tion) are important for the lattice energy component. On the other hand, a triple-zeta basis

is probably sufficient for the geometry optimization. The effects of thermal expansion on

the sublimation enthalpies are modest—comparable to or smaller than the underlying errors
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Figure 4: Predicted entropy of sublimation at 1 atm. Curves drawn with solid lines include
quasi-harmonic thermal expansion, while dotted lines neglect it. Insufficient experimental
data was available to derive an empirical sublimation entropy for imidazole.

in the predicted sublimation enthalpies. Unsurprisingly, thermal expansion becomes more

important at high temperatures, especially in crystals that exhibit high thermal expansivity.

4.3 Entropy of Sublimation

Next we examine the predicted entropies of sublimation, which are plotted in Figure 4. As

before, the solid lines correspond to the entropies predicted when including quasi-harmonic

thermal expansion, while the dotted lines neglect thermal expansion. Note that we were

unable to locate sufficient data to derive sublimation entropies for imidazole. The carbon

dioxide entropies are identical to those reported previously.28

Two main features are notable in Figure 4. First, the sublimation entropies of carbon

dioxide and imidazole both exhibit modest basis-set dependence, while the basis-set de-
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pendence is much smaller for ice and acetic acid. In the latter two cases, the individual

frequencies do exhibit the normal, expected variations with basis set, but these variations

largely disappear in the summed vibrational entropy contributions.

Second, including thermal expansion clearly improves the agreement of the predicted

sublimation entropies with the empirical values derived from experiment. Most notably,

thermal expansion improves the slopes of the entropies at higher temperatures. Unsurpris-

ingly, the impact of thermal expansion on the sublimation entropies is largest in the crystals

which expand the most—carbon dioxide, acetic acid and imidazole. In carbon dioxide near

the sublimation point (195 K), the MP2/CBS sublimation entropy is overestimated by 7%

when thermal expansion is neglected. In acetic acid at 278 K, neglecting thermal expan-

sion increases the sublimation entropy by 4% at the MP2/aTZ level. In imidazole, the

MP2/aTZ error is 3% at 283 K. Viewed another way, neglecting thermal expansion in these

cases introduces an error of about 1.5–2 kJ/mol in T∆S near room temperature (or near

the sublimation point in the case of carbon dioxide). That corresponds to about half the

magnitude of the error in the CCSD(T)/CBS sublimation enthalpies. For ice, in contrast,

the small degree of thermal expansion alters the MP2/CBS sublimation entropy by only 1%

at 265 K, or ∼0.5 kJ/mol in T∆S.

4.4 Gibbs Free Energy of Sublimation

Finally, one might combine the enthalpies and entropies of sublimation to predict the Gibbs

free energy and determine phase stability. Given the sparsity of temperatures with enthalpy

and entropy data for each crystal (especially experimentally), Gibbs free energy curves were

generated as a function of temperature by smoothing and splining over the available data.

Based on these curves, Figure 5 plots the errors between the predicted and empirical sub-

limation enthalpies, entropies (as −T∆S), and free energies. The enthalpies here are the

CCSD(T)/CBS + AIFF results using the MP2/CBS geometries (or MP2/aTZ for acetic

acid). The entropies used were computed at the same level as the geometry optimizations.
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Figure 5: Estimated errors in the predicted enthalpies, entropies, and Gibbs free energies
of sublimation relative to experiment. Curves were generated by smoothing and splining
the available experimental and predicted values. Predictions with (solid lines) and without
(dotted lines) quasi-harmonic expansion are shown.
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Imidazole is excluded from this analysis due to the lack of experimental entropy data.

For the three crystals shown here, the sublimation free energy errors range from ∼0.5

kJ/mol in carbon dioxide to up to ∼4 kJ/mol in ice. For carbon and dioxide, the errors

in ∆H and −T∆S have opposite signs and cancel somewhat when combined into the free

energy. For ice, on the other hand, the errors have the same sign, and the error in the free

energy is larger.

Focus now on the error introduced by neglecting thermal expansion. Figure 5 makes it

clear that thermal expansion is more important for the entropy than the enthalpy at high

temperatures. However, the errors due to ignoring thermal expansion in carbon dioxide and

acetic acid partially cancel between the enthalpy and entropy at higher temperatures. The

resulting differences in the free energies with and without thermal expansion are ∼1 kJ/mol

at the highest temperatures modeled. For ice, the thermal expansion errors in ∆H and

−T∆S do not cancel in ∆G for the temperature range considered here, but they remain

small (< 0.5 kJ/mol).

To understand the cancellation of errors associated with thermal expansion, consider

the temperature dependence of the enthalpy and entropy of sublimation and how crystal

expansion affects them. Typically, the sublimation enthalpy initially rises with temperature

before reaching a maximum and turning over. This behavior is readily apparent for carbon

dioxide, acetic acid, and imidazole in Figure 3. For ice, this turnover is subtle and difficult

to see in the plots—the experimental enthalpy decreases by less than 0.1 kJ/mol between its

maximum around 240 K and 270 K.

In terms of internal energy, the crystal is more stable than the gas due to its favorable

intermolecular interactions. Thermal contributions act to destabilize both phases. The

temperature dependence of the gas-phase enthalpy is dominated by the translational and

rotational contributions (4RT ), while for the crystal it is dominated by destabilization of

the lattice energy and the low-frequency mode vibrational contributions. Thermal expansion

weakens the intermolecular interactions (hence the change in lattice energy). It can also
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soften the intermolecular lattice phonon modes (though the phonon density of states is not

strictly correlated with packing density13), which slightly stabilizes the crystal due primarily

to reduction in zero-point energy. In the crystals exhibiting appreciable thermal expansion

here, the changes in enthalpy are dominated by the decrease in lattice energy rather than

the vibrational contributions.

At low temperatures, heating destabilizes the gas by a greater amount than for the

crystal. At higher temperatures, the thermal destabilization of the crystal becomes more

pronounced relative to the gas, creating the observed maximum in the sublimation enthalpy.

If thermal expansion is neglected, however, the lattice energy does not decrease as it should.

Accordingly, neglecting thermal expansion causes ∆Hsub to be overestimated at higher tem-

peratures.

The entropy of the gas is much higher than that of the crystal, leading to a large, positive

∆Ssub. The sublimation entropy also exhibits a temperature dependence similar to that of

the enthalpy, with a maximum at intermediate temperatures. Once again, the entropy of

the gas increases by a greater amount at low temperatures, but at higher temperatures the

low-frequency modes of the crystal dominate and cause the crystal entropy to rise by a

greater amount than that of the gas. This transition produces the turnover observed in the

sublimation entropies (Figure 4). Without thermal expansion, the lattice phonon frequencies

are typically too large, and the entropic contribution to the crystal too small. Thus, ∆Ssub

is overestimated at higher temperatures. Viewed another way, the entropy of the solid can

be computed by integrating the ratio of the isobaric heat capacity to temperature Cp/T

over temperature. The overestimation of the sublimation entropy when thermal expansion

is neglected indicates that the isobaric heat capacity of the crystal is too small at higher

temperatures. We previously showed that the (related) isochoric heat capacity Cv of carbon

dioxide is indeed smaller when thermal expansion is neglected.28 Note too that whereas

thermal expansion generally destabilizes the enthalpy of the solid (unfavorable), it increases

the entropy (favorable). In other words, thermal expansion is driven by entropy rather than
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enthalpy.

In the end, neglecting thermal expansion typically leads to overestimation of both ∆Hsub

(because the solid is bound too strongly) and ∆Ssub (because the entropy of the solid is

underestimated). These enthalpy and entropy contributions enter the Gibbs free energy

with opposite signs, meaning that the errors arising from the neglect of thermal expansion

cancel somewhat. The ∼0.5–1 kJ/mol free energy errors associated with neglecting thermal

expansion are smaller than the size of the overall errors in the sublimation free energies. On

the other hand, about half the polymorph pairs in the Nyman and Day survey were separated

by less than 2 kJ/mol (and many of those by <1 kJ/mol).13 In other words, despite the small

magnitude of these errors, thermal expansion might prove important for polymorphs with

very similar free energies.

Finally, we use the computed Gibbs free energies to predict the sublimation point of

carbon dioxide at 1 atm. We previously demonstrated28 (1) a strong basis set depen-

dence in the sublimation temperature, ranging from 163.6 K with MP2/aDZ to 199.2 K

for MP2/CBS, and (2) that CCSD(T)/CBS + Amoeba calculations with thermal expan-

sion slightly overestimate the sublimation point at 201.0 K, versus 194.7 K experimentally.

Despite overestimating both the enthalpy and entropy of sublimation, the CCSD(T)/CBS

model without thermal expansion predicts a sublimation point of 194.9 K due to fortuitous

error cancellation.

Here, Table 3 revises these predictions by performing CCSD(T)/CBS + AIFF single-point

energies on structures optimized with each level of theory. This both applies a uniformly high-

level electronic structure model to the QM electronic energy terms in all cases, and it replaces

the force field with the more accurate AIFF model that includes estimates for Axilrod-Teller-

Muto three-body dispersion. As expected from Figure 3e, replacing the smaller-basis MP2

electronic energies with single-point CCSD(T)/CBS ones calculation substantially improves

the sublimation enthalpies and eliminates much of the apparent basis set dependence in the

predicted sublimation temperatures. The quasi-harmonic temperature predictions now vary
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Table 3: Predicted sublimation temperatures for carbon dioxide using various electronic
structure methods for the structure optimization/phonons and CCSD(T)/CBS + AIFF sin-
gle point energies.

Structure No Thermal Expansion With Thermal Expansion
Tsub ∆Hsub(194.7 K) ∆Ssub(194.7 K) Tsub ∆Hsub(194.7 K) ∆Ssub(194.7 K)
(K) (kJ/mol) (J/mol K) (K) (kJ/mol) (J/mol K)

MP2/aDZ 192.0 26.1 135.7 190.6 23.3 122.2
MP2/aTZ 191.8 26.7 139.1 197.2 25.3 127.7
MP2/aQZ 192.0 27.0 140.3 198.3 25.9 129.8
MP2/CBS 190.3 26.9 141.2 198.7 26.3 131.3
CCSD(T)/CBS 190.4 26.9 141.1 198.0 26.2 131.3
Giauque and Egan95 194.7 25.2 129.6

from 190.6 K (MP2/aDZ structures) to 198.0 K (CCSD(T)/CBS structures)

The refined force field model also slightly decreases the sublimation enthalpies (due to

the repulsive three-body dispersion), reducing the sublimation temperature by a few degrees

Kelvin relative to the earlier work. Now both models with and without quasi-harmonic

expansion lie within 3–4 K of the experimental sublimation temperature of 194.7 K. For

comparison, a few degree change in the sublimation temperature corresponds to changing

the sublimation enthalpy by ∼0.5 kJ/mol, which is smaller than the level of accuracy one can

reasonably expect from the models. On the other hand, the quasi-harmonic model predicts

the sublimation temperature reliably through accurate predictions of both the enthalpy and

entropy, while the calculations without thermal expansion rely on large error cancellations

between the overestimated enthalpies and entropies of sublimation.

5 Conclusions

In the end, the results here demonstrate that thermal expansion does indeed affect molecular

crystal properties, though its significance will depend on the specific crystal and application.

Unsurprisingly, the unit cell volume is most notably affected by thermal expansion. For

the four crystals considered here, expansion of 5-10% is predicted between the electronic

energy structures and structures near room temperature. A sizable fraction of the crystal

expansion arises from zero-point vibrational energy. Accordingly, caution should be taken
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when citing agreement between predicted electronic energy crystal structures which omit

zero-point energy and low-temperature experimental structures which include it. Crystal

properties that depend strongly on the distances and orientations of molecules, such as

charge transport in organic semiconductor materials, will also likely be affected by these

changes in unit cell volume with temperature.

For thermochemistry, neglecting thermal expansion leads to errors of up to a few kJ/mol.

Errors in the free energy tend to be smaller than those in the enthalpy and entropy due to

error cancellation, but they can still be of the same order of magnitude as the stability

differences between many crystal polymorphs. Additional error cancellation might occur

when comparing free energies between two different polymorphs, though the extent of that

cancellation would likely depend on how similarly the crystals expand with temperature.

In any case, for crystals in which the thermal expansion is appreciable and the energetic

separations between polymorphs is small, neglecting thermal expansion might lead to an

incorrect stability ordering.

Finally, the results here suggest that MP2/aug-cc-pVTZ provides a reasonable level of

theory for optimizing crystal structures and calculating phonon modes, except in cases like

imidazole where MP2 is known to have problems describing the van der Waals dispersion

interactions. The smaller aug-cc-pVDZ basis set tends to overestimate the unit cell volume

significantly. The improvements in geometries offered by quadruple-zeta basis sets or larger

are small relative to the increase in computational costs. On the other hand, using larger

basis sets is important for achieving quantitative accuracy in the lattice energy. Finally, the

quasi-harmonic approach provides an effective tool for modeling thermal expansion and free

energies, at least for small rigid molecules like the ones studied here. The performance of the

quasi-harmonic model for conformationally flexible molecules requires future investigation.
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A Appendix: Experimentally Derived Thermochem-

istry Data

The empirical enthalpies and entropies of sublimation used to validate the predictions were

obtained as a function of temperature for each crystal as follows. Tabulations of the resulting

empirical enthalpies and entropies of sublimation are provided as supporting information.

A.1 Carbon Dioxide

For carbon dioxide, temperature-dependent heats of sublimation at 1 atm were taken from

Azreg-Aı̈nou.96 The entropies of sublimation were derived according to:

∆Semprsub (T ) = ∆Sexptsub (194.7K)−
∫ T

194.7K

Cp,solid(T )

T
dT

+ (Sgas(T )− Sgas(194.7K)) (21)

This expression was evaluated using the sublimation entropy at 194.7 K97 and heat capacities

for the crystal97 and gas-phase rotational constants98 and vibrational frequencies.99 See Ref

28 for details.

A.2 Ice Ih

Temperature-dependent experimental enthalpies of sublimation for ice Ih were taken from

the equation of state of Feistel and Wagner.100 Entropies of sublimation were derived from

experimental data according to:

∆Semprsub (T ) = Sgas(T )− Sgas(373.15K) + ∆Svap(373.15K) (22)

+Sliquid(373.15K)− Sliquid(273.15K) + ∆Sfus(273.15K)

+

∫ 273.15K

T

Cp,solid(T )

T
dT
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The entropies for the gas and liquid water were found on the NIST/TRC Web Thermo

Tables.101 The entropy of vaporization and fusion were computed from the enthalpy of

vaporization and fusion at their transition points (∆Sfus(289.15K) =
∆Hfus(289.15K)

289.15K
and

∆Svap(391.7K) = ∆Hvap(391.7K)

391.7K
). The enthalpies of vaporization and fusion at their transition

point were taken from the Handbook of Chemistry and Physics.102 Isobaric heat capacities

from Ref 103 were converted to a smooth function using a cubic spline and integrated using

Mathematica.

Acetic Acid

For acetic acid, empirical enthalpies and entropies of sublimation were determined by com-

bining a series of reported values:

∆Hempr
sub (T ) = Hgas(T )−Hgas(298.15K) + ∆Hvap(298.15K) (23)

+Hliquid(298.15K)−Hliquid(289.6K) + ∆Hfus(289.6K)

+Hsolid(289.6K)−Hsolid(T )

∆Semprsub (T ) = Sgas(T )− Sgas(391.7K) + ∆Svap(391.7K) (24)

+Sliquid(391.7K)− Sliquid(289.6K) + ∆Sfus(289.6K)

+Ssolid(289.6K)− Ssolid(T )

The gas, liquid, and solid enthalpies (H(T )) and entropies (S(T )) at various temperatures

were taken from the NIST/TRC Web Thermo Tables.101 Values for the enthalpies of vapor-

ization104 and fusion105 were taken from the literature. The entropies of vaporization and

fusion were determined by dividing the corresponding enthalpy at the appropriate phase

transition temperature (∆Sfus(289.6K) =
∆Hfus(289.6K)

289.6K
, ∆Svap(391.7K) = ∆Hvap(391.7K)

391.7K
).

Since the enthalpy of vaporization was reported at 298.15 K instead of at the boiling point
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of 391.7 K, it was extrapolated to 391.7 K using data from the NIST/TRC Web Thermo

Thermo Tables:

∆Hvap(391.7K) = ∆Hvap(298.15K) +Hgas(391.7)−Hgas(298.15K) (25)

−Hliquid(391.7) +Hliquid(298.15K)

Imidazole

Empirical sublimation enthalpies for imidazole were derived similarly to the previous crystals:

∆Hempr
sub (T ) = ∆Hsub(298.15K) +Hgas(T )−Hgas(298.15K) (26)

+

∫ 298.15K

T

Cp,solid(T )dT

The enthalpy of sublimation at 298.15 K was reported by Jiménez et al.106 Isobaric heat

capacities for solid imidazole107 were converted to a smooth function via cubic spline and

integrated using Mathematica. The enthalpy of gaseous imidazole at various temperatures

was computed using Eqs 14 and 15. Experimental vibrational frequencies were taken from

Billes et al.108 The gas-phase electronic energy contribution was omitted because the value

temperature T cancels with the one at 298.15 K. Insufficient data was found to derive the

empirical entropies of sublimation for imidazole.
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