
1 

 

How many interviews are enough? Do qualitative interviews in building energy 
consumption research produce reliable knowledge? 

 
JUST SOLUTIONS CAMBRIDGE WORKING PAPER 2014B 

Published in The Journal of Building Engineering, 2015 

Ray Galvin 

Department of Architecture, University of Cambridge, 1-5 Scroope Terrace, Cambridge, UK  

Email: rg445@cam.ac.uk 

Tel. +44 7758 832 415 

Abstract 

Research in building energy consumption often uses semi-structured interviews to 
produce qualitative data on consumer beliefs, attitudes, practices and skills. A survey of 
54 recent papers in six prominent building and energy journals shows that the samples 
are typically small, but inferences are often made for interventions in the light of the 
findings, on the assumption that these are somehow transferable to wider populations. 
It is often asked ‘how many interviews are enough’ to produce reliable results. 
Theoretical literature on this theme has avoided a straightforward statistical critique, 
and justified the practice with appeals to precedent, the special nature of qualitative 
personal data, and a limited pool of empirical work. This paper reviews this literature 
and presents a statistical approach, based on binomial logic, to critiquing and supporting 
the practice of semi-structured interview research in the building and energy field. The 
approach developed offers a set of straightforward criteria which researchers can use to 
estimate the reliability of their findings and inferences from the qualitative data 
produced in semi-structured interviews. 
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1. Introduction. 

It has become common in recent years to gather data on human attitudes and behaviour 
in building energy research through interviews with building occupants and other 
relevant actors. Examples of this kind of research are found in the main journals which 
deal with technical aspects of energy in buildings, including Building and Environment 
[1-8], Energy and Buildings [9-21], Energy Efficiency[22-33], Energy Policy [34-45], 
Sustainable Cities and Society [46-49] and Building Research and Information [50-63]. 
Generally in such projects, interviews are recorded, transcribed, and analysed according 
to a coding method which identifies key themes or concepts which bear closely on the 
projects’ research questions. 

The data so gathered is generally claimed to be ‘qualitative’ rather than ‘quantitative’. It 
provides information about what sorts of relevant things are happening and how, rather 
than the number, proportion or magnitude of relevant factors. For example, [11] 
observed hundreds of buildings in a medium-sized city to estimate the proportions of 
dwellings where certain occupant behaviours were impeding energy-efficient 
ventilation. This was quantitative data. The author of the study then interviewed 21 
households in the city to find out what sort of practices, attitudes and difficulties 
occupants claimed were determining their ventilation practices. This was qualitative 
data. It gave no information about the prevalence of any particular attitude or practice 
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within the city, but offered clues as to what these attitudes and practices were, and how 
they were situated within other related discourse and practice. 

A sample of 21 represents a small number of households in a city of 120,000 homes. The 
question arises: how many interviews are enough? What is the minimum number of 
interviews required in a study in the field of energy consumption in buildings, to 
provide reliable information on the qualitative features of human attitude, practice or 
behaviour that bear on such studies’ research questions? 

Researchers have to decide how much time and funding to invest in data gathering. Most 
qualitative interview data is recorded, transcribed and meticulously analysed, often by 
several researchers to minimise bias. Interview format usually consists of prompts 
which lead interviewees to speak widely, on and around the topic area, to allow for new 
ideas and insights which the researcher would not have otherwise thought of. This 
demands different research skills from the technical, engineering-based skills which 
building energy researchers are often trained in, yet this technical background 
knowledge is also an important ingredient in enabling the interviewer to pick up on 
leads which arise in the interview. 

The research also has to be credible for a critical, academic audience. Such an audience 
can rightly ask: were there sufficient interviews to ensure a full coverage of issues; are 
the issues that arose in such a small sample truly representative of the relevant 
population; what are the limitations of the methodology and how can these be 
quantified? 

This paper investigates this question from a statistical point of view.  To the author’s 
knowledge no such study has yet been offered in any sphere of science in which 
qualitative interviews are used. Those which address the issue avoid the question of a 
straightforward, statistical analysis of the validity of small sample, qualitative data and 
tend instead to rely on precedents from studies conducted in past years. This is 
interesting because in quantitative statistical analysis, where large samples are 
generally used, sample size is routinely calculated or, if response numbers cannot be 
controlled, the limits of the study’s statistical power are calculated. In this field it is 
accepted that sample size depends on factors such as reference population, kind of 
analysis, confidence level required, sampling technique etc., as well as the type of survey 
and how it is conducted. There are clear mathematical rules. These seem to be lacking 
for small sample qualitative interviews. 

The paper is structured as follows. Section 2 identifies the main types of information 
which qualitative studies in energy and buildings seek to produce. Section 3 reviews 
social science literature which has attempted to address the question as to how many 
interviews are enough. Section 4 offers a statistical approach to the reliability of small 
sample qualitative data. Section 5 offers discussion, conclusions and recommendations 
for research practice and further research. 

2. Qualitative studies in building and energy research 

2.1 The studies considered in this study 

In order to ascertain the scope of the types of information which researchers attempt to 
obtain from interviews in the field of energy consumption in buildings, papers in this 
field which use interviews were examined in six academic journals in which such papers 
are frequently published (see list in Section 1). In all but one of these journals an 
attempt was made to identify all the papers which have used this methodology in this 
field over the past 10 years. As the sixth journal, Building Research and Information, 
publishes a greater number of such papers, a random selection of 13 such papers was 
made.  The number 13 is arbitrary but was chosen because this was the highest number 
of such papers found in any of the other journals. This gave a total of 63 papers. 
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Most of these papers deal with specificities of consumption behaviour and attitudes in 
buildings and thereby report on interviews with occupants, though some report on 
interviews with relevant experts in the building industry. It was difficult to draw a clear 
line between these and policy-focused papers, but as a rule of thumb only papers 
dealing with consumption and occupant behaviour and/or attitudes were included. This 
is by no means an exhaustive list, as there are other journals which publish papers on 
similar issues, hence some approaches may not be represented in this selection. It is 
noteworthy that the last (63rd) paper to be selected, i.e. [59], used interviews for an aim 
that had not been found in any other paper. This raises the possibility that not all 
approaches will be fairly represented in this analysis, as it is conceivable that a novel 
approach might have appeared in the 100th or 500th paper if the search had been 
extended. This point is not trivial because it also bears on the question of ‘how many’ 
items must be examined to get a full (or ‘saturated’) picture of a data field – the issue 
which forms the substance of this paper. 

9 of the 63 papers either did not record their interviews or were unclear about this. 
Most of these 9 reported a very high number of interviews, mostly by telephone, and 
appeared to have used ‘interviews’ in order to complete pro forma questionnaires. 
These were excluded from the remainder of the analysis1. The remaining 54 all used a 
‘semi-structured’ approach, in which key starter questions were asked or prompts were 
given, so that respondents could talk freely around the themes and possibly introduce 
ideas or claims which had not been anticipated by the interviewer.  

2.2 Types of findings in these papers 

There were three main types of findings researchers were looking for in these papers, 
defined here as: thematic, statistical and discursive. ‘Thematic’ findings have to do with 
what is happening. Here the interviews seek to discover what specific behaviours, 
attitudes, beliefs, practices, skills, situations, or combinations of these, are represented 
among their interviewees. This can be further divided into two branches: ‘grounded 
theory’ as defined by [73], in which the researcher is seeking to identify every possible 
theme or combination of themes which might emerge, and an approach based more 
directly on the investigators’ research questions, which more precisely define the scope 
of the things being looked for. 

The issue of ‘saturation’ emerged repeatedly in these papers. Saturation is defined in 
this literature as the point at which no new relevant information is forthcoming, even if 
more people are interviewed. Most of these papers claimed to have reached saturation 
by using just the number of interviews they conducted, or to have conducted more than 
were necessary for saturation to occur. 

From a statistical point of view the outcomes of this type of research can be classified as 
binary (or binomial), in that each outcome is either found or it is not found. Hence the 
overriding research question of this paper is: How many interviews are needed, to ensure 
that all the relevant themes which are present in the relevant population have emerged in 
the interviews, given that a theme may be present in the population from which 
interviewees are selected, but not have (yet) emerged in the interviews conducted so far. 

A more precisely targeted research question therefore arises: If a particular theme is 
present in proportion R of the population, what is the probability that it will emerge at 
least once within a given number n of interviews? 

                                                 
1
 These are the papers referenced [4, 23, 25, 26, 30, 31, 33, 46, 47] in the bibliography. 
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The corollary of this question is: If a particular theme is present in proportion R of the 
population, how many interviews are required in order for there to be a 95% probability2 
of it emerging within these interviews? 

The second type of finding sought in these papers is more overtly statistical, namely the 
proportion of the interviewees who attest to a theme that has emerged (e.g. [9, 18, 57]). 
At this point these are not strictly qualitative studies (though all those found here claim 
to be), as they seek to quantify their findings. 

From a formal statistical point of view, this is still a binomial issue but more complex 
than that outlined above. The relevant research question is: If a theme is found in 
proportion p of n interviews, what is the 95% confidence interval for the proportion of the 
population in which this theme is found? 

Within these ‘thematic’ and ‘statistical’ findings of these research papers, often 
comparisons are made between different sub-groups of interviewees. Such comparisons 
raise further statistical issues, which will be addressed alongside the basic ones outlined 
above. 

A further factor is whether the sample of interviewees is a true random sample of the 
relevant population. By ‘population’ is meant the sum total of all the objects (which may 
be households, householders, experts, etc.) which are intended to be represented by the 
selected interviewees. For example, in [37] the population was fuel-poor households in 
Vienna, Austria and a sample of 50 such households was interviewed. In [36] the 
population was households in near-zero-energy homes, and a sample of 25 was 
interviewed after a technical analysis of their dwellings and consumption. If the 
interviewees are not a random sample, the reliability of the claimed findings becomes 
weaker. A further research question, then, is: What is the effect on all the above effects, of 
having a non-random sample? 

The third main type of finding in qualitative interviews is what is often called ‘discourse 
analysis’. This is a more complex and subtle research aim, and does not readily admit of 
statistical analysis. It involves investigating what phrases, maxims, arguments and one-
liners are regularly uttered or written, usually by people or groups who have 
institutional power over others, as a means of persuading social or governing groups to 
act a certain way. This method is clearly described by Hajer [64, 65] and is used in 
building energy research, for example in [66], in an attempt to understand some 
apparently self-defeating features of German regulations on home heating standards. 
This approach is of a quite different type from the thematic or statistical approaches 
which are typically represented in building energy consumption studies, so it is not 
considered in this paper. Nevertheless, popular discourses often do have a role in 
influencing people’s energy consumption habits, and there is sometimes an overlap with 
this and the more thematic studies, such as in [11]. 

It should also be noted that some of the studies considered here combine qualitative 
interviews with one or more sets of quantitative data. The quantitative aspect may be 
measurement of parameters such as indoor temperature (e.g. [2]), or a larger 
quantitative questionnaire survey (e.g. [58]). It might be argued that this reduces the 
need for rigour in qualitative interviews, as these are merely a deeper investigation of 
features that are already known by more rigorous means. However, substantive 
conclusions are drawn from these qualitative studies, often as a way of explaining why 
the quantitative results turned out the way they did, or of establishing what course of 
action households take in situations where their dwellings are of such-and-such a 
thermal quality. In all cases interview results are presented in these papers as reliable 

                                                 
2
 The figure 95% is chosen because this is a commonly accepted level of statistical confidence for 

social science research. In significance testing it corresponds to a p-value of 0.05. 



5 

 

within their given frame of reference, except for a small number which admit they are 
not reliable (e.g.[52]). 

2.3 Numbers of interviews in the studies 

Of the 54 papers included in this study, the average number of interviews was 19.3, and 
this fell to 13.2 when separated into the population-representing groups which some of 
the papers divide them into. For example, [53] interviewed 50 households but in 4 
groups, each representing its own type of population. Paper [50] interviewed 60 
households, but these were in four different countries and grouped accordingly. Paper 
[51] interviewed 17 but in groups of 10 and 7. Figure 1 gives a breakdown of numbers of 
studies with numbers of interviews, and Figure 2 shows how this appears when 
interviewees are separated into their population-representing groups. 

 

 

Figure 1. Number of studies with number of interviews 
 

 

Figure 2. Number of interviews and number of studies, including groupings of populations 
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In both cases the modal class is 11-15 interviews, with 6-10 being the next most 
common. The number of studies with these ranges of interview numbers increases 
when groups are considered as separate samples. It is the exception rather than the rule 
to find more than 20 interviews, and 8-17 is by far the most common range. The 
smallest sample of interviewees in the papers considered was 2 (in [19] and in one of 
the groups in [52]), and the largest 50 [37]. Paper [55] interviewed 60 participants but 
these were in 4 groups, each of which was effectively a separate selection from a unique 
population.  

3. Past and current discussion of numbers in small interview samples 

3.1 The meaning of the question 

The question ‘how many interviews are enough?’ has been extensively discussed in 
social science, applied sciences (such as ICT) and health literature (see reviews in [67, 
68, 60, 70]). A common theme in these studies, apart from a number in the medical field, 
is that the qualitative data sought in interviews does not admit of formal statistical 
analysis because it has to do with meaning and interpretation rather than hard, durable 
substance. This type of research, says Mason [67: 1] is concerned with meaning and not 
making generalised hypothesis statements.  It is not the temperature of the room that is 
important, but the meaning the interviewee ascribes to the feeling of warmth or cold. 
Such meaning may be nuanced in a variety of possible ways and interpreted differently 
from person to person, since, as Denzin explains, meaningful utterances are directly and 
indirectly connected to one another as interactional accomplishments within a particular 
interpretive frame [68: 23]. 

This is a fair description of what is happening when people are speaking: they are 
interpreting their world, and other persons’ interpretations of it, by means of their own 
frameworks of reference, rather than producing measurable data. The type of reality 
that is produced in a well-communicating interaction between two people in 
conversation – such as a researcher and her interviewee – is different from that which 
engineers mould and shape. It is often called ‘constructivist’ rather than ‘positivist’ [68], 
though there is a middle ‘realist’ position which emphasises that because the notions 
people construct in their conversations have concrete effects in the physical world, they 
are ‘real’, even if in a different sense from rocks and radio waves. This theme has been 
widely and extensively explored in philosophy of science literature (see, e.g. [70, 71, 
72]). Its implications for the underlying assumptions held by interview-based 
researchers are discussed in [69].  

There are also more recent approaches which see interviewees’ speech as a reporting of 
these people’s ‘practices’, a ‘practice’ being a standardised set of actions which is 
governed by meanings, enabled by skills and know-how, and constrained by the physical 
environment (examples are found in [11, 39, 43, 50, 55, 58]). 

Regardless of what researchers understand their interviewees’ utterances to be, 
interview-based researchers in the energy field (and in many other fields) almost 
invariably itemise their findings by grouping similar expressions of meaning under 
headings that seem relevant to their research questions, and treat them as quasi-
substantial things. For example, this passage from [56] begins with an account of what 
(some) interviewees ‘perceive’ (i.e. construe to be the case): 

Due to its relative visibility, water use and costs are perceived as easier to regulate and 
manage in tenants’ everyday practices. In terms of energy saving, hot water could be a 
priority meriting direct attention. [56: 287] 

Because (some) interviewees attach to water use and costs the notion that these are 
easier to regulate and manage, the researcher moves quickly to the conclusion that 
something concrete can be done about this to increase energy savings. The meanings 
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which interviewees construct have real effects in the material world, especially in the 
field of energy research. Qualitative interviews can be an effective way to identify these 
meanings. Each such meaning or practice (or cluster or web of meanings or practices) 
can be seen as a substantive unit of outcome of the qualitative research. The important 
question is: how many interviews are needed, to ensure that all the relevant meanings, 
practices, and constructions of reality within the target population are captured by the 
outcomes of the research? 

3.2 Attempts to answer the question 

The central issue in most of the discussion of this question is how to achieve ‘saturation’. 
The notion of saturation was brought into the centre of the discussion through Glaser 
and Strauss’s formulation, in 1967, of the method of ‘grounded theory’ [73]. Achieving 
saturation means conducting new interviews until the researcher is confident that no 
new data relevant to the research question is emerging or would emerge if more 
interviews were conducted. It will be obvious that some difficult logical problems are 
associated with this, since no-one knows what the next interviewer would have said if 
he or she were included in the sample. 

There appear to be three main ways in which the question is addressed in academic 
literature. These are called here: the ‘wisdom of the elders’; the ‘experience of the 
researcher’; and the ‘quasi-empirical foundation’. 

3.3 The ‘wisdom of the elders’ 

The ‘wisdom of the elders’ basically means: if a researcher wants to know how many 
interviews to conduct in a particular field of research, he or she must look to the past 
and follow the precedents set by others who have conducted similar or comparable 
research (e.g. [67]). The logic is that, since these people did it that way and it worked, it 
should work again. The most frequently occurring number of interviews in the energy 
papers considered in this study is 14, while 20 of the 53 studies use numbers of 
interviews within 3 either side of that. It might therefore be worth investigating whether 
the range 11-17 has become something of an elders’ wisdom for research on energy 
consumption in buildings. Only one of the studies makes an attempt to justify its number 
of interviews explicitly (i.e. [38]), though almost all studies which use less than 16 
interviews offer some justification for the smallness of their numbers. 

The difficulty with this approach is simply that the elders might be wrong, and since 
they themselves do not appear to have justified their sample sizes on any firm ground, 
there is no reason to believe them. Marshall et al. [74] present a list of established 
qualitative researchers with their recommended minimum number of interviews. These 
range from 6 to 50, and as few as 3 per case for comparative case studies. 

3.4 The ‘experience of the researcher’ 

The second approach, the ‘experience of the researcher’, suggests the researcher should 
weigh up all the issues involved in her or his intended project, and settle on a number of 
interviews in that light. Marshall [75] proposes the researcher develop a framework of 
relevant variables, which will depend on the researcher’s prior experience of the 
subject, the available literature on the subject, and the possible characteristics and 
contribution of each of the chosen interviewees. Francis et al. [76] suggest that: 

The specific number will depend on the complexity of the research questions and of the 
interview topic guide, the diversity of the sample and the nature of the analysis (e.g. the 
number and likely dimensionality of the target constructs). [76: 1234] 

Baker and Edwards [68] introduce the discussion of ‘how many interviews’, with the 
words ‘it depends’, and offer a compendium of the opinions of 14 experienced 
qualitative interview researchers as to what it depends on (one of whom pointedly asks 
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why the number 14 was chosen as a representative sample). The opinions include: 
whether interview results will be triangulated with other findings; how confident the 
researcher is that the members of the sample are homogeneous (or heterogeneous, 
depending on the research aims); how many interviews will be required to impress the 
research funding board; how likely it is that saturation will be reached with the chosen 
number; and how far the research funding will stretch. But many of the 14 experts 
simply refuse to answer the question, saying, effectively, that qualitative research 
cannot be tied down to numbers. 

The ‘experience of the researcher’ approach suffers the inherent weakness that there 
are no firm criteria to set numbers by. There is an overlap between this and the ‘wisdom 
of the elders’ approach, in that the elders suffer the same problem of lack of definitive 
experience. The arguments for this or that number seem to rest on sand: do it this way 
because experienced researchers did it this way; experience researchers know how to 
do it because they are experienced.  

All the above studies, however, maintain that the number chosen should be sufficient to 
ensure saturation. This leads to the third general approach, called here the ‘quasi-
empirical foundation’. 

3.5 The ‘quasi-empirical foundation’ 

In response to a dearth of rigorous justification for sample sizes in qualitative interview 
research, Guest et al. [77] set out to develop an evidence-based guideline. They recorded 
qualitative interviews with 60 women from Nigeria and Ghana on social desirability bias 
and self-reported sexual behaviour, and used Glaser and Strauss’s [73] grounded theory 
approach to construct codes representing outputs of content. Finding 109 such codes in 
the entire sample of 60, they noted that 80 of these (73%) had emerged in the first 6 
interviews, 100 (92%) in the first 12, and all 109 within the first 30. 

They also used a Chronbach’s Alpha [78] to measure the internal consistency of how the 
codes related to each other within interviews. A Chronabach’s Alpha may range from 
negative infinity to 1.0, and a score of 0.7 is widely regarded as a good indication of 
consistency. Their score reached 0.7 after the 12th interview, rising steadily to 0.93 after 
the 60th. They concluded that most data saturation occurred within 12 interviews.  

Guest et al.’s study has been used to justify smallness of samples in building energy 
research (e.g. [38]), but there are problems with this method. 

Firstly, although no new themes emerged after the 30th interview, this does not imply 
that 30 is a universal maximum for saturation. It could simply reflect the boundaries of 
the focus of the study and its topic area. Further, there is a logical problem with 
assuming that, because all themes have been found after a particular number of 
interviews, no more themes would be found if the total number were extended. 

Secondly, an implicit assumption of the study is that the entire population of relevant 
Nigerian and Ghanaian women is the 60 in its super-sample, with the result that the 
percentages of themes (‘codes’) found in the first 6, 12, etc. interviews are not 
percentages of all the themes in the relevant population, but only of those in the super-
sample. This begs the question as to whether a sample of 60 is big enough to reflect all 
the relevant themes, and this brings the problem back to its starting point. In fact it can 
be shown (see method in Section 4) that there is a 4.6% probability that a theme which 
occurs in 5% of a (large) population will not have emerged in the first 60 interviews, and 
that there is a 54.7% probability that a theme which occurs in 1% of the population will 
not have emerged within the first 60. A theme with such a low frequency of occurrence 
may seem trivial, but in issues to do with social justice (such as sexual abuse or fuel 
poverty) it is essential to bring the marginal cases to light, as this may be where the 
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most suffering is. In any case, it is important to be able to say what levels of information 
might have been missed in a research project, and to quantify these if possible. 

There are, consequently, problems with the application of Guest et al.’s method to other 
research projects. Francis et al. [76] offered an approach based on this method, and 
tested it with a study of the beliefs of relatives of people with Paget’s disease of the bone, 
about the acceptability to these relatives of genetic screening for themselves. The 
researchers began by specifying a ‘stopping criterion’ of the number of extra interviews 
that should be conducted, after the first interview occurred in which no new beliefs 
emerged. They set this at 3 additional interviews (but gave no reason given for 3 rather 
than another number). They then conducted 14 interviews and found that on the 14th no 
new beliefs emerged. They then conducted 3 more interviews to confirm that no more 
new beliefs emerged, and stopped at that point. 

On the face of it this may seem a reliable strategy. However, a close examination of their 
results shows that no new beliefs emerged in the 9th ,10th, 11th or 12th interviews either, 
indicating that saturation would have been deemed to occur after 8 interviews if the 
researchers had chosen an initial cohort of 9 rather than 14, and the new theme which 
emerged in the 13th interview would have been missed. Even with an initial cohort of 14 
interviews, what would have happened if the stopping criterion were 4 or 5 is unknown. 
From a purely statistical point of view, there is a 16.7% probability that a belief held by 
10% of the relevant population will not have emerged after 17 interviews. Hence it is 
highly likely that more beliefs would have emerged if interviewing had been extended. 

A further problem with most of the qualitative interview studies mentioned in this study 
is that their samples are not random, i.e. they do not represent a true random sample of 
their target population. Mathematically this makes their reliability much worse than the 
above statistical observations would indicate. More prosaically, if a particular belief or 
theme is under-represented in a sample compared to its target population, there is less 
chance of this belief or theme emerging in a small number of interviews. Conversely, if a 
belief is over-represented in the sample it may present itself to the researcher as far 
more significant and overriding than it is in the population. 

It seems fair to conclude that a consistent weakness of attempts to justify various 
numbers of interviews is their lack of a sound theoretical statistical underpinning. 

4. A statistical analysis of small sampling of qualitative data 

The research questions addressed in this section are drawn from the observations in 
Section 2. Research questions (RQs) 1-5 assume the interviewees represent a true 
random selection of the target population with respect to the interviewer’s research 
question. RQ6 extends the analysis to samples that are not random: 

RQ1: How many interviews are needed, to ensure that all the relevant themes which are 
present in the relevant population have emerged in the interviews, given that a theme may 
be present in the population from which interviewees are selected, but not have (yet) 
emerged in the interviews conducted so far. 

RQ2: If a particular theme is present in proportion R of the population, what is the 
probability that it will emerge within a given number n of interviews? 

RQ3: If a particular theme is present in proportion R of the population, how many 
interviews are required in order for there to be a 95% probability of it emerging within the 
study? 

RQ4: If a theme is found in proportion p of n interviews, what are the 95% confident 
intervals for the proportion of the population in which this theme is found? 
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RQ5: How are all the above probabilities affected if samples of two different populations 
are compared? 

RQ6: What is the effect on all the above effects, of having a non-random sample? 

4.1 RQ1: How many interviews are enough? 

All these RQs deal with binary data (i.e. yes/no answers), as any particular theme either 
emerges in an interview or it does not. Therefore the statistical distribution for 
evaluating probabilities in these cases is the binomial distribution. If the selection of the 
sample is truly random, the probability that a theme which is present in proportion R of 
the population is represented in each interviewee is also R.  Hence the probability P that 
this theme will emerge in n interviews is given by: 

    (   )                                 ( ) 

As equation (1) forms the bedrock of the argument of this paper, a step-by-step 
explanation of how it is derived is offered in Appendix 1. 

As R becomes smaller, (1 – R) approaches 1, so n has to become larger to prevent the 
term (1  - R)n approaching 1 and thereby prevent P from becoming zero. In other words, 
the sample would have to be extremely large in order that every theme which is present 
in the population does emerge in the interviews. 

Hence the correct answer to the question, ‘how many interviews are enough’ is that no 
finite number is ever enough. However, things are not as hopeless as this might imply, as 
the margins of error can be quantified – hence RQs 2-5. 

4.2 RQ2: How likely are themes to emerge? 

Suppose a particular theme is present in proportion R of the relevant population, but 
prior to the research it is not known that this theme exists (probably the most common 
situation in interview research). Equation (1) enables us to find the probability that this 
theme will emerge within a given number n of interviews. For example, if the theme is 
present in 20% of the population (so R = 0.2) and 12 interviews are conducted, the 
probability that this theme will emerge in at least one of these interviews is: 

    (     )         
    (     )         

                 

 

The probability of finding a theme is higher for themes which occur in a higher 
proportion of the population and lower for themes which occur in a lower proportion of 
the population. For 12 interviews it reduces to 71.8% for themes present in 10% of the 
population, 46.0% for themes present in 5%, and 11.4% for themes present in 1% of the 
population. If the number of interviews is increased, the probability of finding the theme 
increases. Figure 3 shows probabilities of finding themes which are present in a range of 
percentages of the population, for different numbers of interviews ranging from 3 to 12. 
For example, if there are 6 interviews (fourth curve from the bottom), the probability of 
finding a theme which is present in 10% of the population is 48%.  
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Figure 3. Probability of finding an issue in small sample qualitative interviews, given its 
frequency in the population 
 

Appendix 2 gives a table of figures for up to 16 interviews. This table could be used as a 
reference for planning and justifying interview-based research. Alternatively, as the 
following subsection shows, inversions of equation (1) can be used, depending on 
whether the researcher is seeking to find the number of interviews required to reach 
certain levels of confidence, or the coverage of themes that can be expected from a given 
sample size.  

4.3 RQ3. How many interviews are enough to achieve stated aims? 

Inverting equation (1) to make n the subject gives:  

  
   (   )

   (   )
                              ( ) 

This formula can be used to find the number of interviews required to have a stated 
level of confidence (P) that all the relevant themes which are held by proportion R of the 
population will occur within the interview sample (and presumably be found by a skilful 
interviewer). For example, if the researcher needs to be at least 95% confident that all 
the issues have emerged which are represented in 10% or more of the population, using 
equation (2) shows that 29 interviews will be required. Figures 4 illustrate this 
graphically. The same information is given in Figure 5, with the number of interviews on 
a logarithmic scale. 
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Figure 4. Number of interviews required, to be 95% confident that a belief, practice or 
theme will emerge which is held by various percentages of the population 
 

 

Figure 5. Logarithmic scale of number of interviews required, to be 95% confident that a 
belief, practice or theme will emerge which is held by various percentages of the population 
 

Figure 4 indicates that 298 interviews would be required to be 95% confident that all 
relevant beliefs, etc., held by just 1% of the population would be represented in the 
sample of interviewees. This number falls rapidly for beliefs held by larger proportions 
of the population. For example, if the research only needs to identify beliefs held by 20% 
or more of the population 14 interviews are enough (more precisely 13.4, but as this 
falls short, a 14th is required). This assumes, of course, that the sample is truly random. 
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Hence a more general answer to RQ3 is: The number of interviews required depends on 
the minimum proportionate level of occurrence of themes within the population that the 
researcher wishes to identify, and the level of confidence he or she wishes to have that all 
such themes are represented in the sample. This, expressed formally in equation (2), is 
the statistical answer to the decades-old question, ‘how many interviews are enough’. 

A further inversion of equation (1) can be used to find the minimum proportionate level 
at which an issue needs to be represented in the population in order for this issue to 
emerge in interviews: 

    √(   )
 

                      ( ) 

For example, to find what minimum proportion of the population would need to hold a 
belief or attitude in order to be 95% confident that 11 interviews will reveal it, equation 
(3) would be used, giving an answer of 23.8%. Provided 23.8% of the population hold 
this belief, 11 interviews will be enough to give a researcher 95% confidence of finding 
it. 

4.4. RQ4. Making quantitative estimates from interview results 

Some of the building and energy studies examined for this paper go beyond using 
interviews merely to identify relevant themes, beliefs, practices, etc., and present a 
quantitative analysis of these themes’ occurrences in their interview sample [e.g. 9, 18, 
57]. Gill et al. [57] note that 60% of their 11 interviewees (sic) mentioned the 
discoloration of water in toilets due to rainwater harvesting (RWH), while 70% thought 
RWH was a good idea due to its environmental and monetary savings. It is important to 
ask whether this type of finding conveys any useful information. 

Figure 6 shows the 95% confidence intervals for the proportion of beliefs (or practices, 
attitudes, etc.) in a population, given the proportion of a random sample of 11 
interviewees who express this belief. If the proportion in the sample is 0.6 (=60%), there 
is a 95% probability that the proportion with this belief in the population lies between 
32% and 82%. For a proportion in the sample of 70% these confidence limits are 41% 
and 89%. Hence the figures of 60% and 70% presented in the study convey little more 
than that some people commented on the discoloured water and some people approved 
of it due to its environmental and monetary benefits. Giving percentages from samples 
this small does not give any useful information and can be misleading to readers not 
familiar with statistical theory. 
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Figure 6. 95% confidence intervals for proportion in population, given proportion in sample 
of 11 (Wilson score interval)  
 

More generally, confidence intervals for a binomial distribution with small samples 
follow quite complex rules, and a reliable way of calculating them (used in the example 
above) is by means of Wilson’s score interval [79, 80]. This is given by: 

       
 

  
 
 
  
[  

 

  
     √

 

 
 (   )  

 

   
  ]      ( ) 

where I1 and I2 are the lower and upper confidence limits, p is the proportion of 
interviewees who express the belief, n is the number of interviewees, and z is the normal 
distribution’s test statistic for the stated confidence interval (e.g. 1.96 for a 95% two-
tailed test). The formula also works for large samples, because if n is large the terms 
with n in the denominator drop out, except for the first term inside the square root sign, 
with the result that equation (4) becomes identical with the formula for confidence 
intervals in large binomial samples, namely: 

           √
 

 
 (   )                           ( ) 

Figure 6 is based on equation (4). As a further illustration of its use, Figure 7 shows the 
95% confidence intervals for a very small number of interviews (3) and a comparatively 
large number (40). 

 

Figure 7. 95% confidence intervals for proportion in population, given proportion in samples 
of 3 and 40 (Wilson score interval) 
 

Figure 7 illustrates that with 40 interviews there is still a wide margin of error, 
averaging around 20-30%, if the proportion of hits in a sample is used to estimate the 
proportion in the population. With 3 interviews the margin of error is typically around 
70%. In short, it is highly questionable whether the proportions of features found in 
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small or even medium sized samples can ever be used to give a picture of how these are 
in their representative populations3.  

4.5 RQ5. Comparing two or more samples of interviewees 

A number of studies considered in this paper make comparisons between different 
populations, based on a sample of interviewees for each population [14, 15, 27, 39, 50, 
51, 52, 53, 55, 60, 61]. Isaksson and Ellegård [27] interview 12 Swedish households 
whose dwellings had recently been retrofitted with bedrock heat pumps and 12 whose 
dwellings had been retrofitted with district heating. They found, inter alia, that 
‘investment and annual costs were of great significance, especially for many of the 
respondents who converted to bedrock heat pumps’ [27: 7]. This is no doubt a fair 
description of those they interviewed, but does it have any implications for populations 
of Swedish households who have recently retrofitted to bedrock heat pumps or district 
heating? Are investment and annual costs of greater significance to the former than the 
latter? 

No figures are given to justify the ‘especially’ descriptor, but for illustrative purposes, 
suppose 70% of the heat pump group expressed this concern while only 30% of the 
district heating group did so, is there any significant difference between these? 

There are difficulties in performing a test of significant difference in small binomial 
samples, but the method of RQ4 can be extended for this. For a sample of 12, a 70% 
score gives a 95% confidence interval of 42% to 88%, while a score of 30% gives a 95% 
confidence interval of 12% to 58%. Hence there is an overlap of 42% to 58%, implying 
that there is nowhere near 95% confidence that the two scores are different (see 
discussion in [80]). Using equation (4) shows that, for there to be a significant difference 
the scores in the samples would need to be at least 60% apart. 

Such a result is of course possible with samples of 12, but if it is to be credible the 
numbers need to be stated. A claim that such-and-such an attitude is ‘especially’ present 
in one sample (compared to another sample) is meaningless, without a basic statistical 
analysis. 

The same issue arises where researchers use a generous sized sample for their 
population of interest, and a smaller (often very small) sample for a control. An example 
is Coleman et al. [52], which explored office workers’ preferences for personalised 
energy consumption feedback. The main interview sample was 11 employees chosen to 
reflect the likely spread of energy awareness already in the staff. Their results were 
compared with a sample of 4 employees who had been given personalised monitors and 
had a high level of energy awareness. The authors comment: 

The small sample sizes and above-average energy literacy of some of the participants 
prevents the findings from being generalized to the broader population. [52:  647].  

The authors are correct in this (but why choose such small samples if this was obvious 
from the beginning?). Figure 8 shows the 95% confidence intervals for samples of 4 and 
11. If, for example, 20% of the main sample but 70% of the control sample expressed a 
particular view, the intervals would be 6% to 50% for the main sample and 27% to 94% 
for the control sample. The overlap is 23%, indicating that there is a strong possibility 
that the proportions could be similar or even reversed in their representative 
populations. 

                                                 
3
 Note that confidence intervals rather than p-values are used in this analysis as they give estimates on 

the same scale as the data, conveying information about both magnitude and precision, whereas p-

values are probabilistic abstractions which need to be further interpreted to show how wide an estimate 

from a sample can fall when related to its parent population [80, 81]. 
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Figure 8. 95% confidence intervals for proportion in population, given proportion in samples 
of 4 and 11 (Wilson score interval) 
 

The short answer research question 5 is, therefore: comparisons based on small sample 
data are extremely tenuous. The practice of having a small control group is itself 
questionable, given the wide confidence intervals which ensue. 

4.6. RQ6. What if the samples are not random? 

It is very difficult to obtain a true random sample of a clearly specified population for 
interview research. Even if sufficient members of the population are known, so that a 
random selection can be asked to participate, people self-select for reasons that are 
often unknown to the researcher. If the sample is not random, all the problems of 
reliability become worse. Confidence levels reduce (RQs 1-3) and confidence intervals 
expand (RQs 4-5), so that larger samples are needed to restore reliability. Since the 
degree of non-randomness is usually unknown, it is very difficult to judge how large the 
sample should consequently be. 

  
   (   )

   (     )
                          ( )Although it is often very difficult in practice to ensure true 

randomness with small sample interviewee selection, intuitively it would seem 
reasonable to make extra effort to at least obtain a sample that is representative of the 
relevant types of people in the target polulation. Many of the studies considered here 
made special efforts to do this, for example by ensuring that all types of office worker 
are represented [52] or that all relevant classes of poor household are represented [37]. 
Study [38] interviewed two local architects and two local citizens’ initiative workers as a 
way of checking that the characteristics of the homeowners who were interviewed were 
generally representative of retrofitting households in the geographical area. 
Nevertheless, the results of such studies would not be as robust as those from a true 
random sample. It is recommended, therefore, that more research be undertaken as to 
the degree of certainty that can be inferred from non-random samples of various types. 

 

This issue can also arise where written questionnaires are used, if a questionnaire is 
sent to a large, random selection of individuals but only a small number answer. Because 
of the self-selection this implies, the small sample received is unlikely to be truly 
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random. If, however, it can be shown that the sample received is random, the same 
statistical rules would apply here as to deliberately selected small samples. 

5. Discussion and conclusions 

This paper has considered the reliability of building and energy research which uses 
small samples of recorded interviews to identify themes, beliefs, practices or other 
phenomena which bear on given research questions. Since these research questions 
usually take the issues beyond just the samples into the relevant populations, the 
question arises: how many interviews are enough to deliver what the research is 
attempting to achieve? 

This paper has argued that current attempts to answer this question are inadequate. 
The best of these ground their justifications in one empirical study which claimed to 
show that ‘saturation’ was largely achieved after 12 interviews and definitely after 30. 
This study has severe limitations as a model for other research, partly because of its 
specific research questions and population, and partly because of problematic logic. 
Other attempts to answer the question rest on precedent rather than rationality, or on 
researchers’ skills and knowledge, which seems to lack a firm theoretical foundation. 

This paper has sought to answer the question using a straightforward statistical 
framework.  Since any particular belief, etc. either emerges in an interview or does not, 
the binomial distribution is the appropriate frame of analysis. The assumption 
throughout this paper is that researchers seek beliefs, etc., in their samples of 
interviewees, on the spoken or unspoken assumption that these beliefs, etc. are in some 
way representative of those in the relevant population. 

The paper used 54 published studies as its raw material to ascertain what sort of things 
this type of research is doing. 

Six research questions emerged through examination of these studies and of wider 
academic literature on the number of interviews required for ‘saturation’. For 5 of these 
(RQs 1-5) it was possible to give a simple answer, in each case represented by one or 
more equations. The final RQ, on non-random samples, did not so readily admit of a 
straightforward answer. It is suggested that more research be carried out to explore the 
dimensions of certainty and uncertainty arising from such samples. 

Probably the most useful equation derived here is (2) which gives the number of 
interviews required to fulfil clearly stated criteria, namely the minimum degree to which 
a belief, etc. must be represented in a population to be relevant to the research; and the 
level of statistical confidence the researcher wishes to have that all such beliefs, etc. are 
present in the sample. 

It has also been important to show the tenuous nature of the subtle shift from 
qualitative to quantitative results in some of these studies, where figures are given for 
the percentage or proportion of the interviewees who expressed some particular belief, 
etc. Findings of this kind could be taken to imply that people in general in this situation 
are like this, i.e. that it is reflected in the target population. This produces misleading 
results, and it is recommended that qualitative research of this kind remain strictly 
qualitative and not try to quantify proportions of specific types of responses. 

A further tenuous practice is that of making comparisons between small samples, where 
meaningful comparisons cannot be made because confidence intervals overlap so 
widely. The above comment also applies to this, but here it tends to cause double the 
trouble, since margins of error can become multiplicative. 

Although this study focused on building and energy research, it has implications for 
other fields, such as health, IT, psychology, transport and social participation – fields 
from which the literature review on theoretical issues was drawn. Many studies in these 
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fields also seek to identify beliefs, practices, attitudes, reported skills, etc. among their 
interviewees, and use this information to make implications about their target 
populations. 

It must also be emphasised that the findings of this study do not apply to research which 
is undertaking discourse analysis. Here, interviews are used alongside textual analysis 
to explore how people use verbal means to exercise power over others within particular 
cultures, institutions or governing bodies [64, 65, 70, 82, 83]. The findings only apply to 
qualitative research which uses interview data to make inferences which are claimed or 
implied to apply more widely to members of the target population. 

 (7694 words) 
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Appendix 1. Derivation of equation (1) 

Consider a belief such as ‘leaving the heating on continually consumes less energy than 
turning it off overnight and on again in the morning’, and suppose this belief is held by 
proportion R of a population. If a member of this population is selected at random, the 
probability that he or she will have this belief is R. Now suppose a number n of such 
people are selected at random. For each of them, the probability that he or she has this 
belief will also be R. 

If these n people are interviewed one by one in such a way that this belief, if  person has 
it, will emerge, the probability of it emerging in the first interview is R, and the 
probability of it not emerging in this interview is 1 – R. 

Suppose it does not emerge, and the second person is interviewed. The probability that 
it does not emerge in this second interview is also 1 – R. Therefore the probability that it 
will not have emerged after these first two interviews is: 

   (   )  (   ) 

The probability that it does not emerge on the third interview is also (1 – R). Therefore 
the probability of it not emerging after three interviews is: 

  
   (   )  (   )  (   ) 

Hence the probability of it not emerging after n interviews is: 

   (   )
              

The probability that it does emerge in one or more interviews is therefore: 

                   

This can be written: 

     (   )  

This is equation (1) in the text of the paper. 
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Appendix 2. Probability of theme being present in a given sample of interviewees, given the percentage of the target population in whom the theme exists, 
assuming the sample is a true random sample of the population. 

 
number of 
interviews 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

percentage in 
population (%)                     

    100 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

95 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

90 99.90 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

85 99.66 99.95 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

80 99.20 99.84 99.97 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

75 98.44 99.61 99.90 99.98 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

70 97.30 99.19 99.76 99.93 99.98 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

65 95.71 98.50 99.47 99.82 99.94 99.98 99.99 100.00 100.00 100.00 100.00 100.00 100.00 100.00 

60 93.60 97.44 98.98 99.59 99.84 99.93 99.97 99.99 100.00 100.00 100.00 100.00 100.00 100.00 

55 90.89 95.90 98.15 99.17 99.63 99.83 99.92 99.97 99.98 99.99 100.00 100.00 100.00 100.00 

50 87.50 93.75 96.88 98.44 99.22 99.61 99.80 99.90 99.95 99.98 99.99 99.99 100.00 100.00 

45 83.36 90.85 94.97 97.23 98.48 99.16 99.54 99.75 99.86 99.92 99.96 99.98 99.99 99.99 

40 78.40 87.04 92.22 95.33 97.20 98.32 98.99 99.40 99.64 99.78 99.87 99.92 99.95 99.97 

35 72.54 82.15 88.40 92.46 95.10 96.81 97.93 98.65 99.12 99.43 99.63 99.76 99.84 99.90 

30 65.70 75.99 83.19 88.24 91.76 94.24 95.96 97.18 98.02 98.62 99.03 99.32 99.53 99.67 

25 57.81 68.36 76.27 82.20 86.65 89.99 92.49 94.37 95.78 96.83 97.62 98.22 98.66 99.00 

20 48.80 59.04 67.23 73.79 79.03 83.22 86.58 89.26 91.41 93.13 94.50 95.60 96.48 97.19 

15 38.59 47.80 55.63 62.29 67.94 72.75 76.84 80.31 83.27 85.78 87.91 89.72 91.26 92.57 

10 27.10 34.39 40.95 46.86 52.17 56.95 61.26 65.13 68.62 71.76 74.58 77.12 79.41 81.47 

5 14.26 18.55 22.62 26.49 30.17 33.66 36.98 40.13 43.12 45.96 48.67 51.23 53.67 55.99 

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

 
 


