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HOW MUCH DOES INDUSTRY MATTER, REALLY?

ANITA M. McGAHAN* and MICHAEL E. PORTER
Graduate School of Business Administration, Harvard University, Boston, Massa-
chusetts, U.S.A.

In this paper, we examine the importance of year, industry, corporate-parent, and business-
specific effects on the profitability of U.S. public corporations within specific 4-digit SIC
categories. Our results indicate that year, industry, corporate-parent, and business-specific
effects account for 2 percent, 19 percent, 4 percent, and 32 percent, respectively, of the
aggregate variance in profitability. We also find that the importance of the effects differs
substantially across broad economic sectors. Industry effects account for a smaller portion of
profit variance in manufacturing but a larger portion in lodging/entertainment, services,
wholesale/retail trade, and transportation. Across all sectors we find a negative covariance
between corporate-parent and industry effects. A detailed analysis suggests that industry,
corporate-parent, and business-specific effects are related in complex Wal897 by John
Wiley & Sons, Ltd.

Debate in strategy has long focused on the performance has received scant empirical study,
sources of performance differences among firmeeflecting both the unavailability of data and chal-
In the research growing out of the industrial- lenging statistical difficulties. Rumelt (1991) is
organization tradition, industry structure is a cerperhaps the most influential study. Rumelt's
tral determinant of firm performance, and firm research followed methods introduced by Schma-
differences are considered against an industignsee (1985) for disaggregating business-unit
background. More recently, a line of thought profits into components associated with industry
sometimes called the resource-based view argusffects, corporate-parent effects, and market-share
that firm performance is most influenced by effects. Neither Rumelt (1991) nor Schmalensee
unique organizational processednder this view, (1985) made claims about the economic or
industry structure is less important than idiosyn- organizational processes underlying their results;
cratic historical factors giving rise to firm differ- both papers were descriptive rather than norma-
ences. tive. Nevertheless some have interpreted Rumelt’s
Despite the importance of these questions, thieding of low stable industry effects to support
relative influence of firm and industry effects on the resource-based3view.
In this paper, we revisit the influence of indus-

try, business-specific, and corporate-parent influ-
Key words: profit components, firm performance€nces on profitability using comprehensive data
industry effects and enhanced statistical methods. We examine
* Correspondence to: Anita M. McGahan, Graduate School ghe relative effects of these influences on prof-
Business Administration, Harvard University, Soldiers Flelditabilit for th hol I
Boston, MA 02163, U.SA. y for the economy as a whole as well as

* Porter (1980) and Oster (1990) are in the industrial-organin broad economic sectors. Finally, we begin to
zation tradition.

2For discussion of the resource-based view, see Conner

(1991), Dierickx and Cool (1989a, 1989b), and Barney—m

(1986, 1989). 3 For example, see Levinthal (1995: 20).
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explore how the effects interact. Industry proves Our analysis differs from prior work in several
to have a powerful direct and indirect influencevays. First, we use recently compiled data from
on profitability. the Compustat Business Segment Reports for
1981 through 1994. This dataset covers activity
in all sectors of the American economy (except
ANTECEDENTS the financial sector), whereas the prior studies
cover only manufacturing. The breadth of cover-
Schmalensee (1985) examined the accountiage provides not only a representative sample on
profits of American manufacturing firms that were the economy but also allows examination of profit
covered in the Federal Trade Commission’s Linmfluences across sectors. The average time series
of Business Report for a single year, 1975. He on each economic unit in our dataset is 5.7 years,
found that industry effects accounted for abouwvhich compares favorably with the 4-year series
20 percent of variation in business-unit profits on each business unit in Rumelt's data. Because
(and nearly 100% of total variance explainedpur dataset covers a 14-year period, our results
and that corporate-parent effects (or ‘firm effects’, reflect several phases of the business cycle.
in his terminology) had no impact on variation. Second, we show how the results are affected
Schmalensee’s only measure of heterogeneity by a more robust statistical approach to inter-
among participants in the same industry was maemporal persistence. Rumelt’'s specification
ket share. He reported that share positively affec- allows for transient industry effects, but does not
ted business-unit profits, but only by a neglisimilarly allow for transient year, corporate-par-
gible amount. ent, or business-unit effects. Our specification
Rumelt (1991) extended Schmalenseeallows for transience in all effects, and we report
approach by including data from the FTC Reports the effect of the difference in method.
on manufacturing firms for all available years— Third, our unit of analysis differs. The Compu-
1974 through 1977. With data on more than one stat Reports contain information on firm profit by
year, Rumelt generalized Schmalensee’'s meas8k code (i.e., by businessegment not by
of intraindustry heterogeneity to all business-unit busingss Schmalensee and Rumelt examined
effects rather than just market-share effects. Hee businessmit returns given in the FTC data.
reported that business-unit effects explain 44—-46 We believe that the average business segment
percent of variation (about 73% of the explainedovers the activity of several business units. All
variation), stable and transient industry effects else equal, the diversity of business-unit activity
account for a total of 9-16 percent of variationattributed to a single 4-digit SIC code may arti-
and corporate-parent effects explain 1-2 percent ficially reduce the measured influence of industry
of variation. It is these results—the relatively lowrelative to Schmalensee and Rumelt. Moreover,
proportion attributed to industry effects compared our need to rely on the SIC system for industry
with business-unit effects—that have been inteclassification further diminishes the measured esti-
preted to support the resource-based perspettivmates of industry influence because SIC industries
err primarily in being overly broad. In our dis-
“Rumelt's report of low corporate-parent influence is noEUSSION, we suggest that the influence of industry

consistent with a resource-based view of diversification, arftight be even stronger if data of finer grain
has stimulated additional research. In a study of diversifiggare gvailable.

firms from the Compustat Business Segment Reports, Roque-L.k R It ificati includ

bert, Andrisani, and Phillips (1996) challenge Rumelt's result -1X€ ume. » Our speciica an .'nCF’ esa num'
on corporate-parent effects. The authors find that corporateer of potential sources of variation in accounting

parent effects are significantly more important than indicategatyrns: year|y macroeconomic fluctuations
by Rumelt (1991). The Roquebegt al. study is not directly '

comparable to Rumelt's (1991) or to ours because Roquebj-:'?ldusny factors, corporate-parent effects, and S€eg-

et al. exclude single-business firms from their analysis. Thisnent-specific effects. This last category, segment-
exclusion means that estimates of industry effects are cogpecific effects, encompasses all business-segment
structed from the performance of only diversified firms. In ’

our Compustat Business Segment data, single-business firms

account for half of all assets. When we exclude single———

business firms from our data set, the estimated influence of covariance between industry and corporate-parent effects. This
industry decreases substantially. Low estimates of industtgndency may compound an upward bias in the estimated
influence under the Roquebeet al. approach may distort corporate-parent influence that arises from the exclusion of
estimates of corporate-parent influence because of negatalé single-business firms.
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differences, including diversity in market share, ventions may influence all four types of effects
differentiation, heterogeneity in fixed assets, difen profitability (i.e., year, industry, corporate-
ferences in organizational processes, differences parent, and segment-sp&sfiause we have
in organizational effectiveness, heterogeneity ino a priori hypothesis about the nature and direc-
activity configurations, anomalies in accounting tion of these biases, and because the Compustat
practices, and differences in managerial conBusiness Segment Reports are the best source of
petence. Our objective is to understand the rela- available data on profitability, we proceed with
tive significance of industry, corporate-parent, anthe analysis but interpret the results with caution.
segment-specific differences in explaining profit Our specification differs from Schmalensee’s
variation when industries are defined by thél985) in several ways. Because Schmalensee
SIC system. had only one year of data, his analysis excluded
both the year effecty;) and the segment-specific
effect (bix). The segment-specific effect can only
METHODS be identified when multiple years of data are
available on each segment because only multiple
Our analysis relies on the following model, whichyears identify when a segment’s performance dif-
draws on the models used by Schmalensee and fers systematically from the mean given the
Rumelt: simultaneity of year, industry, and corporate-
parent effects. Instead, Schmalensee included
Mt =R+ yeto+Bct+dite,. (1) measures of market share that had been developed
by David Ravenscraft for an earlier study on the
In this equation,r;,, is the accounting profit in FTC data (Ravenscraft, 1983).
yeart of corporate-parenit’s business in industry Our model also differs from Rumelt's (1991),
i. Profit is measured as the ratio of operating/hich is reproduced as Equation 2:
income to identifiable assets in percent. The first
right-hand-side term igw, which is the average Mt S+ Yo+ o+ B+ 8 + i+ €4 (2)
profit over the entire period for all business seg-
ments. The second term ig, which represents Rumelt's model includes an additional term to
the difference betweep. and the average profit represent industry—year interactionsy,. By
of all business segments in yearThe next three including botk; and §;, he distinguishes ‘stable’
terms represent industry, corporate-parent, amutlustry effects from ‘transient’ industry effects.
segment-specific effects. The term; is the Transient industry effects occur when all mem-
increment to profit associated with participatiorbers of an industry have high or low profits
in industryi; B is the increment to profit con- in year
ferred by membership in a diversified corporate- Rumelt proceeds by assuming that the error in
parent k; and ¢, is the increment to profit Equation 2 is drawn independently. In making
associated with the specific situation of businedhis assumption, he suppresses the possibility that
segmenti,k given the other effects. We assume a shock to the year, corporate-parent or business-
that a corporate-parent effect arises only if apecific effect at timet -1 influences the year,
business segment is a member of a diversified corporate parent or business-specific effect at time
firm. The final term,g;,, is the residual. Any of t. Suppose, for example, that a specific segment
the increments to profit may be positive or nega- has an unusually good year attimé&kumelt's
tive. The model is estimated using dummy varispecification does not account for the possibility
ables to represent industry, corporate-parent, and
segment-specific effects. -
Our study is limited by shortcomings in®For example, consider the ethical-pharmaceutical industry,

accounting measures of profit. Because accountbich is relatively research-intensive. The industry effect for
. ti lude int ibl ts f ethical pharmaceuticals reflects idiosyncratic conventions in
Ing conventions exclude Intangibleé assetS rolkcounting for research that similarly affect all members of

the balance sheet, measured assets may be t@oindustry.
low for some segments. The use of operatine owell (1996) uses executives’ perceptions instead of

. lud th ffect £ diff .daccounting profit to assess the influence of industry. He finds
Income  excluaes the eflects or dierences Ifhai industry accounts for about 20 percent of performance

financing. Measurement error and accounting Comariation among the 54 single-business firms in his survey.
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of a spillover effect on the segment in year parent, or segment-specific. The errar,,, for

By including industry—year interaction dummieswhich we assume independence, is the portion of
however, his model does capture spillovers that the transient shock that is not influenced by the
affect all the members of an industry. Now supshock in the prior year. This specification accom-
pose that the business cycle generates unusually modates both new shocks and spillovers from the
high year effects in successive years. Rumeltfwior year, although it cannot capture differences
industry—year interaction term may partly capture in the rate at which shocks resound across years
the influence of the business cycle, which woul{Rumelt's model can capture differences in the

be attributed to persistence in the year effect in rate of persistence in industry shocks). We
a complete model. Rumelt justified his approachcknowledge this deficiency, but argue that

by reporting no autocorrelation in residuals from changes in the rate of persistence are important
his estimation. Nonetheless, this justification does the second order whereas the simple presence
not address the possibility that industry—year of persistence in year, corporate-parent and seg-
interaction effects may proxy for persistence iment-specific shocks is important in the first
year, corporate-parent, and business-specific order. As a result of this difference in speci-
effects in his specification. This possibility isfication, our principal estimates are comparable
salient given that Rumelt's data cover the period only with the stable effects in Rumelt’'s work.
immediately subsequent to the 1973 oil shock It is important to note thaty, B, and &;,

and to the removal of wage and price controls describe how a business segment is affected in
under the Nixon administration. all years by its industry, corporate parent, and

Although we appreciate the benefits of model- segment-specific situation. The rate of persistence,
ing transient industry effects, we exclude them, reflects the influence of a shock in any single
because the model would be overspecified if we year on the performance in just the subsequent
equally represented transient year effects, trangiear. To isolate the portions of effects that are
ent corporate-parent effects, and transient busi- stable, we subtract from (1) the rate of persist-
ness-specific effects. This point is important tence,p, multiplied by the lagged value of ,:
the differences in our econometric model com-
pared with Rumelt's. In Rumelt's view, an asym-  rix: = plixea + (1= p) + vi — pYia
metry in treatment of industry effects is justified
when the data cover a relatively short period T (L= p)o + (1= p)Bict (1~ p)bi
because corporate-parent and business-specific ;i (4)
effects will not change much (i.e., when shocks
are small so that the persistence of shocks The left-hand side of this equation is the same
between years is not important). However, transas in (1): it is the profit to business segmerk
ence may arise at any level, and it is at least at time percent. The first term on the right-
plausible that industry effects will change slowehand side is the rate of persistence multiplied by
than business-specific or corporate-parent effects. the profit to the same business segment at time
Indeed, in another paper (McGahan and Portdr:- 1. In calculating lagged variables, we lose data
1997) based on the same data set but somewhat for the first year for which we have information
different methods, we show that shocks to busen each segment. The other terms on the right-
ness-specific and corporate-parent effects may be hand side include the year, industry, corporate
larger than industry shocks. parent, and segment-specific effects.

To deal with the possibility that a shock in We analyze this model in two ways, following
year t —1 might influence profits in yeat, we Schmalensee and Rumelt. First, we conduct a
allow for serial correlation on the errors in components-of-variance (COV) estimation under
Equation 1 according to the following process: the assumption that random processes generate

each of the effects in Equation’1Consider, for
€kt = P Eikt-1 T Wikt 3 —
”This assumption is completely separate from our prior dis-

The parametep captures the intertemporal per_cussion of stable and transient effects. Here, we are describing
ist f ffect dl f . the technical assumptions by which we estimate the model
sistence O €erecls regardiess Or  SOUrce: i, equation 4giventhat the model includes only stable effects,

macroeconomic fluctuations, industry, corporateear effects, and the error. At this point, we are interested in
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example, the industry effect. The random-effects

expresses the variance of this portion of return

assumption stipulates that each observed indusay a function of the rate of persistenge, and

effect is drawn randomly at some early date from

of the population variances in g@arir{dustry

an underlying population of possible industryo?), corporate-parents§), and segment-specific

effects. Once the effect is established, it remains

fixed for the period under study. The populatioletween

effeofy; (and of the population covariance
industry and corporate-parent effects

of possible industry effects cannot be observed,C.3. Note thato2=[(1 - p?)o2]. We use this
but is of primary interest because it determinesxpression to state our results in termsodf the

the importance of industry. Because the observed

total varianecg inRumelt decomposed? by

industry effects are randomly drawn from thiestimating the following equation:

population, they may not perfectly represent the
population (we expand on this point belofv).

We also assume that the random processes that

generate one type of effect are not correlated

with the processes that generate other types of

effects, with one exception. Following Schma-

0r2=0'§+0§+(r,23+0'§+0(2,,+2CQB+0'3

(6)

In Equation 6, thedgrmapresents the popu-
lation variance of the distribution of industry—

lensee and Rumelt, we allow for covariancgear interaction effects.
between corporate-parent and industry effects. AThe COV method is sufficiently unusual to

positive covariance would arise if attractive indus-
tries generated more opportunities for positive
influence by corporate parents, or if corporate
parents skilled at exploiting relationships between
business units were also effective at selecting
attractive industries in which to compete. A nega-
tive covariance would arise if the opportunities
for positive influence by corporate parents were

merit further discus$idrhe main idea is that

each effect is treated as though it were generated
by an independent, random draw from an underly-
ing population of the class of effects. Once drawn,
each effect is considered as fixed. The assumption
of random effects does not stipulate that the
Compustat data represent a random sample of
business segments in the edéAdrmyassump-

tion merely means that the represented effects are
generated by random processes.

To estimate Equation 5, we exploit relation-
ships in the sample variation among year, indus-
try, segment-specific and corporate-parent effects.
For example, the sample variation among industry
effects is the sum of an unbiased estimate of
industry variation plus a small portion of the
underlying variation in the year effects plus a
small portion of the underlying variation in the
corporate-parent effects plus a portion of the
underlying variation in the segment-specific
effects. This equation may be expressed analyti-

particularly great in unattractive industries.
We then decompose the variance of business-
segment returns using Equation 5:

0% = (1 +9?)0% + (1~ p)? (02 + 0F + 03)

+2(1-p)*Cop + 03 (5)

The dependent variable in this equatiarg, is
the variance ofR y;, which is defined byR .=
likt— Plixe-1 @s the portion of the return to busi-
ness segmentk at timet that is not influenced
by the shock in the prior yedr.Equation 4

the processes that make the stable effects differ across bust=————

ness segments. Searle (1971), chapter 9, provides a detaited — p)2Var(o; +Bx) +(1-p)?0? +o02 Note that
discussion and several helpful examples of components-dfar(o; + B,) =02 +0f +2Cov(y,By). We therefore have
variance analysis. Also see Chamberlain (1984: 1254-127&=(1+ p®)o2 +(1-p)*(02 + o5+ 03) +2(1-p)°Cyps + 02

Chow (1984), Griliches (1984), and Rumelt (1991). 10Searle (1971) provides a comprehensive discussion of the
8Note that the assumption of random effects is somewhat approach. Rumelt (1991) provides an excellent discussion of
different than an assumption of random sampling. Randohow the method applies to a simple equation akin to the one
samples arise when observations are independently drawn here. He also describes the random-effects assumption in
from a population. Random effects occur when observatiomstuitive terms (pp. 172—-173) and develops an example of the

are generated through draws from an underlying and unobserv-  COV approach (pp. 174-176).eAabwii995) develop a

able probability distribution. model of covariance among persistence rates that accounts
We obtain Equation5 fromR,,=(1-p)n +7v.—py-. for the endogeneity of exit decisions.

+(1-p)a+(1-p)Bk +(1-p)bix +wix:. This expression ' There has been some criticism of Schmalensee’'s and
gives c&=Var[yt —pye1 + (1 —p)a +(1—-p)Bx + (L1 —p)dix Rumelt's approach on the grounds that the FTC data do not

+ wixt]. Using our assumptions about the independence oépresent a random sample of the population. We believe that
random effects, we reduce the equation df=0c2 +p?s2 this criticism is based on a misconception.
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cally along with corresponding equations in which zero. The null model stipulates that profits are
the dependent variable is the sample variation entirely determined by shocks that persist at the
each of year, corporate-parent, and segment-speci- gatnd the economic mean. The next step is
fic effects, and the right-hand side is a lineatlo obtain year effects by regressing the residuals
combination of the underlying population vari- from the null model on the year dummies. An
ances of the effect®. The result is a system of F-test provides an assessment of the importance
equations in unknowns that represent the unbiased of year effects by compariRj imglied by
estimates of population variances. By estimating, the economic mean, and the year effects with
the parameters in each equation (i.e., the ‘por- Rfefrom the null model and by accounting
tions’ described above) and solving the system &br the number of year dummies that were intro-
equations, we estimate the portion of the variance duced to achieve the additional explanatory
attributable to each type of effect. power.

In our second approach to estimation, we ana- After we show that year effects are important,
lyze the variance of profits under the standarde obtain industry effects by regressing the
assumptions of ordinary least squares. Dummy residuals from the model (of year effects with
variables represent year, industry, corporate-pahe economic mean and accounting for persistence
ent and segment-specific effects. Instead of exam- at the paten the industry dummies. The
ining each of the coefficients on the dummyndustry effects are used to obtain &% in a
variables, we examine the percent of variance model that also includes the year effects, the
explained by the modelsR¥ and adjustedR?) economic mean, and the persistence in shocks at
and evaluate--tests to assess the importance of raté&Ve conduct arF--test to evaluate whether
groups of effects. In theory, Equation 4 is estithe industry dummies add significant explanatory
mable through simultaneous analysis of variance power. The procedure is then repeated for corpo-
(ANOVA) methods. In practice, however, compurate-parent and segment-specific effects. After we
tational complexity prevented us from obtaining complete the procedure, we repeat it under a
a simultaneous estimate of all types of effects. different ordering to verify that the significance

Following Rumelt, we therefore estimate the of each group of effects is not sensitive to the
model using nested ANOVA techniqu&s.The order of introduction.
nested ANOVA allows us to evaluate whether There is controversy in the literature about the
each group of effects (i.e., year, industry, seguitability of the COV and ANOVA approaches
ment-specific or corporate-parent) is significant for this type of model. Schmalensee suggests that
by introducing them in order. Under the approaclANOVA results establish whether each set of
we first evaluate the full model in Equation 4 to effects is significant, and that COV results are
obtain an estimate opf. We then obtain a null preferable for evaluating the relative importance
model by restricting all of the year, industry, of each type of effect. He seems to prefer the
corporate-parent, and segment-specific effects @DV over the ANOVA results (perhaps because

he finds the random-effects assumption more

natural than the fixed-effects assumption). The
2 For example, the equation that represents the relationsfipOV approach does not generate any test of
between the expected variarjce in the observed industry effe(l;t;‘i‘»gnificance, however, whereas the ANOVA
Es?, and the population variances is: approach generatesF-statistics. The COV

ES = 02 + a,02 + a0 + a0? + a,0% + a(2C,e) +aw?  approach also incorporates a controversial

assumption of independence in the random proc-
wherea,, a, a, &, ac anda, each represent complex ratiocSegses that generate the effects. The assumption
that account for number of draws on each type of effect. The, .
intuition is based on the idea that the observed industr?f independence does not allow for the endogen-
effects are calculated from data that include noise associateity of relationships between the levels of effects

with the draws of year effects, corporate-parent effects, sedand Subsequent entry or exit, for example These
ment-specific effects, covariance effects, and errors. The '

amount of the ‘noise’ from each source is related to th>SU€S apparently motivated Schmalensee to
number of draws from each distribution. Rumelt (1991: 174include the ANOVA estimates along with his
176) provides a detailed example and shows how each @fQV analysis.

these ratios is obtained. R It (1991 K diff

13See Searle (1987: chapter 3), for a detailed discussion of RUMelt ( ) makes a different assessment

nested ANOVA. of the two approaches. He argues that an ANOVA
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test for significance is not a prerequisite to COV drop 2743 records that do not contain a primary
estimation. By Rumelt's logic, a COV analysisSIC designation. A total of 22,041 segments are
is a simple statistical description of the data, and excluded because they are in SICs identified as
he offers it as his flagship approach. Rumelhot elsewhere classified,” ‘nonclassifiable estab-
includes an ANOVA estimation because it has lishments,” or ‘government, excluding finance.’
independent merit as a method for estimating th&e also drop segments designated as ‘depository
importance of effects. He suggests that further institutions’ (15,689 financial business segments
research on assumptions would be warranted\ifith SICs in the 6000s) because returns are not
the two methods generate results that are very dif- comparable with those in other industries. We
ferent. exclude 2529 segments that are the only organi-
We subscribe to Rumelt’'s logic, but add two zations covered by Compustat in their primary
additional words of caution. First, the neste&IC classifications in specific years (analogous to
ANOVA analysis is inherently imprecise because monopolies) because we cannot distinguish their
it largely attributes covariance between types adfidustry effects from their segment-specific
effects to the first effect introduced. In contrast, effects. Another 1433 observations are excluded
the COV approach is based on the assumptifiecause they are associated with segments that
that effects are independently generated; for are in Compustat for only one year. We then
example, an incidence of exit by a segment isxclude 29,077 very small segments with sales
assumed to be unrelated to the industry effect for less than $10 million and an additional 5675
the segment. Although the COV approach is limsegments with assets less than $10 million.
ited for this reason, we have ra priori hypoth- Single-year appearances and small segments are
esis that the COV analysis is biased, and henoften anomalous because they are created for the
we also offer it as our flagship approach. We also disposition of assets prior to exit, for example.
concur with Rumelt’s suggestion that qualitativelyfhe exclusion of small segments is comparable
important differences in results should motivate with Schmalensee’s (1985) exclusion of units that
further research on the appropriateness of tlecount for less than 1 percent market share in
assumptions in each model. his FTC Line of Business data set.
Our screened data set includes 72,742 obser-
vations, or an average of 5196 business segments
DATA per year. This figure is substantially larger than in
previous studies. Schmalensee’s dataset included
The Compustat Business Segment Reports inclutié75 observations. Rumelt ran his analysis on
information on companies with equity that is two datasets, which he labeled Sample A and
publicly traded in American markets. For eaclsample B. Sample A excluded the small business
corporate parent, the Compustat Reports identify units that Schmalensee had excluded, and
up to 10 lines of business because SEC guidelin8ample B did not. Rumelt had 6932 observations
require the reporting of information on segments in SampleA and 10,866 observations in
that comprise 10 percent or more of the parentSample B. Because his results for the two data-
business. Each line is identified by a segment sets were similar, we focus our comparison with
number, which allows tracking of performancénis Sample A to accommodate a simultaneous
between years even if the name or primary SIC comparison with Schmalensee.
of the segment changed. For each business segThe raw Compustat Business Segment data
ment, the data set contains a primary 4-digit SIC (after screening only for missing observations and
code, operating income, sales, and identifiabfer financial firms) account for about two-thirds
assets. We used Compustat’'s conventions for of the corporate sales and 45 percent of the
dealing with the SIC revisions in 1981, 1987¢orporate assets reported to the Internal Revenue
and 1992. Service for nonfinancial sectors from 1985 to
We screened the Compustat data base in sek892, the last year for which data are available.
eral ways. Before screening, the data set con- After the application of our screens, the data
tained 151,929 records, each of which describedver slightly more than half of corporate sales
a single business segment in a particular year and slightly more than a quarter of corporate
between 1981 and 1994. From this dataset, vessets in nonfinancial sectors. Schmalensee
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reports that the FTC data in his study accounted tries, corporate parents, and business units in
for about half of manufacturing sales and twovarying degrees. Our results are less vulnerable
thirds of manufacturing assets in 1975. Thus, to anomalies because the entire period of our
our analysis covers a comparable percentage sifidy is longer.
competitive activity but over a much broader A third advantage of the Compustat data is
range of economic sectors. that it captures a large portion of activity in
In our analyses, we require that each obser- all sectors of the American economy. Whereas
vation include information on lagged perform-Schmalensee’s and Rumelt's studies focused on
ance. Thus, the first observation on each business the manufacturing sector, our study covers the
segment is excluded. Our COV and nestecttail sector, wholesale services, mining and
ANOVA results are therefore based on 58,132 agriculture, food and textiles production, chemical
remaining observations. The screened dataset rdqusinesses, transportation services, lodging and
resents the activities of 12,296 distinct business other services, entertainment, and all other indus-
segments in a total of 628 different industriedries except those in the financial and government
which are represented by their 4-digit SIC codes. sectors. This difference also means that we have
The average business segment posts 5.7 yearsy@ny more observations than previous authors.
data (including lagged information for the first In our final report of results, we exploit the
observation). Each industry includes the activitiegariety in the Compustat data to show how results
of 7.7 business segments in the average year and differ by economic sector.
21.3 business segments on average over the entir§here is evidence that the business segments in
period. Our analysis covers 7003 corporations, of our data set are considerably larger than operating
which 1791 participate in more than one industripusiness units. The average segment in our
in at least one year for which we have data. screened data base has assets of $903 million,
Slightly less than half our observations arand diversified corporate parents post information
associated with diversified corporate parents. on 2.6 segments on average. Montgomery
Table 1 describes the business segments in 994 164) indicates that theortune500 partici-
screened data base by year and by economic pated in 10.65, 10.85, and 10.90 different SICs
sector. The mean profit is 9.3 percent with @n average in 1985, 1989, and 1992, respectively.
variance of 248 percent. Thus, it is likely that a typical Compustat seg-
There are several potent advantages to theent, which is characterized by a 4-digit SIC
Compustat data. First, the 5.7-year time series on code, actually reflects operating activity in several
each segment allows us to identify those effectelated 4-digit SIC cod€$s. As a consequence,
that are stable over a somewhat longer period the operations posted to each SIC in the Compu-
than the Rumelt study. Any measure of stabilitgtat data are probably more diverse than the actual
is integrally related to the number of years of operations in each SIC.
data on each economic unit. A longer time series There are also some disadvantages to the Com-
inherently leads to lower estimates of stability in pustat data. The broadening of industry definition
effects. We believe that the 5.7-year average prbeyond the actual 4-digit level probably tends to
vides a useful benchmark. dampen industry and corporate-parent effects, and
A second advantage of the Compustat data j@tentially to distort segment-specific effects.
that it covers a longer period of time: 14 years These problems are exacerbated because the SIC
vs. 4 years for the FTC dataset. The longer periaystem does not map closely to strategically dis-
allows us to measure the influence of various tinct industries in some cases. As a result of
effects over several phases of the business éfclehese limitations, our results must be interpreted
Although Rumelt's year effects surely capture with caution. A finding of high segment-specific
part of the impact of these macroeconomic coreffects with low industry and low corporate-par-
ditions, he does not have the latitude to examine ent effects may reflect aggregation in Compustat
whether the unusual conditions influenced indus-

_ 15 Seven out of our 628 industries are 2-digit, and 50 are 3-
14The FTC dataset covers an unusual period in economifigit. The 2-digit industries account for 1.9 percent of assets
history immediately subsequent to the first oil shock and in the dataset, and the 3-digit industries account for another
Nixon's wage and price controls. 4.7 percent of assets.
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Table 1. Screened Compustat Business-segment Data

(A) By year

Avg. Avg.

assets Avg. Median assets Avg. Median

No. ($mil) profi¢  profit No. ($mil) profitt  profit
1982 5200 528 11.3 10.9 1989 5030 948 9.8 9.4
1983 5285 556 11.4 10.8 1990 5029 1028 9.5 9.0
1984 5205 598 11.9 11.6 1991 5114 1040 8.4 8.4
1985 5195 660 10.3 10.3 1992 5232 1051 9.0 8.7
1986 5249 699 9.2 10.0 1993 5396 1127 9.1 8.7
1987 5319 772 10.0 9.8 1994 5733 1161 9.1 9.0
1988 5112 865 10.4 9.9
(B) By sector
No. of No. of Avg. assets

First digit represented represented per segment  Avg. profit
of SIC Brief description of sector SICs segments ($mil) per segment
0,1,2 Agriculture, Mining 203 3661 966 11.2
3 Manufacturing 219 4068 677 8.1
4 Transportation 39 1651 2006 8.9
5 Wholesale & Retail Trade 91 1768 450 10.4
7 Lodging & Entertainment 53 987 315 9.2
8 Services 23 492 279 10.3

@Average ratio in percent of operating income to identifiable assets.

rather than real economic differences. This prob-
lem is related to the general question of appropri-
ate industry definition.

Table 2. COV results developed from estimates of

Equation 5

EMPIRICAL RESULTS
Percent of

In this section, we present our estimates of total variance
Equation 5 through COV methods and of R
Equation 4 through nested ANOVA methodsf%%rst(;’v)( 2) 128'?6]3%
Table 2 shows the COV estimation of Equation .Orporgte(’“parento@ 4.33
Results are expressed as a percent®fthe total segment specifico@) 31.71
variance in business-segment profits. To tranSorp.-par.—industry covariance@2;) -5.51
form our COV decomposition frono3 to oz, we podel 51.60
use an estimate of equal to 0.3777. This esti- Error 48.40
mate is obtained from the nested ANOVA analy ©2) 100.00

sis and is described in detail below.
The results in Table 2 indicate that 51.60 perresults are expressed as a percent of total variange,

cent of the total variance in business-segmerther than ofof using an estimate of equal to 0.3777.

profits is explained by the model. The error,

which equals 48.40 percent of the total variance,

arises because business-segment profits are sub-
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ject to shocks, a portion of which may carry market-share effects are small but significant; and
from one year to the next. that corporate-parent effects are not significant.
About 2 percent of the variance in profits is Rumelt’s results for his Sample A are repro-
associated withyear effects By definition, these duced in the second column. They indicate that
effects are macroeconomic fluctuations that affect business-unit effects account for 46.37 percent of
all business segments to the same degree intadal variance, and that stable industry effects
particular year. account for only 8.32 percent of variance. An
Nearly 19 percent of variance is attributable tadditional 7.84 percent is explained by industry—
stableindustry effectsThis result provides strong year interaction (also called ‘transient industry
support for the idea that industry membershipffects’). Rumelt originally estimated the variance
has an important influence on profitability. The in year effects as a small negative number, and
estimate is much higher than Rumelt's stablthe industry—corporate-parent covariance as a
industry effect (8.32%) and is comparable with small positive humber. As he notes, the negative
Schmalensee’s result (19.59%). estimate of the variance of year effects may
Stable effects of corporate-pareninembership be evidence of specification error; however, the
account for nearly 4 percent of the variance iabsolute value of the estimate is so close to zero
business segment profit. Although this estimate that it may be safely ignored. The impact of both
is absolutely low, it is higher than in priorthe year variance and the industry—corporate-par-
research and suggests that the effects of corporate ent covariance are held to zero in the estimates
parents may have been greater during the 198@ported in Rumelt's Table 3 and reproduced here.
and early 1990s than in previous decades. The The third column of Table 3 is our estimate of
negative covariance between corporate-parent aRdmelt's model, Equation 6, on the segments in
industry effects is consistent with the idea that our screened Compustat data classified as manu-
corporate parents have a greater positive influentacturing. Stable and transient industry effects in
when they participate in unattractive industries. the Compustat manufacturing data are modestly
Stable segment-specific effectaccount for lower than in Rumelt's study, the influence of
nearly 32 percent of the variance in business- corporate-parent effects is higher, and a negative
segment profitability. Our estimate of stable segzorporate-parent—industry covariance arises. The
ment-specific influence is lower as a percent of most striking difference between columns (2) and
total variance and of explained variance tha(B) is the 33.79 percent of variance attributable
Rumelt's business-unit effects, perhaps because to segment-specific effects in the Compustat
of differences in method, in the unit of analysismanufacturing data vs. the 46.37 percent of vari-
and in the average length of the series on each ance attributed to business-unit effects in
segment. A comparison with SchmalenseeRumelt’'s study.
model indicates that market share is a poor proxy Because Rumelt's study covers only manufac-
for the segment-specific effect. turing firms, differences between columns (2) and
It is apparent that differences both in data and (3) arise from the unit of analysis, the average
in method account for the differences betweelength of the series, and the period from which
our results and those of previous authors. To the data are drawn. Problems in the SIC system
obtain some insight into the relative importancéor manufacturing probably lower the influence
of these two causes, we analyzed Rumelt's model of industry effects in column (3). The difference
on our manufacturing data and on our entirbetween the results in columns (2) and (3) also
screened Compustat dataset. Table 3 compares may be affected by anomalies in the FTC dataset
Schmalensee’s and Rumelt’s reported results wiblecause of the 1973 oil shock and the removal
our estimates. of price and wage controls from the Nixon admin-
The first column of Table 3 is a reproductionstration. Conditions in the macroeconomic
of Schmalensee’s results. Because Schmalensee environment may have exacerbated differences in
analyzed one year of data, the question of trandiusiness-unit positions to a greater extent than
ent effects is not relevant, and his results are differences between industries. The unusual
directly comparable to ours. His principal findingsnacroeconomic conditions also may have gener-
are that industry effects account for about 20 ated an unusually large variance in the industry—
percent of variation in business-unit return; thagear interaction effects.
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Table 3. Comparison of COV results (percent of total variance attributed to various effects)

(1) (2) (3) (4) (5)
Rumelt model
on McGahan
and Porter Rumelt model McGahan
Schmalensée Rumelf manufacturing on all McGahan and
(as reported) (as reported) data and Porter data Porter
No. of observations 1775 6932 18,298 58,132 58,132
Year (02)
Industry ©2) N/A N/A 0.40 0.37 2.39
Corporate parentof3) 19.59 8.32 7.20 17.32 18.68
Segment specifico) N/A 0.80 2.05 6.96 4.33
Business unit ¢3) N/A N/A N/A N/A 31.71
Corp.-par.—ind. N/A 46.37 33.79* 29.57* N/A
covariance (£,g) -0.62 N/A -1.42 -5.37 -5.51
Market share 0.62 N/A N/A N/A N/A
Industry—year N/A 7.84 4.44 4.39 N/A
MODEL 19.59 63.33 46.46 54.23 51.60
Error 80.41 36.87 53.54 46.77 48.40
TOTAL (0?) 100.00 100.00 100.00 100.00 100.00

*Based on business segments rather than business units.

aResults in column (5) are reproduced from Table 2.

PResults in this column are reproduced from Schmalensee’s Table 1 (1985:348). Schmalensee’'s model is a variant of
Equation 6 with an additional term for market share.

‘These results apply to Rumelt’'s data set A and are based on his Table 3 (Rumelt, 1991: 178); Rumelt's Sample A excludes
the same small business units that Schmalensee had excluded in his analysis of the FTC data.

YWe calculate that this number, which is reproduced directly from Rumelt's Table 3, should be 36.67 given Rumelt's reports
of the actual values of his estimates.

The fourth column of Table 3 shows our esti- disaggregate the Compustat data to the business
mate of Rumelt's model, Equation 6, on our entirenit level, it is likely that the figures for stable
screened Compustat dataset. If we had used industry effects in columns (4) and (5) would be
Rumelt's model, we would have found that stableven greater than 17.32 percent and 18.68 per-
industry effects account for 17.32 percent of vari- cent.
ance and that transient industry effects accountBefore conducting the estimation, we were con-
for 4.39 percent of variance. Although we would cerned that our unit of analysis would suppress
have attributed a greater portion of variance toorporate-parent effects because of aggregation
corporate-parent effects (6.96%) than in Rumelt's across business units. The results in columns (3),
study (0.80%), our attribution of variance to segf4), and (5) indicate a greater influence of corpo-
ment-specific effects (29.57%) would have been rate parents than in previous studies. This out-
significantly lower than Rumelt's attribution tocome might reflect general changes in the climate
business-unit effects (46.37%). for diversification. During the 1970s, unrelated

A comparison of columns (3) and (4) providezonglomerates were probably more prevalent than
support for the idea that differences in sectoral during the 1980s and early *990s.
coverage influence the results. The CompustatA comparison of the results in columns (4)
dataset covers activity in all sectors of the econ- and (5), which differ only in the employed model,
omy, whereas the FTC data set used in Rumelti's also instructive. The percent of variance
study covers only manufacturers. The greater explained by stable industry effects in column
diversity of industries covered in the Compustgts) is not much greater than the stable industry
data generates higher industry effects. This ten-

dency i$ probably foset in part by differences ifsgee wermerfelt and Montgomery (1988) for a study of
the unit of analysis. If we had been able t@orporate-parent effects that accounts for relatedness.
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effects in column (4). Also note that the portion in the services sect@66%). Negative vari-
of variance attributed to the corporate-parernce estimates may be evidence of specification
effect is lower in column (5), but that the portion error, or they may reflect unimportant anomalies
attributed to segment-specific effects is largem the data. Concerns about data made us least
The suppression of persistence in segment-specific  confident about COV results for the service sector
and corporate-parent effects in Rumelt's moddlecause the Compustat data excludes the many
also results in a smaller error in column (4). service-sector firms that are privately owned and
These comparisons suggest that the differenoet traded on major financial exchanges. Follow-
in method affects the results in an important way. ing Rumelt, we constrain the negative estimates
When industry—year interaction is excluded fronof variance to zero and report results in Table 4
the decomposition, the variance attributed to year under the assumption that the negative estimates
effects and to segment-specific effects increasese too low to be significant.
This supports the possibility that the interaction There are several striking patterns in panel B
term in Rumelt's model may indeed proxy forof Table 4. The first is a remarkable variation in
persistence in other types of effects. The the importance of industry effects. In
exclusion of the industry—year interaction is alswholesale/retail, lodging/entertainment, and ser-
associated with a lower attribution of variance to vices, industry accounts for over 40 percent of
corporate-parent effects. This change indicates thge variance in profitability. In agriculture/mining
possibility of strong covariance between ther- and transportation, industry accounts for 39.50
sistenceof industry and corporate-parent effectgpercent and 29.35 percent, respectively, of vari-
which is consistent with the strong covariance in ance. Manufacturing is the outlier, with industry
the stable effects reported in the table. We cannatcounting for just 10.81 percent of variance in
test for these relationships in this study, however, profitability (and 23.3% of explained variance).
without overspecifying the model. In addition, manufacturing is characterized by the
Table 4 shows the COV analysis by broad eco- lowest total explained variance of the sectors.
nomic sector. The first section of the table, panel Second, corporate-parent effects also vary
(A), provides information on the data. The greatest markedly in impact. For manufacturing and ser-
number of observations are present in the first ttwwdce segments, corporate parents have no direct
sectors: agriculture and minidg,and manufactur- influence on variance in profitability. In
ing. Over 200 different 4-digit industries fall withinwholesale/retail, however, variance in corporate-
these two sectors. About half as many observatioparent effects contributes more to the model than
are associated with the transportation andariance from any other source. This may reflect
wholesale/retail sectors, and somewhat fewer are more pervasive opportunities for cross-unit
associated with the lodging/entertainment and seelationships in wholesale/retail than in the more
vices sectors. Separate rates of persistence in shocks variegated manufacturing and service sectors.
are obtained for each sector through nesté&brporate-parent effects are also large in transpor-
ANOVAs by type of effect for each sector. Persisttation and agriculture/mining, perhaps for simi-
ence is greatest in the manufacturing ardr reasons.
lodging/entertainment sectors, with wholesale/retail Third, variance in segment-specific effects is
trade, agriculture/mining, and transportation showaore important in manufacturing than in any
ing moderate persistence rates. Persistence is lowest other sector. On average, manufacturing may
in the service sector. offer richer possibilities for sustainable posi-
Panel (B) of Table 4 shows the results. The tioning than other sectors, a possibility also sup-
analysis generated three negative estimates pafrted by the results of the previous studies. The
variance: for the year effect in the only other sector in which segment-specific
lodging/entertainment sector-@.43%); for the effects are comparable in importance is services.
corporate-parent effect in the manufacturing sec- In the agriculture/mining, wholesale/retail and
tor (-1.98%); and for the corporate-parent effedransportation sectors, variance in segment-speci-
fic effects contributes relatively little to total vari-

. - _ ance in profitability. In agriculture/mining and
17 We pooled the agricultural and mining sectors in the anal P y 9 9

sis because there is apparent overlap in the SIC systﬁ_ﬁ@nSportat'onv commoditization and regulatory
between the sectors. influences may dampen interfirm differences.
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Table 4. COV by economic sector

W’sale,
Agriculture, retail Lodging

All mining Mfrs. Transp. trade and ent. Services
(A) Characteristics of the data
SIC designation 0,1,2 3 4 5 7 8
No. observations 58,132 16,829 18,298 9221 7937 4016 1831
No. industries 628 203 219 39 91 53 23
No. segments 12,296 3,661 4,068 1651 1768 987 492
No. diversified corp.’s 1,791 920 836 428 432 225 122
Total corporations 7,003 2,131 2,432 1164 1383 827 400
No. years/segment 5.7 5.6 55 6.6 55 51 4.7
Average profit 9.3% 11.2 8.1 8.9 104 9.2 10.3
Est. persistenée 37.77% 29.91 40.52 26.90 34.31 44.20 14.03
(B) COV analysis developed from estimates of Equation 5
Year (02)
Industry @2) 2.39 2.25 2.34 3.25 2.64 N/A 417
Corporate parento(3) 18.68 29.35 10.81 39.50 41.79 64.30 47.37
Segment specificof?) 4.33 22.35 N/A 28.33 44.06 14.71 N/A
Corp.-par.—industry 31.71 5.02 35.45 9.72 2.04 19.41 33.46

covariance (£,z) -5.51 -9.45 -2.27 -16.49 -20.24 -29.80 -23.98

MODEL 51.60 49.52 46.33 64.31 70.29 68.63 61.02
Error 48.40 50.48 53.67 35.69 29.71 31.37 38.98
TOTAL (02) 100.00 100.00  100.00 100.00 100.00 100.00 100.00

@Average ratio in percent of operating income to identifiable assets.
bObtained through a nested ANOVA on segments in the economic sector.
‘Results are expressed as a percent of total variasfcein the profitability of segments in the sector.

Finally, the negative corporate-parent—industry with the null hypothesis that the class of effects
covariance is remarkably robust. Again, manufadias no explanatory power. In all casésyalues
turing is an outlier, with an influence of covari- are significant at the 0.001 level, indicating that
ance at-2.27%. In services, the negative corpoall types of effects are significant. The-tests
rate-parent—industry covariance is large even are flawed, however, because the estimates do
though corporate-parent effects do not contributgot account for covariance. The final two columns
directly to the total variance. This result suggests show the minimum and maximum values of the
that diversification in the service sector may beffects implied by the estimates. In each case,
more affected by industry selection than by the value is in the same terms as the expression in
relationships between business segments. parentheses in the first column (marked ‘source’).

Table 5 shows the sequential ANOVA analysis. The estimatg iofdicates that shocks in year
Panel A shows the results when the industry—1 persist in yeart at the rate of 37.77 per-
effects are introduced before corporate-parent emhis persistence generates Bh of about
effects. In panel B, corporate-parent effects a8 percent in the null model, which accounts for
introduced first. In each panel, the column labeled lagged effects and the grand mean. It is in this
‘d.f. shows the number of degrees of freedomull model that we capture the intertemporal per-
associated with the introduction of each type of sistence of shocks between years, regardless of
effect. The next column shows the increment to
R? when each class of effect is introduced. Recall————

however. that the ANOVA results are not reliablé® McGahan and Porter (1997) study this persistence in detail
’ and show that it differs for high and low performers. For all

measures of the sizes of eﬁe_Cts_' The (_30|unmbsses of effects, the rate of persistence is significantly greater
labeled F-value’ shows thd--statistic associated than zero.
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Table 5. Results of nested ANOVA on Equation 4

Source d.f. Incr R? F-value Min. es@ Max. est®

(A) Ordering of effects: year, industry, corporate-parent, segment-specific

Null model (or; ., + (1 - p)w)* 2 0.129 8613.64** -164.02 174.06
Year (y, - pye 1) 12 0.003 18.26** -1.40 1.75
Industry ((1- p)o;) 616 0.094 10.14** -30.21 44.71
Corporate-parent ((% p)B«) 1,791 0.091 3.65** -77.36 46.73
Segment-specific ((% p)d; ) 9,877 0.351 2.39%* -113.34 171.39
MODEL 12,298 0.668

Error 45,834 0.332

TOTAL 58,132

(B) Ordering of effects: year, corporate-parent, industry, segment-specific

Null model (r; s + (1 - p)u)* 2 0.129 8613.64** -164.02 174.06
Year (y, - py.) 12 0.003 18.26** -1.40 1.75
Corporate-parent ((%p)By) 1,791 0.119 4.32%* -80.42 47.68
Industry ((1- p)oy) 616 0.068 8.21** -34.49 36.80
Segment-specific ((% p)di ) 9,877 0.349 2.39%* -112.84 171.91
MODEL 12,298 0.668

Error 45,834 0.332

TOTAL 58,132

*Estimate ofp: 0.3777.

**Significant at the 0.0001 level.

aMinimum value of expression in parentheses implied by estimated coefficients.
PMaximum value of expression in parentheses implied by estimated coefficients.

source. Intertemporal persistence is introduced of eff@ctfhe negative covariance between
first in the sequence because in theory it imdustry and corporate-parent effects in the COV
determined by activity in the prior year. The estimation has an impact of the same order as
percent of variation that is not explained by théhe variance of corporate-parent effettsThe
model, 33.2 percent, reflects transient shocks that sequential ANOVA tends to attribute this covari-

do not persist between years. ance to the first effect in the pair that is intro-
The marginal R? for industry effects is 7—

9 percent, for corporate-parent effects is 10-13____

percent, and for segment-specific effects is 3BResults from James (1996) suggest that corporate-parent
percent. The increment tB2 for all three types effects and perhaps segment-specific effects might partially

. . rise from managerial choice of generic strategy and from
of effects is smaller than estimated by Rumeﬁr anizational learning. (James cannot identify segment-speci-

(as reported in his Table 2), perhaps because f@f effects through dummy-variable techniques because she
a greater diversity of sectoral coverage and ﬂj@s a single observation on each business. Thus, her analysis
0

| ti . in the C tat dat cuses on the disaggregation of corporate-parent effects.)
onger ume series in the Lompustat data. James’s results are based on survey data from only 99 Compu-

In the sequential ANOVA, the percentage oftat firms in 14 industries; each corporation participates in at
variation explained by industry effects is smallejgast three different 4-digit SIC categories.

. : . 0Brush and Bromiley (1998) argue against this style of
than in the COV estimation, and the percentagg,ysis because variance decomposition does not account

of variation explained by corporate-parent effectter the details of relationships between corporate-parent and
is larger than in the COV estimation. The sequerusiness-specific effects. For example, they note that the

. . approach may attribute the effect of a corporate parent to one
tial ANOVA generates an incrementa®®  for of its segments if the corporate parent improves only the

segment-specific effects that is comparable to tiperformance of the one segment. Although we share the
percent of variance for segment-specific effecgncems expressed by Brush and Bromiley, we argue that a

. . . . variance decomposition generates insights about aggregate
in the COV estimation. These differences makferformance that are important to establish the context for

arise from relationships in the data between typestailed analysis of specific relationships.
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duced to the model, and thus the industry influ- Through first-order differencing, we accommodate
ence may be significantly lower than in ahe possibility of persistence in shocks to year,
simultaneous ANOVA? industry, corporate-parent and segment-specific

As Rumelt originally suggested, the differencesffects. As a result, we report results for only
in the results from the COV analysis and the stable portions of effects. These differences
ANOVA warrant research on the relationshipsnore than offset the reduction in the estimated
between the processes through which year, indus- influence of industry that results from the use of
try, corporate-parent, and segment-specific effedata aggregated to the Compustat business seg-
arise. A close examination of these relationships ment rather than to the FTC busin€ss unit.
is critical for verifying and perhaps revising the We also estimate the results by broad economic
estimation approaches. sector, and find large and interesting differences

in the attribution of variance. In manufacturing,

industry and corporate-parent effects account for
CONCLUSIONS a relatively lower portion of variance, while seg-

ment-specific effects account for a relatively high
In this study, we revisit fundamental questions iportion of variance (although less of total vari-
strategy and economics about the relative impor- ance is explained). When we apply Rumelt's
tance of year, industry, corporate-parent, and segrodel to our manufacturing data, we obtain
ment-specific effects on business-segment profits results quite similar to those reported in his 1991
using comprehensive data covering most broatudy (which covered the manufacturing firms in
economic sectors drawn from Compustat's Busi- the FTC Line-of-Business survey). Our analysis
ness Segment Reports for 1981 through 199hdicates that manufacturing, which has been the
The results indicate that variation in year effects, focus of previous studies, is an outlier: generaliza-
stable industry effects, stable corporate-paretibns about the economy as a whole that are
effects, and stable segment-specific effects based on the results for manufacturing understate
account for 2 percent, 19 percent, 4 percent, atide importance of industry and corporate-parent
32 percent, respectively, of the aggregate variance effects, and overstate the importance of segment-
in business-segment profits. We find a negativépecific effects.
covariance between stable industry and stable Our analyses provide strong support that indus-
corporate-parent effects that dampens the variancg really matters in three important ways. First,
in business-segment profits by about 6 percent. industry directly accounts for 19 percent of aggre-
These results support Schmalensee’s (1985) prigate variation in business-specific profits, and 36
cipal conclusion that industry effects contribute percent of explained variation. Second, industry
importantly to variation in business-specific profinfluences the effect of the corporate parent on
itability, and call into question Rumelt’s finding business-specific profitability. Third, the absolute
that stable industry effects have low influence. and relative influence of industry, corporate-par-

Our results differ from those of previous stud- ent, and business-specific effects differs substan-
ies for two reasons. First and most importantially across broad economic sectors in ways
our data represent all economic sectors (except which suggest characteristic differences in their
finance), and cover a longer period encompassiimgustry structural context. To these three find-
several phases of the business cycle. Second, our ings, we add a fourth from a related study. We
method treats transient effects differentlyfind that industry effects are more persistent over

time than business-specific or corporate-parent

A o _ effects, which is consistent with the view that

A simultaneous ANOVA would generate estimates of coef-
ficients which could be examined for covariance. We are
prevented from this analysis by limitations in computing————
capacity. Even among the coefficients as estimated by tR&The difference in our unit of analysis affects results in
nested ANOVA, we have evidence of complex relationshipsubtle ways. Although business segments nominally represent
among types of effects, however. The simple correlation a corporation’s activity by 4-digit SIC code, we have evidence
between estimates of industry and segment-specific codfiat aggregation occurs in reporting. Aggregation probably
ficients is —0.0203 in panel (A) and 0.0111 in panel (B) of dampens industry effects and may obscure interesting differ-
Table 5. The simple correlation between estimates of corpences in business-unit performance. The longer average series
rate-parent and segment-specific coefficients-&0101 in in our data set—5.7 years vs. 4 years in Rumelt’'s study—
panel (A) and 0.0343 in panel (B) of Table 5. also tends to diminish the portion of effects that are stable.
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industry structure changes relatively slowlychamberlain, G. (1984). ‘Panel data’. In Z. Griliches

(McGahan and Porter, 1997). These results do @hd M. D. Intriligator (eds),Handbook of Econo-

. . . metrics Vol. 2. Elsevier, Amsterdam, pp.1247—
not support the assertion that rapid change in the ;375
economy has diminished the influence of industryshow, G. C. (1984). ‘Random and changing coefficient
While the organizational differences emphasized models'. In Z. Griliches and M. D. Intriligator (eds),

by the resource-based view are surely meaningful Handbook of Econometrics Vol. 2. Elsevier,
(and would be included in our estimates of seg: Amsterdam, pp. 1213-1245.

¢ ific_ diff it Id b . id onnor, K. R. (1991). ‘A historical comparison of
ment-specific differences), it wou € misguided yo5oyrce-based theory and five schools of thought

to disconnect the influence of organization from wjthin industrial organization economics: Do we
the industry and competitive contexts in which have a new theory of the firm2Jpurnal of Manage-
firms operate. ~ment 17(1), pp. 121-154.
Dierickx, 1. and K. Cool (1989a). ‘Asset stock accumu-
lation and sustainability of competitive advantage’,
Management Scienc@5, pp. 1504-1511.
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