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#### Abstract

Partiality is a natural phenomenon in computability that we cannot get around, So, the question is whether we can give the areas where partiality occurs, that is, where nontermination happens more structure. In this paper we consider function classes which besides the total functions only contain finite functions whose domain of definition is an initial segment of the natural numbers. Such functions appear naturally in computation. We show that a rich computability theory can be developed for these functions classes which embraces the central results of classical computability theory, in which all partial (computable) functions are considered. To do so the concept of a Gödel number is generalised, resulting in a broader class of numberings. The central algorithmic idea in this approach is to search in enumerated lists. By this way the notion of computation is reduced to that of enumeration. Beside of the development of a computability theory for the functions classes, the new numberings-called quasi-Gödel numberings-are studied from a numbering-theoretic perspective: they are complete, and each of the function classes numbered in this way is a retract of the Gödel numbered set of all partial computable functions. Moreover, the Rogers semi-lattice of all computable numberings of the considered function classes is studied and results as in the case of the computable numberings of the partial computable functions are obtained. The function classes are shown to be effectively given algebraic domains in the sense of Scott-Ershov. The quasi-Gödel numberings are exactly the admissible numberings of the domain. Moreover, the domain can be computable mapped onto every other effectively given one so that every admissible numbering of the computable domain elements is generated by a quasi-Gödel numbering via this mapping.
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## 1 Introduction

A characteristic feature of the theory of computable functions is the appearance of only partially defined functions. The reason is that the set of all total computable functions cannot be defined constructively, which is however possible for supersets that in addition contain certain partial computable functions. From the constructive description of a function class, an indexing of the functions in this class and a universal algorithm for the computation of the functions can be obtained in a canonical way. The existence of such an indexing and a universal algorithmic procedure is of central importance for the theory of computability. In the early days of computability theory (cf. e.g. [22]), only those function schemes were considered that correspond to total functions- thus leading to the class of general recursive functions-but soon one proceeded to study all such schemes and thus the class of partial recursive functions. For the reasons mentioned, it was only for this that the elegant and far-reaching theory as we know it today could be developed. See [36] for an in-depth going discussion.

On the other hand, in applications one is of course only interested in total computable functions, because who wants an algorithm that runs through an infinite loop. This was probably also the reason why initially only the general recursive functions were considered. Also in various areas of recursive mathematics one is only interested in the total computable functions, namely in theories that deal with the effective approximability of infinite objects by finite ones. Examples are recursive analysis and domain theory (cf. e.g. 43, 44, 30, 37, 6, 1, 45, 5, 20, 46, ). Here one examines infinite objects such as the real numbers, which can be effectively approximated by a sequence of finite objects, e.g. the rational numbers. Each such effective sequence is described by a total computable function, or in other words, total computable functions are names of such effectively approximable objects. Now, if in applications one is more interested in total functions than in partial ones, is it really necessary to consider all partial computable functions in order to obtain a satisfactory theory of computability, or would it be sufficient, to extend the space of total computable functions by only certain partial ones, namely those whose domain is well structured? In this paper it shall be shown that one can in fact limit oneself to the consideration of certain finite functions. Apart from the total computable functions, it suffices to consider only those finite functions whose domain is an initial section of $\omega$. It is also not necessary to add all functions defined on initial segments of the natural numbers to the total computable ones, but only a certain subset of them. Any such subset can be made even more sparse, also by removing infinitely many elements, still we will obtain a satisfying theory of computability.

Functions defined on initial segments of $\omega$ appear quite natural in this context. After all, every total function can be approximated by a sequence of such initial segment functions. This is used on various occasions. If, for instance, one evaluates a function defined by primitive recursion, say for argument $n$, one needs to compute the restriction of the function to the initial segment determined by $n$. In program testing one uses initial segment functions as sample. As we shall see, the class of functions we are considering is of interest not only in programming but also in other areas of computer science. It has been said already that in theories on the effective approximability of infinite objects by finite ones, total computable functions are used as names of the effectively approximable objects. This assignment can now be meaningfully extended to the initial segment functions. Each such function corresponds to a finite sequence of finite objects, which in turn corresponds to a certain vagueness: the object to be approximated has not yet been precisely determined. Initial segment functions are thus names for neighbourhoods in the topological space of the objects that can be approximated. This can be made more precise as follows: The function class considered here can be effectively mapped to the set of computable elements of an algebraic effectively given domain in such a way that the initial segment functions are mapped onto the base elements of the domain, which, as is known, define a basis for the Scott topology of the domain. Also in the interpretation of a
domain as a neighbourhood or information system [38, 39], the basic elements correspond to set systems that define an object only vaguely. The advantage of this approach is that names for the objects as well as for the "approximating" neighbourhoods are available in one namespace.

First investigations on the problem whether all partial computable functions have to be considered in order to develop a satisfying theory of computability were together with W. H. Kersjes [21]. We started with a modified Turing machine model which for given computably enumerable set $A$ computed all total computable functions and exactly the initial segment functions with a domain of length in $A$. Based on this machine model, a numbering of this function class was introduced. Yet, in this investigation we did not have at hand any characterisation of this numbering as known for Gödel numberings. As a result, in many cases the computability of index functions had to be proven by constructing suitable machines and could not be derived from properties of the numbering. This could only be given in the habilitation thesis 40 of the current author, of which the present paper is an update.

The problem was that although the numbering has a computable universal function, it is not in the corresponding function class. However, the graph of the universal function can be enumerated by a total computable function. This property corresponds to the Enumeration Theorem for Gödel numberings [36, Theorem IV]. In addition, Gödel numberings are maximal with respect to reducibility among all numberings whose universal function is computable. Similarly, it now turns out that for every computable enumeration of the graphs of a family $\left(r_{i}\right)_{i \in \omega}$ of functions in the class under consideration, there is a total computable function computing an index of $r_{i}$. We call numberings that satisfy these two conditions Quasi-Gödel Numberings. As will be shown, any two such numberings are recursively isomorphic. Furthermore, all important theorems known for Gödel numberings can be derived for this new type of numberings, without using any results of classical computability theory. As every Gödel numbering is also a quasi-Gödel numbering, this shows that the new notion is a reasonable generalisation of the concept of Gödel numbering.

In classical computability theory. the concept of computable enumerability has proven to be fundamental. For example, in [36, the concept of a partial recursive operator is traced back to that of a computably enumerable set. As follows already from the definition of quasiGödel numberings, the concept of computable enumeration is also of central importance for the approach to computability theory that we want to present here. Many of the proofs consist of constructing enumerations for function graphs.

In the subsequent sections we start with developing computability theory on the basis of quasi-Gödel numberings. In Section 2 we introduce the functions classes which, in addition to the total computable functions, only contain those initial segment functions whose domains have certain given lengths. We then show that these classes have standard numberings with respect to a given Gödel numbering of all partial computable functions. The standard numberings obtained in this way are in particular quasi-Gödel numberings. In addition, we will discuss some applications of these function classes. Section 3 shows that a quasi-Gödel numbering of these function classes can also be obtained without using a Gödel numbering. We present a machine model which computes exactly the functions in such a class and use this to define a numbering that turns out to be quasi-Gödel numbering. This shows that a computability theory can be founded on the function classes considered here without prior knowledge of the theory of all partial computable functions.

In the next sections we derive some central results of computability theory from the properties of quasi-Gödel numberings. In Section 4 we show that the $s m n$-theorem holds, discuss the effectiveness of substitution, give a normal form theorem and prove the recursion theorem, Rice's theorem and some consequences of these results. In contrast to the theory of all partial computable functions, the partial functions of the kind considered here can be extended to total computable functions, but the extension cannot be effectively computed from an index of the partial function. Also, the length of its domain cannot be computed from the index of an initial segment function. As we shall see, the $s m n$-theorem does not have the same importance in this theory as it does in computability theory with Gödel numbering. There it is mainly used to construct index functions. Here these functions have to be constructed in a different way.

In Section 5 computably enumerable sets are introduced in the usual way as sets that are either empty or the range of a total computable function. They can also be characterised as
ranges of the functions considered here, not necessarily total ones. With the help of a quasiGödel numbering of this function class we then simultaneously get an enumeration of these sets. On the basis of a few selected theorems it will become clear that in this approach to the theory of computably enumerable sets essentially all classical results apply except for those in whose formulation the domain characterisation of computably enumerable sets is included. Because of the normalisation of the domains of the considered functions, this characterisation is no longer meaningful here. As will be seen however, in the usual proofs the constructions using this characterisation can be replaced by others. In addition, we show that the numbering of computably enumerable sets introduced in the manner described is computably isomorphic to the numbering of these sets defined via a Gödel numbering. This shows that the approach to computability theory presented here can be used to study computably enumerable sets in the same way as the classical one.

In Section 6 we continue our development of a computability theory for the function classes described above that we started in Section 4 the theorems of Rice/Shapiro and Myhill/Shepherdson will be derived.

Section 7 is reserved for a numbering-theoretical investigation of quasi-Gödel numberings. Here we address the question of the existence of minimal supersets of the class of total computable functions for which still quasi-Gödel numberings exist. Furthermore, it is shown that all quasi-Gödel numberings of a function class are computably isomorphic. From this it follows in particular that in Section 2 there is no restriction to construct a quasi-Gödel numbering as a standard numbering for a Gödel numbering. Finally, the Rogers semi-lattices of computable numberings of the function classes under consideration are examined and results known for the case of all partial computable functions are transferred, such as Goetze's theorem [9, 10] that every countable partially ordered set can be embedded isomorphically in this semi-lattice. It also follows from results of Mal'cev [27] and Khutoretskiĭ [24] that the considered function classes have infinitely many incomparable Friedberg numberings and that there are positive numberings of these classes to which no Friedberg numbering can be reduced.

In Section 8 we investigate the connection with domain theory. This theory was established independently by Ershov [6] and Scott [38] in their aim to develop a mathematical pleasing way to study the computable functionals of higher type and to construct a model of the untyped lambda calculus, respectively. As will be shown, the functions considered in the present work are just the computable elements of an effectively given algebraic domain, which contains all total number-theoretic functions in addition to the initial segment functions. The quasi-Gödel numberings studied in the previous sections are precisely the admissible numberings in the sense of domain theory. We show that the domain of number-theoretic functions just described can be computably mapped onto any other effectively given domain. As a consequence, we obtain that every admissible numbering of the computable elements of an effectively given domain can be generated from a quasi-Gödel numbering.

The paper finishes with a conclusion.

## 2 The function classes $\mathcal{S}_{A}^{(n)}$

In what follows let $\langle\cdot, \cdot\rangle: \omega^{2} \rightarrow \omega$ be a one-to-one and onto computable pair encoding so that $\langle x, y\rangle \geqslant x, y$. Extend the pairing function as usual to an $n$-tuple encoding $(n>0)$ by setting $\langle x\rangle \stackrel{\text { Def }}{=} x$ and $\left\langle x_{1}, \ldots, x_{n+1}\right\rangle \stackrel{\text { Def }}{=}\left\langle x_{1},\left\langle x_{2}, \ldots, x_{n+1}\right\rangle\right\rangle$. Let $\pi_{i}^{(n)}(i=1, \ldots, n)$ be the associated decodings such that $\pi_{i}^{(n)}\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right)=x_{i}$. The sets of all n-ary partial, total, partial computable, and total computable functions, respectively, will be denoted by $\mathcal{P} \mathcal{F}^{(n)}$, $\mathcal{F}^{(n)}, \mathcal{P}^{(n)}$, and $\mathcal{R}^{(n)}$. The arity $n$ of these functions and the dimension of the Cartesian products of $\omega$ that will be considered in the sequel is always assumed to at least 1 . In some cases the case $n=0$ could be included. But we will not go into this.

Let $\varphi^{(n)}$ be a Gödel numbering of $\mathcal{P}^{(n)}$ and $W_{i}$ be the domain of $\varphi_{i}^{(1)}$. Should the arity of the considered functions be clear from the context or its knowledge be not important, we write $\varphi$ instead of $\varphi^{(n)}$. We proceed accordingly with all other numberings of function classes considered here. The value of a numbering $\zeta$ at argument $i$ is denoted by $\zeta_{i}$, but sometimes also
by $\zeta(i)$. Instead of $\left(x_{1}, \ldots, x_{n}\right)$ we also write $\vec{x}$. Moreover, we write $\varphi(\vec{x}) \downarrow$ if the computation of $\varphi(\vec{x})$ converges and $\varphi(\vec{x}) \downarrow_{m}$ if it converges in $m$ steps. Otherwise we write $\varphi(\vec{x}) \uparrow$ or $\varphi(\vec{x}) \uparrow_{m}$. If $C$ is a non-empty computably enumerable (c.e.) subset of $\omega$, then we denote by $C_{t}$ the subset of elements of $C$ enumerated in $t$ steps with respect to a fixed enumeration.

A subset $B$ of $\omega$ is called initial segment of $\omega$ if for every $m \in B$ we have that also $m^{\prime} \in B$, for all $m^{\prime}<m$. The cardinality of $B$ is said to be the length of $B$. If $C=B^{n}$, for some initial segment $B$ of $\omega$, then $C$ is called initial segment of $\omega^{n}$. The length of $B$ is then also said to be the edge length of $C$.

As has already been pointed out, we will consider functions the domain of which is either $\omega$. the empty set, or an initial segment of $\omega^{n}$ with an edge length in a given subset $A$ of $\omega$. Let $\operatorname{ANF}_{A}^{(n)}$ be the set of functions in $\mathcal{P} \mathcal{F}^{(n)}$ the domain of which is either empty or an initial segment of $\omega^{n}$ with edge length in $A$. Then we set

$$
\begin{array}{ll}
\widehat{\mathcal{S}}_{A}^{(n)} \stackrel{\text { Def }}{=} \mathcal{F}^{(n)} \cup \mathrm{ANF}_{A}^{(n)}, & \widehat{\mathcal{S}}_{A} \stackrel{\text { Def }}{=} \bigcup\left\{\widehat{\mathcal{S}}_{A}^{(n)} \mid n>0\right\}, \\
\mathcal{S}_{A}^{(n)} \stackrel{\text { Def }}{=} \mathcal{R}^{(n)} \cup \mathrm{ANF}_{A}^{(n)}, & \mathcal{S}_{A} \stackrel{\text { Def }}{=} \bigcup\left\{\mathcal{S}_{A}^{(n)} \mid n>0\right\}
\end{array}
$$

For infinite c.e. sets $A, \mathcal{S}_{A}^{(n)}$ is an enumerable subset of $\mathcal{P}^{(n)}$. Let to this end, for $a \in A, a^{(n)}$ denote the $n$-tupel $(a, \ldots, a)$. We extend the usual less-or-equal relation on $\omega$ coordinatewise to $\omega^{n}$ and write $\vec{a}<\vec{b}$ to mean $\vec{a} \leqslant \vec{b}$ and $\vec{a} \neq \vec{b}$. Then there is some $f \in \mathcal{R}^{(1)}$ so that

$$
\varphi_{f(i)}^{(n)}(\vec{x})= \begin{cases}\varphi_{i}^{(n)}(\vec{x}) & \text { if for some } a \in A, \vec{x}<a^{(n)} \text { and for all } \vec{y}<a^{(n)}, \varphi_{i}^{(n)}(\vec{y}) \downarrow \\ \text { undefined } & \text { otherwise }\end{cases}
$$

For $q \in \mathcal{P \mathcal { F }}{ }^{(n)}$ let $\operatorname{dom}(q)$ and range $(q)$, respectively, be the domain and the range of $q$. Moreover, let

$$
\begin{aligned}
& \operatorname{graph}(q) \stackrel{\text { Def }}{=}\{\langle\langle\vec{x}\rangle, z\rangle \mid \vec{x} \in \operatorname{dom}(q) \wedge q(\vec{x})=z\} \\
& \operatorname{graph}_{\mathrm{e}}(q) \stackrel{\text { Def }}{=}\left\{\langle\langle\vec{y}\rangle, 0\rangle,\langle\langle\vec{x}\rangle, z+1\rangle \mid \vec{y} \in \omega^{n} \wedge \vec{x} \in \operatorname{dom}(q) \wedge q(\vec{x})=z\right\}
\end{aligned}
$$

respectively be the graph and the extended graph of $q$. Then it is readly verified that the enumeration $\lambda i . \varphi_{f(i)}^{(n)}$ has the following two properties

$$
\begin{align*}
& \varphi_{i}^{(n)} \in \mathcal{S}_{A}^{(n)} \Rightarrow \varphi_{f(i)}^{(n)}=\varphi_{i}^{(n)}  \tag{1}\\
& \operatorname{graph}\left(\varphi_{f(i)}^{(n)}\right) \subseteq \operatorname{graph}\left(\varphi_{i}^{(n)}\right) \tag{2}
\end{align*}
$$

Enumerations of a subset of $\mathcal{P}^{(n)}$ that satisfy Condition (11) are called $\varphi$-standard numberings and those that additionally meet Condition (22) are special $\varphi$-standard numberings [28]. Enumerations of this kind have first been considered by Lachlan [26] for the case of classes of c.e. sets. The class $\left\{\operatorname{graph}_{\mathrm{e}}\left(\varphi_{f(i)}^{(n)}\right) \mid i \in \omega\right\}$ is an example for the kind of classes he studied, that is, a standard class.

Set

$$
{ }^{A} \varphi_{i}^{(n)} \stackrel{\text { Def }}{=} \varphi_{f(i)}^{(n)}
$$

then we have that ${ }^{A} \varphi_{i}^{(n)}$ is a special $\varphi$-standard numbering of $\mathcal{S}_{A}^{(n)}$, for every infinite c.e. $A \subseteq \omega$, $\varphi$-standard numberings of $\mathcal{S}_{A}^{(n)}$ can be characterised by conditions similar to those known for Gödel numberings. Since their universal function is computable, but not contained in $\mathcal{S}_{A}^{(n+1)}$, they will not satisfy the conditions for Gödel numberings.

Theorem 2.1. Let $\psi$ be a $\varphi$-standard numbering of $\mathcal{S}_{A}^{(n)}$. Then the next two conditions hold:
(QGN I) The extended graph of $\lambda i, \vec{x} . \psi_{i}(\vec{x})$ ) is enumerable by some function in $\mathcal{R}^{(n)}$.
(QGN II) For all $k \in \mathcal{R}^{(2)}$ there exists $v \in \mathcal{R}^{(1)}$ such that if, for some $i \in \omega$, $\lambda t$. $k(i, t)$ enumerates the extended graph of a function $r \in \mathcal{S}_{A}^{(n)}$, then $r=\psi_{v(i)}$.

Proof. Because $\psi$ is a $\varphi$-standard numbering there is some $d \in \mathcal{R}^{(1)}$ with $\psi_{i}=\varphi_{d(i)}$. Therefore, $\lambda i, \vec{x} . \psi_{i}(\vec{x})$ is computable and $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \psi_{i}(\vec{x})\right)$ c.e. By construction $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \psi_{i}(\vec{x})\right)$ is infinite. Hence, it can be enumerated by total computable function. Thus, (QGN I) holds.

For the derivation of (QGN II) let $v \in \mathcal{R}^{(1)}$ so that

$$
\varphi_{v(i)}(\vec{x})=\pi_{2}^{(2)}\left(\mu\langle t, z\rangle\left[\pi_{1}^{(2)}(k(i, t))=\langle\vec{x}\rangle \wedge \pi_{2}^{(2)}(k(i, t))=z \wedge z>0\right]\right)-1
$$

If $\lambda t . k(i, t)$ enumerates the extended graph of a function $r \in \mathcal{S}_{A}^{(n)}$ it follows that $\varphi_{v(i)}=r$. Because $r \in \mathcal{S}_{A}^{(n)}$ and $\psi$ is a $\varphi$-standard numbering we thus obtain that $r=\varphi_{d(v(i))}=\psi_{v(i)}$.

In the sequel, a numbering of a set of functions $X \supset \mathcal{R}^{(n)}$ that satisfies Conditions (QGN I) and (QGN II) is called quasi-Gödel numbering (replace $\mathcal{S}_{A}^{(n)}$ by $X$ in (QGN II)). As we have just seen, every $\varphi$-standard numbering of such a function class is a quasi-Gödel numbering. In particular.
Corollary 2.2. Every Gödel numbering is a quasi-Gödel numbering.
As will be shown in Section 7, every quasi-Gödel numbering of $\mathcal{S}_{A}^{(n)}$ is a $\varphi$-standard numbering, up to recursive isomorphism. The analogy of Conditions (QGN I) and (QGN II) to the corresponding conditions for Gödel enumerations can best be seen by identifying functions with their graphs. (QGN I) then corresponds to the computability of the universal function of the enumeration and (QGN II) says that every effective enumeration of functions of the considered set can be computably reduced to the given enumeration.

As mentioned earlier, the set of extended graphs of a $\varphi$-standard numberable function class is a special case of the classes of c.e . sets studied by Lachlan [26]. He calls these classes standard classes. If one interprets the numbering of such a set of functions as an enumeration of the class of the associated extended graphs, then the Conditions (QGN I) and (QGN II) correspond precisely to Lachlan's requirements on a standard enumeration of a standard class.

As we see, the classes $\mathcal{S}_{A}^{(n)}$ for infinite c.e. sets $A$ have very pleasant effectivity properties. This already suggests that we have made the right choice with the initial segment functions in our plan to develop a computability theory for a set of functions which, in addition to the total computable functions, only contains certain partial functions. Since every total function can be approximated by a sequence of such initial segment functions, these functions also occur quite naturally in computability theory. For example, a function defined by primitive recursion is evaluated from the beginning, i.e. starting at 0 . You proceed in the same way with the normalised $\mu$ operator
$\mu x .[q(x)=0] \stackrel{\text { Def }}{=} \begin{cases}\min \{x \mid q(x)=0 \wedge(\forall y<x) q(y) \downarrow\} & \text { if }\{x \mid q(x)=0 \wedge(\forall y<x) q(y) \downarrow\} \text { is } \\ & \text { not empty, } \\ \text { undefined } & \text { otherwise, }\end{cases}$ where the function $q$ must be defined on at least an initial segment of $\omega$.

Moreover, for every infinite $A \subseteq \omega$, the collection of sets $\left\{\left\{g \in \mathcal{R}^{(1)} \mid \operatorname{graph}(p) \subset \operatorname{graph}(g)\right\} \mid\right.$ $\left.p \in \operatorname{ANF}_{A}^{(1)}\right\}$ is a basis of a metric topology on $\mathcal{R}^{(1)}$, the Baire topology. Finally, this approximation property is used in the definition of computable functionals on sets of total functions (cf. [4, 46]). We want to clarify this using the example of a functional $G: \mathcal{F}^{(1)} \times \omega \rightarrow \omega$. Let $\llbracket \cdot \rrbracket$ be a one-to-one computable coding of all finite sequences of natural numbers and for $p:\{0, \ldots, a\} \rightarrow \omega$

$$
\llbracket p \rrbracket \stackrel{\text { Def }}{=} \llbracket p(0), \ldots, p(a) \rrbracket
$$

Then $G$ is called computable if there is some $g \in \mathcal{R}^{(2)}$ such that $G(d, x)=y$, exactly if there exists $p \in \operatorname{ANF}_{\omega}^{(1)}$ with $\operatorname{graph}(p) \subseteq \operatorname{graph}(d)$ so that $g(\llbracket p \rrbracket, x)=y$. The initial segment function
$p$ and in particular the length of its domain is a measure of the amount of information about $d$ that the algorithm $g$ needs to compute $G(d, b)$. Of course one would like to have such algorithms $g$ that manage with as little information as possible. Gordon and Shamir [11 e.g. investigated whether such algorithms always exist and how they can be constructed.

There are various approaches to define computability for uncountable sets other than $\mathcal{F}^{(1)}$ or $\mathcal{P} \mathcal{F}^{(1)}$, such as computable analysis [43, 44, 33, 48], domain theory [37, 6, 47, 42], the theory of filter spaces [19], the theory of effectively given spaces [20], the theory of finitely approximable sets [18]. Most of these approaches have in common that the elements of the sets under consideration can be approximated by sequences of other finite objects; the real numbers, for example, by normed Cauchy sequences of rational numbers or descending sequences of closed intervals with rational endpoints. Encoding the finite objects used for the approximation allows to describe the approximating sequences by sequences of natural numbers. In $14,15,16,17$, 46. 25] it is therefore proposed to use functions in $\mathcal{F}^{(1)}$ as names for the elements approximated in this way, which led to the now well developed theory of representations. These assignments can be meaningfully extended to $\widehat{\mathcal{S}}_{\omega}^{(1)}$, or to put it another way, it makes sense to also use initial segement functions as names. If one considers that all information contained in the approximating finite objects is encoded in the elements to be approximated, then these objects conversely contain only a finite part of the information contained in the approximated elements (cf. [39, 18]). The approximating finite objects and thus also every finite sequence of these objects therefore corresponds to a certain amount of uncertainty with regard to the element to be approximated: this is not yet uniquely determined by the finite approximation. In many cases these uncertainty sets are open sets in the topological space of the elements to be approximated ( cf. however [19]).This observation suggests to take initial segment functions as names for the uncertainty set generated by finite sequences of approximating objects, which has the advantage that one has names for the elements of the considered set as well as for the uncertainty sets occurring in the approximation in one namespace. In addition, the described extension of representations to $\widehat{\mathcal{S}}_{\omega}^{(1)}$ is continuous: if the total function used in the representation is approximated by initial segment functions, then the element named by the total function is approximated by the uncertainty sets corresponding to the initial segment functions. We want to illustrate this with an example below. In Section 8 we will make the statement precise and prove it for the case of effectively given algebraic domains.

Example 2.3. We assume the real numbers $x \in[0,1]$ be given in signed digit expansion

$$
x=\sum_{i=0}^{\infty} a_{i} \cdot 2^{-(i+1)}
$$

with $a_{i} \in\{-1,0,1\}$. The information about $x$ which we can read off from this expansion is the sequence $a_{0}, a_{1}, \ldots$ of signed digits. To each finite initial segment of this sequence corresponds a dyadic rational

$$
u_{n} \stackrel{\text { Def }}{=} \sum_{i=0}^{n} a_{i} \cdot 2^{-(i+1)}
$$

approximating $x$. The uncertainty set coming with this number is the interval $\left[u_{n}-2^{-(n+1)}, u_{n}+\right.$ $\left.2^{-(n+1)}\right]$ including all real numbers containing the information about $u_{n}$, that is the sequence $a_{0}, \ldots, a_{n}$, as part of their own information.

Now, for $a \in \omega$, let $\delta(a) \stackrel{\text { Def }}{=}(a \bmod 3)-1$ and for $r \in \widehat{\mathcal{S}}_{\omega}^{(1)}$ set

$$
G(r) \stackrel{\text { Def }}{=} \bigcap\left\{\left[\delta(r(n))-2^{-(n+1)}, \delta(r(n))+2^{-(n+1)}\right] \mid n \in \operatorname{dom}(r)\right\}
$$

If, in addition, we identify a real number $z$ with the one-point interval $[z, z]$, we have thus obtained a representation of both the reals in $[-1,1]$ and the corresponding uncertainty sets which is such that for $g \in \mathcal{F}^{(1)}$ and any sequence $\left(p_{n}\right)_{n \in \omega}$ of initial segment functions such that $\operatorname{graph}\left(p_{n}\right) \subseteq \operatorname{graph}\left(p_{n+1}\right)$ and $\operatorname{graph}(g)=\bigcup\left\{\operatorname{graph}\left(p_{n}\right) \mid n \in \omega\right\}$,

$$
G(g)=\bigcap\left\{G\left(p_{n}\right) \mid n \in \omega\right\}
$$

## 3 A machine model

In the last section we constructed a special $\varphi$-standard numbering of $\mathcal{S}_{A}^{(n)}$ for infinite c.e. sets $A \subseteq \omega$. In this section we present a machine model for the computation of these functions. The numberings derived from this characterisation will be a quasi-Gödel numbering.

In what follows let $\Sigma$ be a non-empty finite set and $\mathrm{TP}_{\Sigma}$ be the set of all Turing programs which use $\Sigma$ as tape alphabet. Moreover, let $A \subseteq \omega$ be a non-empty c.e. set and $\kappa: \omega \rightarrow \omega^{n}$ be an effective enumeration of $\omega^{n}$ without repetitions. Let $P$ be a Turing program and $M_{A}^{(n)}$ be a Turing program realising the subsequent algorithm:

## Input: $\vec{x}$

1. Set $j:=1$.
2. Compute $A_{j}$.
3. For $i=0, \ldots, j-1$ : run program $P$ on input $\kappa(i)$ for $j$ steps and store whether there is a result.
4. If there is some $a \in A_{j}$ so that

- $\vec{x}<a^{(n)}$
- For all $\vec{y}<a^{(n)}: \vec{y} \in\{\kappa(0), \ldots, \kappa(j-1)\}$ and program $P$ stops on input $\vec{y}$ within $j$ steps,
then set $z:=$ output of $P$ on input $\vec{x}$; otherwise increase $j$ by 1 and go to (2).
Output: z.
We write $M_{A}^{(n)}(P)$ to denote the Turing program consisting of program $M_{A}^{(n)}$ and the subprogram $P$. If Sem ${ }^{(n)}: \mathrm{TP}_{\Sigma} \rightarrow \mathcal{P}^{(n)}$ is the semantic map that, with regard to a fixed input/output convention, assigns to every Turing program the function it computes, then $\operatorname{Sem}^{(n)}\left(M_{A}^{(n)}(P)\right)$ is precisely the function that agrees with $\operatorname{Sem}^{(n)}(P)$ on the maximal initial segment of $\omega^{n}$ with an edge length in $A$ that is contained in $\operatorname{dom}\left(\operatorname{Sem}^{(n)}(P)\right)$; and is undefined, otherwise.

Theorem 3.1. For every infinite c.e. set $A \subseteq \omega$,

$$
\mathcal{S}_{A}^{(n)}=\left\{\operatorname{Sem}^{(n)}\left(M_{A}^{(n)}(P)\right) \mid P \in \mathrm{TP}_{\Sigma}\right\}
$$

Let $\mathrm{MP}_{i}$ be the $i$-th program with respect to an effective one-to-one enumeration of the set $M_{A}^{(n)}\left[\mathrm{TP}_{\Sigma}\right]$ of all modified Turing programs $M_{A}^{(n)}(P)$ with $P \in \mathrm{TP}_{\Sigma}$ and define

$$
{ }^{A} \psi_{i}^{(n)} \stackrel{\text { Def }}{=} \mathrm{Sem}^{(n)}\left(\mathrm{MP}_{i}\right)
$$

Theorem 3.2. For every infinite c.e. set $A \subseteq \omega,{ }^{A} \psi^{(n)}$ is a quasi-Gödel numbering of $\mathcal{S}_{A}^{(n)}$.
If one compares the above definition of the set $M_{A}^{(n)}\left[\mathrm{TP}_{\Sigma}\right]$ with the definition of the numbering ${ }^{A} \varphi(n)$ in the last section, one sees that the same rule is behind both, algorithms for the computation of functions in $\mathcal{P}^{(n)}$ are modified to ones for computing functions in $\mathcal{S}_{A}^{(n)}$. The only difference is that in the first case this is done by direct manipulation of the algorithms formulated in a given algorithmic language, here the language of Turing programs, and in the second case by effective operations on the indices (names) for these algorithms. Therefore, when defining ${ }^{A} \varphi^{(n)}$, a coding of all algorithms had to be used (Gödel numbering $\varphi^{(n)}$ ), the properties of which were exploited in the proof of Theorem 2.1. The numbering ${ }^{A} \psi^{(n)}$, on the other hand, can be defined directly by listing the modified programs. However, in the proof of the above theorem one can no longer fall back on any known properties of a numbering, but must prove the existence of the computable functions stated in Conditions (QGN I) and (QGN II) by specifying suitable Turing programs. Since we essentially want to derive all results presented in
the next sections from the properties of quasi-Gödel numberings, this procedure shows that a computability theory for $\mathcal{S}_{A}$ can be established and developed without prior knowledge of the theory of all partial computable functions. The assumption about $A$ in this section is to be understood as an abbreviated way of saying that $A$ is the image of a total, one-to-one function that can be computed by a Turing program. It does not mean that you already have to know what a c.e. set is.

Proof of Theorem 3.2. (QGN I). Let $P$ be a Turing program realising the following algorithm:
Input: t

1. If $t$ is odd, set $z:=\langle(t-1) / 2,0\rangle$ and go to (4); otherwise, find $i, j$ and $\vec{x}$ so that $\langle i, j, \vec{x}\rangle=t / 2$.
2. Simulate $j$ steps of the computation of the $i$-th modified Turing program $\mathrm{MP}_{i}$ on input $\vec{x}$.
3. If the computation of $\mathrm{MP}_{i}$ on input $\vec{x}$ stops within $j$ steps, set $z:=\left\langle\langle i, \vec{x}\rangle, 1+\right.$ output of $\mathrm{MP}_{i}$ on input $\left.\vec{x}\right\rangle ;$ otherwise, set $z:=\langle t / 2,0\rangle$.
4. Stop.

Output: z.
Let $h \stackrel{\text { Def }}{=} \operatorname{Sem}^{(1)}(P)$. Then $h \in \mathcal{R}^{(1)}$ with range $(h)=\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} .{ }^{A} \psi_{i}^{(n)}(\vec{x})\right)$.
(QGN II). Let $\widehat{P}$ be a Turing program computing the function

$$
\pi_{2}^{(2)}\left(\mu\langle t, z\rangle\left[\pi_{1}^{(2)}(k(i, t))=\langle\vec{x}\rangle \wedge \pi_{2}^{(2)}(k(i, t))=z \wedge z>0\right]\right)-1
$$

Moreover, for $i \in \omega$, let $P_{i}$ be a program that on input $\vec{x}$ outputs $\langle i, \vec{x}\rangle$ in such a way that it can be read as input by $\hat{P}$. For two programs $\bar{P}$ and $\tilde{P}$ let $\bar{P} ; \tilde{P}$ be the program that first executes $\tilde{P}$ and then $\bar{P}$. Finally, let $Q$ be a program that on input of $i$ computes a $j$ with $\mathrm{MP}_{j}=M_{A}^{(n)}\left(\widehat{P} ; P_{i}\right)$. Then $v \stackrel{\text { Def }}{=} \operatorname{Sem}^{(n)}(Q)$ has the property stated in (QGN II).

## 4 Computability theory for $\mathcal{S}_{A}$

In this and the following sections let $A \subseteq \omega$ be an infinite c.e. set. In these sections we will show that a sufficiently rich computability theory can be developed for the set of functions $S_{A}$. For this purpose we give a selection of important theorems of classical computability theory and show that they also apply to the set of functions considered here. Since this contains in particular all total computable functions, computable sets and relations can be introduced as usual in the theory to be developed here. We do not want to go into this any further.

Let $\theta^{(n)}$ be a numbering of $\mathcal{S}_{A}^{(n)}$. If $\theta^{(n)}$ satisfies Condition (QGN I), we obtain an analogue to Kleene's Normal Form Theorem.
Theorem 4.1. Let $\theta^{(n)}$ satisfy Condition (QGN I). Then there is a function $q \in \mathcal{R}^{(1)}$ and an $(n+2)$-ary computable predicate $T$ so that

$$
\theta_{i}^{(n)}(\vec{x})=q(\mu y . T(i, \vec{x}, y))
$$

Proof. Let $h \in \mathcal{R}^{(1)}$ enumerate the extended graph of the universal function of the numbering $\theta^{(n)}$. Then

$$
\theta_{i}^{(n)}(\vec{x})=\pi_{2}^{(2)}\left(\mu\langle t, z\rangle\left[\pi_{1}^{(2)}(h(t))=\langle i, \vec{x}\rangle \wedge \pi_{2}^{(2)}(h(t))=z \wedge z>0\right]\right)-1
$$

Therefore, defining $q(a) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(a) \doteq 1$ and

$$
T(i, \vec{x}, y) \Leftrightarrow \pi_{1}^{(2)}\left(h\left(\pi_{1}^{(2)}(y)\right)\right)=\langle i, \vec{x}\rangle \wedge \pi_{2}^{(2)}\left(h\left(\pi_{1}^{(2)}(y)\right)\right)=\pi_{2}^{(2)}(y) \wedge \pi_{2}^{(2)}(y)>0
$$

proves the claim.

Since the numberings considered here do not have a universal function in the considered function class, we cannot construct index functions as we do in the case of Gödel numberings, by first defining a function that contains the index parameters as arguments and then applying the $s m n$-theorem. We have to obtain such index functions by applying condition (QGN II). Therefore, in the proofs of this and the following sections, we often need to construct functions that enumerate the extended graph of another function. These enumeration functions are essentially defined in two ways. In order not to have to repeat these constructions in the following, we want to present the first of these definition methods in the form of a scheme. Let $\kappa$ be an effective one-to-one enumeration of $\omega^{n}$, in which for $a<b(a, b \in \omega)$ all elements of the initial segment of $\omega^{n}$ of edge length $a$ occur before the remaining elements of the initial segment of edge length $b$. In the following we say that $\kappa$ enumerates $\omega^{n}$ initial segment by initial segment. Also let $\mathrm{nf}, \arg \in \mathcal{R}^{(1)}$ and for all $i, j>0, * \in \mathcal{R}^{(1)}$ with

$$
\begin{aligned}
& \operatorname{nf}\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right) \stackrel{\text { Def }}{=}\left\langle\kappa\left(\kappa^{-1}\left(x_{1}, \ldots, x_{n}\right)+1\right)\right\rangle, \\
& \arg (z) \stackrel{\text { Def }}{=} \begin{cases}\langle\overrightarrow{0}\rangle & \text { if } \pi_{2}^{(2)}(z)=0, \\
\operatorname{nf}\left(\pi_{1}^{(2)}(z)\right) & \text { otherwise },\end{cases} \\
& \left\langle x_{1}, \ldots, x_{i}\right\rangle *\left\langle y_{1}, \ldots, y_{j}\right\rangle \stackrel{\text { Def }}{=}\left\langle x_{1}, \ldots, x_{i}, y_{1}, \ldots, y_{j}\right\rangle .
\end{aligned}
$$

(With this notation we suppress the dependence of the functions $\kappa, \operatorname{nf}, \arg$ and $*$ on $n$ and $i$ and $j$, respectively.)

As follows from the definition, $\operatorname{nf}(\langle\vec{x}\rangle)$ is the encoded successor of $\vec{x}$ in the enumeration $\kappa$.
Lemma 4.2. Let $f \in \mathcal{R}^{(3)}$ and $Q \subseteq \omega^{3}$ be a computable relation so that $f(i, t, z)>0$ if $Q(i, t, z)$ holds. Moreover, let $k \in \mathcal{P} \mathcal{F}^{(2)}$ be defined by

$$
\begin{aligned}
& k(i, 2 t)=\langle\langle\kappa(t)\rangle, 0\rangle \\
& k(i, 2 t+1)=g(i, t), \quad \text { where } \\
& g(i, 0)=\langle\langle\overrightarrow{0}\rangle, 0\rangle, \\
& g(i, t+1)= \begin{cases}\langle\arg (g(i, t)), f(i, t+1, g(i, t))\rangle & \text { if } Q((i, t+1, g(i, t)), \\
g(i, t) & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then $k \in \mathcal{R}^{(2)}$ and $\lambda t . k(i, t)$ enumerates the extended graph of an $n$-ary function.
As already mentioned, the concept of enumeration is of central importance for the computability theory to be developed here. The numberings of $\mathcal{S}_{A}^{(n)}$ considered here do not have universal functions in $\mathcal{S}_{A}^{(n+1)}$, but the extended graphs of the functions in $\mathcal{S}_{A}^{(n)}$ can be enumerated uniformly. We first show a more general result.
Lemma 4.3. Let $\theta^{(m+n)}$ satisfy Condition (QGN I). Then there is some $k \in \mathcal{R}^{(2)}$ such that

$$
\operatorname{range}(\lambda t . k(\langle i, \vec{y}\rangle, t))=\operatorname{graph}_{\mathrm{e}}\left(\lambda \vec{x} . \theta_{i}^{(m+n)}(\vec{y}, \vec{x})\right)
$$

Proof. By Condition (QGN I), the extended graph of $\lambda i, \vec{y}, \vec{x} . \theta_{i}^{(m+n)}$ has an enumeration $h \in$ $\mathcal{R}^{(1)}$. Define

$$
\begin{aligned}
& \hat{Q}(\langle i, \vec{y}\rangle, a, z) \Leftrightarrow \pi_{2}^{(2)}(h(a))>0 \wedge \pi_{1}^{(2)}(h(a))=\langle i \vec{y}\rangle * \arg (z), \\
& Q(\langle i, \vec{y}\rangle, t, z) \Leftrightarrow(\exists a \leqslant t) \widehat{Q}(\langle i, \vec{y}\rangle, a, z) \quad \text { and } \\
& f(\langle i, \vec{y}\rangle, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(h(\mu a \leqslant t . \widehat{Q}(\langle i, \vec{y}\rangle, a, z))) .
\end{aligned}
$$

Now, by applying Lemma 4.2 we obtain a function $k \in \mathcal{R}^{(2)}$. As is readily verified, it has the properties stated.

The result we are looking for now follows as special case $m=0$.

Theorem 4.4. Let $\theta^{(n)}$ satisfy Condition (QGN I). Then there is some $k \in \mathcal{R}^{(2)}$ so that

$$
\operatorname{range}(\lambda t . k(i, t))=\operatorname{graph}_{\mathrm{e}}\left(\theta_{i}^{(n)}\right)
$$

As a further consequence we obtain the $s m n$-theorem.
Theorem 4.5 (smn-Theorem). Let $m>0, \theta^{(n)}$ satisfy Condition (QGN II) and $\theta^{(m+n)}$ meet Condition (QGN I). Then there is a function $s \in \mathcal{R}^{(m+1)}$ so that

$$
\theta_{s(i, \vec{y})}^{(n)}(\vec{x})=\theta_{i}^{(m+n)}(\vec{y}, \vec{x})
$$

Proof. By Lemma 4.3 there is some $k \in \mathcal{R}^{(2)}$ such that

$$
\operatorname{range}\left(\lambda t . k(\langle i, \vec{y}\rangle, t)=\operatorname{graph}_{\mathrm{e}}\left(\lambda \vec{x} . \theta_{i}^{(m+n)}(\vec{y}, \vec{x})\right)\right.
$$

Now, let $v \in \mathcal{R}^{(1)}$ be as in Condition (QGN II). Since $\lambda \vec{x} . \theta_{i}^{(m+n)}(\vec{y}, \vec{x}) \in \mathcal{S}_{A}^{(n)}$, it follows that $\theta_{i}^{(m+n)}(\vec{y}, \vec{x})=\theta_{v(\langle i, \vec{y}\rangle)}^{(n)}$. Thus, $s \stackrel{\text { Def }}{=} \lambda i, \vec{y} . v(\langle i, \vec{y}\rangle)$ is as wanted.

Just as the $s m n$-theorem is the effective version of the reducibility requirement for Gödel numberings, there is also an effective version of (QGN II) for quasi-Gödel numberings:
(QGN E) There is a function $d \in \mathcal{R}^{(m+1)}$, for all $m>0$, such that for all $i \in \omega, \vec{j} \in \omega^{m}$ and $r \in \mathcal{S}_{A}^{(n)}$, if $\lambda t . \theta_{i}^{(m+1)}(\vec{j}, t)$ enumerates the extended graph of function $r$, then $r=\theta_{d(i, \vec{j})}^{(n)}$.

Theorem 4.6. Let $\theta^{(n)}$ satisfy Condition (QGN I), for every $n>0$. Then the following equivalences hold:

$$
\text { (1) } \Leftrightarrow \text { (3) } \quad \text { and } \quad \text { (21) } \Leftrightarrow \text { (4) }
$$

where

1. $\theta^{(n)}$ meets Condition (QGN II).
2. $\theta^{(n)}$ meets Condition (QGN II), for all $n>0$.
3. $\theta^{(n)}$ meets Condition (QGN E).
4. Requirements (4a) and 4b) hold, for all $n>0$ :
(a) There is some function $s \in \mathcal{R}^{(m+1)}$, for all $m>0$, so that for all $\vec{y} \in \omega^{m}, \vec{x} \in \omega^{n}$ and $i \in \omega, \theta_{s(i, \vec{y})}^{(n)}(\vec{x})=\theta_{i}^{(m+n)}(\vec{y}, \vec{x})$.
(b) There exists a function $g \in \mathcal{R}^{(1)}$ such that for all $i \in \omega$ and $r \in \mathcal{S}_{A}^{(n)}$, if $\theta_{i}^{(1)}$ enumerates the extended graph of function $r$, then $r=\theta_{g(i)}^{(n)}$.
Proof. (3) $\Rightarrow$ (11) holds trivially. We show next that (11) $\Rightarrow$ (3). By Lemma 4.3 there is some $k \in \mathcal{R}^{(2)}$ such that $\lambda t . k(\langle i \vec{j}\rangle, t)$ enumerates the extended graph of $\lambda a . \theta_{i}^{(m+1)}(\vec{j}, a)$. Let $i \in \omega$, $\vec{j} \in \omega^{m}$ and $r \in \mathcal{S}_{A}^{(n)}$ such that $\lambda a . \theta_{i}^{(m+1)}(\vec{j}, a)$ enumerates the extended graph of function $r$. According to its definition every element of $\operatorname{graph}_{\mathrm{e}}\left(\lambda a . \theta_{i}^{(m+1)}(\vec{j}, a)\right)$ is of the form $\langle a, 0\rangle$, $\langle a,\langle\langle\vec{y}\rangle, 0\rangle+1\rangle$ or $\langle a,\langle\langle\vec{y}\rangle, r(\vec{y})+1\rangle+1\rangle$. Therefore, if we set

$$
\hat{k}(\langle i, \vec{j}\rangle, t) \stackrel{\text { Def }}{=} \begin{cases}\langle\langle 0\rangle, 0\rangle & \text { if } \pi_{2}^{(2)}(k(\langle i, \vec{j}\rangle, t))=0 \\ \pi_{2}^{(2)}(k(\langle i, \vec{j}\rangle, t)) \dot{-1} & \text { otherwise }\end{cases}
$$

then $\hat{k} \in \mathcal{R}^{(2)}$. Moreover $\lambda t . \hat{k}(\langle i, \vec{j}\rangle, t)$ enumerates the extended graph of function $r$. Since $\theta^{(n)}$ satisfies Condition (QGN II), there is a function $v \in \mathcal{R}^{(1)}$ with $r=\theta_{v(\langle i, \vec{j}\rangle)}^{(n)}$. Thus, $d \stackrel{\text { Def }}{=}$ $\lambda i, \vec{j} \cdot v(\langle i, \vec{j}\rangle)$ has the property stated in Condition (QGN E).

In the same way we obtain that (2) implies (4b): choose $m=0$. Statement (4a) is just the $s m n$-theorem that has been derived from (2) in Theorem4.5. For the remaining implication it suffices to show (4) $\Rightarrow$ (3). Let to this end $i \in \omega, \vec{j} \in \omega^{m}$ and $r \in \mathcal{S}_{A}^{(n)}$ so that $\lambda t$. $\theta_{i}^{(m+1)}(\vec{j}, t)$ enumerates the extended graph of $r$. With Condition (4a) we have that $\theta_{i}^{(m+1)}(\vec{j}, t)=\theta_{s(i, \vec{j})}^{(1)}(t)$, from which it follows with (4D) that $r=\theta_{g(s(i, \vec{j}))}^{(n)}$. Therefore, $d \stackrel{\text { Def }}{=} g \circ s$ has the properties required in (3).

For what follows, let $\theta^{(n)}$ be a quasi-Gödel numbering, for all $n>0$. With the $s m n$-theorem we have shown for a known result of computability theory that it also holds in the computability theory for $\mathcal{S}_{A}$. Next we want to examine whether substitution is an effective operation. Here we first have to state that $\widehat{\mathcal{S}}_{A}$ is not closed under substitution. Because whenever for $p, r \in \widehat{\mathcal{S}}_{A}^{(1)}$ the set $\{x \mid p(x) \in \operatorname{dom}(r)\}$ refrains from being a segment of $\omega$ then $r \circ p \notin \widehat{\mathcal{S}}_{A}^{(1)}$ We therefore introduce a modified substitution. Let $\widehat{M}_{A}^{(n)}: \mathcal{P} \mathcal{F}^{n} \rightarrow \mathcal{P} \mathcal{F}^{n}$ be defined by

$$
\widehat{M}_{A}^{(n)}(q)(\vec{x}) \stackrel{\text { Def }}{=} \begin{cases}q(\vec{x}) & \text { if there exists } a \in A \text { so that } \vec{x}<a^{(n)} \text { and } \\ & \text { for all } \vec{y}<a^{(n)}, \vec{y} \in \operatorname{dom}(q) \\ \text { undefined } & \text { othewise. }\end{cases}
$$

Then $\widehat{M}_{A}^{(n)}$ is idempotent, $\widehat{M}_{A}^{(n)}\left[\mathcal{P} \mathcal{F}^{(n)}\right]=\widehat{\mathcal{S}}_{A}^{(n)}$ and $\widehat{M}_{A}^{(n)}\left(\varphi_{i}^{(n)}\right)={ }^{A} \varphi_{i}^{(n)}$. If

$$
\operatorname{Subst}^{(m, n)}: \mathcal{P} \mathcal{F}^{(m)} \times\left(\mathcal{P} \mathcal{F}^{(n)}\right)^{m} \rightarrow \mathcal{P} \mathcal{F}^{(n)}
$$

is the usual substitution operation, the modified operation is defined by

$$
\operatorname{MSubst}_{A}^{(m, n)} \stackrel{\text { Def }}{=} \widehat{M}_{A}^{(n)} \circ \operatorname{Subst}^{(m, n)}
$$

For $r \in \widehat{\mathcal{S}}_{A}^{(m)}$ and $p_{1}, \ldots, p_{m} \in \widehat{\mathcal{S}}_{A}^{(n)}, \operatorname{MSubst}_{A}^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)$ agrees with

$$
\text { Subst }^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)
$$

on the maximal initial segment of $\omega^{n}$ with an edge length in $A$ that is contained in

$$
\operatorname{dom}\left(\operatorname{Subst}_{A}^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)\right)
$$

and is undefined, otherwise. Therefore, for all functions $r \in \widehat{\mathcal{S}}_{A}^{(m)}$ and $p_{1}, \ldots, p_{m} \in \hat{\mathcal{S}}_{A}^{(n)}$ with $\times_{\nu=1}^{m} p_{\nu}\left(\bigcap_{\sigma=1}^{m} \operatorname{dom}\left(p_{\sigma}\right)\right) \subseteq \operatorname{dom}(r)$,

$$
\operatorname{MSubst}_{A}^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)=\operatorname{Subst}^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)
$$

In this case, $\left.\operatorname{dom}\left(\operatorname{Subst}^{(m, n)}\left(r ; p_{1}, \ldots, p_{m}\right)\right)=\bigcap_{\sigma=1}^{m} \operatorname{dom}\left(p_{\sigma}\right)\right)$. Since the domains of the functions $p_{\sigma}$ are comparable with respect to set inclusion, the intersection is again an initial segment of $\omega^{n}$ with an edge length in $A$. In particular, the modified substitution agrees with the usual substitution for all total functions. This justifies the introduction of MSubst ${ }_{A}^{(m, n)}$, as we are essentially concerned with the total functions. Incidentally, it also happens with normal substitution that information gets lost during the substitution process. If for $p, q \in \mathcal{P} \mathcal{F}^{(1)}$, $q(x) \notin \operatorname{dom}(p)$, then $(p \circ q)(x)$ is undefined. That is, the information coming with $q(x)$ is lost. In the case of the modified substitution, in addition all information is lost that comes from points which are not contained in the maximal initial segment of $\omega$ with length in $A$ that is included in $\operatorname{dom}(p \circ q)$. This is in agreement with the algorithms defined in the last section using the Turing program $M_{A}^{(n)}$.

Theorem 4.7. There is a function $\mathrm{sub} \in \mathcal{R}^{(m+1)}$ so that

$$
\theta_{\mathrm{sub}\left(j, j_{1}, \ldots, j_{m}\right)}^{(n)}=\operatorname{MSubst}_{A}^{(m, n)}\left(\theta_{j}^{(m)} ; \theta_{j_{1}}^{(n)}, \ldots, \theta_{j_{m}}^{(n)}\right)
$$

Proof. Let $h, \hat{h} \in \mathcal{R}^{(1)}$ be enumerations as in Condition (QGN I) for $\theta^{(n)}$ and $\theta^{(m)}$, respectively. Moreover, let

$$
\begin{aligned}
& \widehat{Q}\left(\left\langle j, j_{1}, \ldots, j_{m}\right\rangle,\left\langle b, b_{1}, \ldots, b_{m}\right\rangle,\langle\vec{x}\rangle\right) \Leftrightarrow \\
& \bigwedge_{\nu=1}^{m}\left[\pi_{1}^{(2)}\left(h\left(b_{\nu}\right)\right)=\left\langle j_{\nu}, \vec{x}\right\rangle \wedge \pi_{2}^{(2)}\left(h\left(b_{\nu}\right)\right)>0\right] \wedge \\
& \pi_{2}^{(2)}(\hat{h}(b))=\left\langle j, \pi_{2}^{(2)}\left(h\left(b_{1}\right)\right) \doteq 1, \ldots, \pi_{2}^{(2)}\left(h\left(b_{m}\right)\right) \doteq 1\right\rangle \wedge \pi_{2}^{(2)}(\hat{h}(b))>0, \\
& Q(i, t, z) \Leftrightarrow\left(\exists a \in A_{t}\right) \bigwedge_{\nu=1}^{n} \pi_{\nu}^{(n)}(\arg (z))<a \wedge\left(\forall \vec{x}<a^{(n)}\right)(\exists c \leqslant t) \widehat{Q}(i, c,\langle\vec{x}\rangle), \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{1}^{(2)}\left(\hat{h}\left(\pi_{1}^{(m+1)}\left(\mu c \leqslant t . \hat{Q}\left(i, c, \pi_{1}^{(2)}(z)\right)\right)\right)\right) .
\end{aligned}
$$

By now applying Lemma 4.2 we obtain a function $k \in R^{(2)}$ such that $\lambda t . k\left(\left\langle j, j_{1}, \ldots, j_{m}\right\rangle, t\right)$ enumerates the extended graph of $\operatorname{MSubst}_{A}^{(m, n)}\left(\theta_{j}^{(m)} ; \theta_{j_{1}}^{(n)}, \ldots, \theta_{j_{m}}^{(n)}\right)$. Since $\theta^{(n)}$ meets Condition (QGN II), there is some $v \in \mathcal{R}^{(1)}$ with

$$
\operatorname{MSubst}_{A}^{(m, n)}\left(\theta_{j}^{(m)} ; \theta_{j_{1}}^{(n)}, \ldots, \theta_{j_{m}}^{(n)}\right)=\theta_{v\left(\left\langle j, j_{1}, \ldots, j_{m}\right\rangle\right)}^{(n)}
$$

By setting sub $\stackrel{\text { Def }}{=} \lambda j, \vec{j} \cdot v(\langle j, \vec{j}\rangle)$ we are therefore done.
A central result of computability theory is the recursion respectively fixed point theorem. Our next goal is derive this theorem for the function classes and numberings considered in this paper. To this end we have to consider the family $\left.\theta_{\theta_{i}^{(m+1}(i, \vec{y})}^{(n)}(\vec{y})\right)_{(i, \vec{y}) \in \omega^{m+1}}$. Since numbering $\theta^{(n)}$ is only defined on defined indices in $\omega$, this family is not well defined. With help of the enumeration theorem is can however be extended to situations in which index functions may be not defined. We then obtain

$$
\theta_{\theta_{i}^{(m+1)}(i, \vec{y})}^{(n)}(\vec{x})= \begin{cases}\theta_{\theta_{i}^{(m+1)}(i, \vec{y})}^{(n)}(\vec{x}) & \text { if } \theta_{i}^{(m+1)}(i, \vec{y}) \downarrow \\ \text { undefined } & \text { otherwise }\end{cases}
$$

Thus, $\theta_{\theta_{i}^{(n+1}(i, \vec{y})}^{(n)} \in \mathcal{S}_{A}^{(n)}$, for every choice of $(i, \vec{y}) \in \omega^{m+1}$.
Lemma 4.8. There exists $g \in \mathcal{R}^{(m+1)}$ so that

$$
\theta_{g(i, \vec{y})}^{(n)}=\theta_{\theta_{i}^{(m+1}(i, \vec{y})}^{(n)}
$$

Proof. Again, let $h, \hat{h} \in \mathcal{R}^{(1)}$ be enumerations as in Condition (QGN I) for $\theta^{(n)}$ and $\theta^{(m+1)}$, respectively. Moreover, define

$$
\begin{aligned}
& \begin{aligned}
& \hat{Q}(\langle i, \vec{y}\rangle,\langle a, b\rangle, z) \Leftrightarrow \pi_{1}^{(2)}(\hat{h}(a))=\langle i, i, \vec{y}\rangle \wedge \pi_{2}^{(2)}(\hat{h}(a))>0 \wedge \\
&\left.\pi_{2}^{2}(h(b))>0 \wedge \pi_{1}^{2}(h(b))=\left\langle\pi_{2}^{2}(\hat{h}(a)) \dot{ }\right)\right\rangle * \arg (z), \\
& Q(\langle i, \vec{y}\rangle, t, z) \Leftrightarrow(\exists c \leqslant t) \widehat{Q}(\langle i, \vec{y}\rangle, c, z), \\
& f(\langle i, \vec{y}\rangle, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}\left(h\left(\pi_{2}^{2}(\mu c \leqslant t . \widehat{Q}(\langle i, \vec{y}\rangle, c, z))\right)\right) .
\end{aligned}
\end{aligned}
$$

Then by applying Lemma 4.2 we obtain a function $k \in \mathcal{R}^{(2)}$ so that $\lambda t . k(\langle i, \vec{y}\rangle, t)$ enumerates the extended graph of $\theta_{\theta_{i}^{(m+1)}(i, \vec{y})}^{(n)}$. Now, using Condition (QWGN II) for $\theta^{(n)}$ we have that there is some $v \in \mathcal{R}^{(1)}$ with

$$
\theta_{v(i, \vec{y})}^{(n)}=\theta_{\theta_{i}^{(m+1)}(i, \vec{y})}^{(n)}
$$

Set $g(i, \vec{y}) \stackrel{\text { Def }}{=} \lambda i, \vec{y} . v(\langle i, \vec{y}\rangle)$.

This more technical result allows to derive the recursion theorem.
Theorem 4.9 (Recursion Theorem). Let $f \in \mathcal{R}^{(m+1}$. Then there is a function $e_{f} \in \mathcal{R}_{(m)}$ so that

$$
\theta_{f\left(e_{f}(\vec{y}), \vec{y}\right)}^{(n)}=\theta_{e_{f}(\vec{y})}^{(n)}
$$

Proof. Let $g \in \mathcal{R}^{(m+1)}$ be as in Lemma 4.8. Then there is some index $j \in \omega$ with $\theta_{j}^{(m+1)}(i, \vec{y})=$ $f(g(i, \vec{y}), \vec{y})$. Set $e_{f}(\vec{y}) \stackrel{\text { Def }}{=} g(j, \vec{y})$. Then $e_{f} \in \mathcal{R}^{(m)}$ and

$$
\theta_{e_{f}(\vec{y})}^{(n)}=\theta_{g(j, \vec{y})}^{(n)}=\theta_{\theta_{j}^{m+1}(j, \vec{y})}^{(n)}=\theta_{f(g(j), \vec{y}), \vec{y})}^{(n)}=\theta_{f\left(e_{f}(\vec{y}), \vec{y}\right)}^{(n)} .
$$

As we see, the proof of this theorem follows essentially the same idea as in the case of classical computability theory (cf. e.g. 36]). This will be the case in several of the subsequent results. In each case, however, there are certain auxiliary functions such as function $g$ above, the existence of which has to be demonstrated in another way as in the known theory.

The above result is the fixed point version of the recursion theorem. With help of the $s m n$-theorem we now obtain Kleene's version [23].
Corollary 4.10. Let $r \in \mathcal{R}^{(n+1)}$. Then there is some index $c_{r} \in \omega$ with

$$
r\left(c_{r}, \vec{x}\right)=\theta_{c_{r}}^{(n)}
$$

Similarly, we obtain an effective version of this corollary which says the index $c_{r}$ can be computed from an index of $r$.

Corollary 4.11. There is a function $q \in \mathcal{R}^{(1)}$ such that

$$
\theta_{i}^{(n+1)}(q(i), \vec{x})=\theta_{q(i)}^{(n)}(\vec{x})
$$

Next, we will derive an effective version of the fixed point formulation above. It says that the fixed point $e_{f}$ in Theorem4.9 can be computed from an index of $f$.

Theorem 4.12. There is a function $e \in \mathcal{R}^{(m+1)}$ such that all $i \in \omega$ with $\theta^{(m+1)}$ being total,

$$
\theta_{\theta_{i}^{(m+1)}(e(i, \vec{y}), \vec{y})}^{(n)}=\theta_{e(i, \vec{y})}^{(n)}
$$

Proof. Let $g \in \mathcal{R}^{(m+1)}$ be as in Lemma 4.8, and $i \in \omega$ such that $\theta_{i}^{(m+1)}$ is total. Since for total functions the modified substitution defined above agrees with usual substitution, it follows from Theorem 4.7 that there is a function $q \in R^{(1)}$ so that

$$
\theta_{q(i)}^{(m+1)}(j, \vec{y})=\theta_{i}^{(m+1)}(g(j, \vec{y}), \vec{y})
$$

Set $e(j, \vec{y}) \stackrel{\text { Def }}{=} g(q(j), \vec{y})$. Then $e \in \mathcal{R}^{(m+1)}$ and

$$
\begin{aligned}
\theta_{e(i, \vec{y})}^{(n)} & =\theta_{\theta_{q(i)}^{(m+1)}(q(i), \vec{y})}^{(n)} \\
& =\theta_{\theta_{i}^{(m+1)}(g(q(i), \vec{y}), \vec{y})}^{(n)} \\
& =\theta_{\theta_{i}^{(m+1}(e(i, \vec{y}) \cdot \vec{y})}^{(n)}
\end{aligned}
$$

As a further consequence of the recursion theorem we obtain that the index functions used in this section can be chosen as one-to-one. The padding lemma we derive next will be needed here.

Theorem 4.13 (Padding Lemma). $\theta^{(n)}$ has a one-to-one padding function, that is, a one-toone function $p \in \mathcal{R}^{(2)}$ so that

$$
\theta_{p(i, j)}^{(n)}=\theta_{i}^{(n)}
$$

Proof. Let $s \in \mathcal{R}^{(2)}$ be an $s m n$-function for the case $m=2$ and $r \in \mathcal{R}^{(4)}$ defined by

$$
r(c, j, x, b)= \begin{cases}0 & \text { if there exists } a<j \text { with } s(c, a)=s(c, j) \\ 1 & \text { if for all } a<j, s(c, a) \neq s(c, j), j<x, \text { and } s(c, j)=s(c, x) \\ b & \text { otherwise }\end{cases}
$$

Since the modified substitution of functions in $\widehat{\mathcal{S}}_{A}$ into total functions agrees with the usual one, it follows with Theorem 4.7 that there is a function $g \in \mathcal{R}^{(1)}$ so that

$$
\theta_{g(i)}^{(n+2)}(c, j, \vec{x})=r\left(c, j, x_{1}, \theta_{i}^{(n)}(\vec{x})\right)
$$

It then follows with Corollay 4.11 that there exists $k \in \mathcal{R}^{(1)}$ with

$$
\theta_{g(i)}^{(n+2)}(k(i), j, \vec{x})=\theta_{k(i)}^{(n+1)}(j, \vec{x})
$$

Now, assume that $\lambda j . s(k(i), j)$ is not one-to-one, and let $a$ be minimal with the property that

$$
(\exists j>a) s(k(i), a)=s(k(i), j)
$$

Let $\hat{\jmath}$ such one such $j$. Then,

$$
\begin{aligned}
0 & =\theta_{g(i)}^{(n+2)}\left(k(i), \hat{\jmath}, \hat{\jmath}^{(n)}\right) \\
& =\theta_{k(i)}^{(n+1)}\left(\hat{\jmath}, \hat{\jmath}^{(n)}\right) \\
& =\theta_{s(k(i), \hat{\jmath})}^{(n)}\left(\hat{\jmath}^{(n)}\right) \\
& =\theta_{s(k(i), a)}^{(n)}\left(\hat{\jmath}^{(n)}\right) \\
& =\theta_{k(i)}^{(n+1)}\left(a, \hat{\jmath}^{(n)}\right) \\
& =\theta_{g(i)}^{(n+2)}\left(k(i), a, \hat{\jmath}^{(n)}\right) \\
& =1
\end{aligned}
$$

Thus, $\lambda j . s(k(i), j)$ is one-to-one. Define

$$
p(i, j)= \begin{cases}s(k(0), 0) & \text { if }(i, j)=(0,0) \\ s(k(i), \mu z .(\forall(a, b)<(i, j)) s(k(i), z) \neg p(a, b)) & \text { otherwise }\end{cases}
$$

Note that because $\lambda j . s(k(i), j)$ is one-to-one, if $(i, j) \neg(0,0)$, then there is always some $z$ with $s(k(i), z) \neg p(a, b)$, for all $a, b \in \omega$ with $(a, b)<(i, j)$. Therefore $p \in R^{(2)}$. Moreover, $p$ is one-to-one and $\theta_{p(i, j)}^{(n)}=\theta_{i}^{(n)}$.

Corollary 4.14. For every $f \in \mathcal{R}^{(m)}$ there is a one-to-one function $\hat{f} \in \mathcal{R}^{(m)}$ so that $\theta_{\hat{f}(\vec{y})}^{(m)}=$ $\theta_{f(\vec{y})}^{(m)}$.

It follows that that the function $v$ in Requirement (QGN II), the function $d$ in Condition (QGN E), the $s m n$-function, the function $g$ in Statement (4) of Theorem4.6, the function sub in Theorem 4.7, the function $g$ in Lemma 4.8, and hence the function $e_{f}$ in the recursion theorem, the function $q$ in Corollary 4.11 and the function $e$ in the effective version of the recursion theorem can all be chosen as one-to-one. A consequence of the latter fact is that every recursive definition has infinitely many fixed points.

Theorem 4.15. There is a one-to-one function fix $\in \mathcal{R}^{(2)}$ so that for all $i \in \omega$ for which $\theta_{i}^{(n)}$ is total, and all $j \in \omega$,

$$
\theta_{\theta_{i}^{(1)}(\operatorname{fix}(i, j))}^{(n)}=\theta_{\operatorname{fix}(i, j)}^{(n)}
$$

Proof. Let $i \in \omega$ be such that $\theta_{i}^{(n)}$ is total. By Theorem 4.7 there is a one-to-one function $k \in \mathcal{R}^{(1)}$ with $\theta_{k(i)}^{(2)}(c, j)=\theta_{i}^{(1)}(c)$. Moreover, as just seen, the function $e \in \mathcal{R}^{(2)}$ in Theorem4.12 can be chosen as one-to-one. Thus, we have that

$$
\theta_{\theta_{i}^{(1)}(e(k(i), j))}^{(n)}=\theta_{\theta_{k(i)}^{(2)}(e(k(i), j), j)}^{(n)}=\theta_{e(k(i), j)}^{(n)}
$$

It therefore suffices to define fix $(i, j) \stackrel{\text { Def }}{=} e(k(i), j)$.
With help of the recursion theorem we can now show that it is not decidable whether a function is defined on an initial segment only, or is total, though $\mathcal{S}_{A}$ has a simple structure. This and several similar results will be consequences of Rice's theorem 34]. Let to this end, for $X \subseteq \mathcal{S}_{A}^{(n)}$,

$$
I_{\theta^{(n)}}(X) \stackrel{\text { Def }}{=}\left\{i \in \omega \mid \theta^{(n)} \in X\right\} .
$$

Theorem 4.16 (Rice). Let $C \subseteq \mathcal{S}_{A}^{(n)}$. Then $I_{\theta^{(n)}}(C)$ is computable if, and only if, $C=\varnothing$ or $C=\mathcal{S}_{A}^{(n)}$.
Proof. If $C=\varnothing$ or $C=\mathcal{S}_{A}^{(n)}$, respectively, then $I_{\theta^{(n)}}(C)=\varnothing$ or $I_{\theta^{(n)}}(C)=\omega$ and hence computable. For the converse implication assume that $\varnothing \neq C \neq \mathcal{S}_{A}^{(n)}$, but $I_{\theta^{(n)}}(C)$ is computable. Then $\varnothing \neq I_{\theta^{(n)}}(C) \neq \omega$. Let $i \in I_{\theta^{(n)}}(C)$ and $j \in \omega \backslash I_{\theta^{(n)}}(C)$. Set

$$
f(x)= \begin{cases}j & \text { if } x \in I_{\theta(n)}(C) \\ i & \text { otherwise }\end{cases}
$$

then $f \in \mathcal{R}^{(1)}$. By the recursion theorem there is hence some index $a \in \omega$ so that $\theta_{a}^{(n)}=\theta_{f(a)}^{(n)}$. Then $\theta_{a}^{(n)} \in C$, exactly if $\theta_{a}^{(n)} \notin C$, a contradiction.

As a consequence of this theorem we now obtain that the sets $\left\{i \in \omega \mid \theta_{i}^{(n)} \in \operatorname{ANF}_{A}^{(n)}\right\}$ and $\left\{i \in \omega \mid \theta_{i}^{(n)} \in \mathcal{R}^{(n)}\right\}$ cannot be computable. Initial segment functions can be extended to total computable functions. As we will see now, this cannot be done effectively.
Theorem 4.17. There is no function $q \in \mathcal{R}^{(1)}$ so that, if $\theta_{i}^{(n)} \in \operatorname{ANF}_{A}^{(n)}$ then $\theta_{q(i)}^{(n)} \in \mathcal{R}^{(n)}$ and $\operatorname{graph}\left(\theta_{i}^{(n)}\right) \subset \operatorname{graph}\left(\theta_{q(i)}^{(n)}\right)$.

Proof. Assume that there is a function $q \in \mathcal{R}^{1}$ as stated, and let $j$ be a $\theta^{(1)}$-index of $q$. We show that there is a function $v \in \mathcal{R}^{(1)}$ so that $\theta_{v(i)}^{(n)} \in \operatorname{ANF}_{A}^{(n)}$ and for all $\vec{x} \leqslant \kappa(i), \theta_{v(i)}^{(n)}(\vec{x})=\theta_{i}^{(n)}(\vec{x})$. This will help us to construct a function $g \in \mathcal{R}^{(1)}$ such that

$$
\theta_{g(i)}^{(n)}(\vec{x})= \begin{cases}\theta_{i}^{(n)}(\vec{x})+1 \quad & \text { if there exists } t \in \omega \text { so that for any } t^{\prime} \in \omega  \tag{3}\\ & \text { if }\left\langle\langle i, \vec{x}\rangle, \theta_{i}^{(n)}(\vec{x})+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, \vec{y} \cdot \theta_{a}^{(n)}(\vec{y})\right)_{t} \\ & \text { and }\langle\langle j, i\rangle, q(i)+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, y \cdot \theta_{a}^{(1)}(y)\right)_{t^{\prime}} \text { then } t \leqslant t^{\prime}, \\ \theta_{q(v(i))}^{(n)}(\vec{x})+1 \quad & \text { if there is some } t^{\prime} \in \omega \text { so that for any } t \in \omega, \\ & \text { if }\left\langle\langle i, \vec{x}\rangle, \theta_{i}^{(n)}(\vec{x})+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, \vec{y} \cdot \theta_{a}^{(n)}(\vec{y})\right)_{t} \text { and } \\ & \langle\langle j, i\rangle, q(i)+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, y \cdot \theta_{a}^{(1)}(y)\right)_{t^{\prime}} \text { then } t^{\prime}<t .\end{cases}
$$

Since $q$ is total, always one of the cases holds. If the first case holds, $\theta_{i}^{(n)}(\vec{x})$ is defined. As $\theta_{v(i)}^{(n)}$ is an initial segment function, we have that also $\theta_{q(v(i))}^{(n)}$ is total. Therefore, in the second case, $\theta_{q(v(i))}^{(n)}$ is defined as well. Thus, $\theta_{g(i)}^{(n)} \in \mathcal{R}^{n)}$. By applying the recursion theorem we hence obtain an index $\hat{\imath}$ with $\theta_{\hat{\imath}}^{(n)}=\theta_{g(\hat{\imath})}^{(n)}$. Then $\theta_{\hat{\imath}}^{(n)} \in \mathcal{R}^{(n)}$.

Now, consider $\theta_{\hat{\imath}}^{(n)}(\kappa(\hat{\imath}))$, and suppose that in (3) the first case holds. Then

$$
\theta_{\hat{\imath}}^{(n)}(\kappa(\hat{\imath}))=\theta_{\hat{\imath}}^{(n)}(\kappa(\hat{\imath}))+1
$$

Therefore, the second case must hold. By the properties of $v$, we have that for all $\vec{x} \leqslant \kappa(\hat{\imath})$, $\theta_{v(\hat{\imath})}^{(n)}(\vec{x})=\theta_{\hat{\imath}}^{(n)}(\vec{x})$. Moreover, $\theta_{v(\hat{\imath})}^{(n)}$ is an initial segment function and hence $\theta_{q(v(\hat{\imath}))}^{(n)}$ a total extension of $\theta_{v(\hat{\imath})}^{(n)}$. Because $\kappa(\hat{\imath}) \in \operatorname{dom}\left(\theta_{v(\hat{\imath})}^{(n)}\right)$, we have that $\theta_{q(v(\hat{\imath}))}^{(n)}(\kappa(\hat{\imath}))=\theta_{v(\hat{\imath})}^{(n)}(\kappa(\hat{\imath}))$. Thus,

$$
\theta_{\hat{\imath}}^{(n)}(\kappa(\hat{\imath}))=\theta_{q(v(\hat{\imath}))}^{(n)}(\kappa(\hat{\imath}))+1=\theta_{v(\hat{\imath})}^{(n)}(\kappa(\hat{\imath}))+1=\theta_{\hat{\imath}}^{(n)}(\kappa(\hat{\imath}))+1
$$

This shows that there cannot exist a function $q$ with the stated properties.
Next, we will consider the construction of the functions $v$ and $g$ used in the proof above. We will start with the construction of $v$. Let to this end $h \in \mathcal{R}^{(1)}$ be an enumeration of the extended graph of the universal function of $\theta_{A}^{(n)}$ and $\operatorname{er}(i)$ be the first $a \in A$ with respect to a fixed enumeration of $A$ so that $\kappa(i)<a^{(n)}$. Moreover, let

$$
\begin{aligned}
& \widehat{Q}(i, b, z) \Leftrightarrow \pi_{2}^{(2)}(h(b))>0 \wedge \bigwedge_{\nu=1}^{n} \pi_{\nu}^{(n)}(\arg (z))<\operatorname{er}(i) \wedge \pi_{1}^{(2)}(h(b))=\langle i\rangle * \arg (z) \\
& Q(i, t, z) \Leftrightarrow(\exists b \leqslant t) \widehat{Q}(i, b, z) \\
& \left.f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(h(\mu b \leqslant t . \widehat{Q}(i, b, z)))\right)
\end{aligned}
$$

and $k \in \mathcal{R}^{(2)}$ be as in Lemma4.2. Then $\lambda t . k(i, t)$ enumerates the extended graph of the function

$$
r(\vec{x})= \begin{cases}\theta_{i}^{(n)}(\vec{x}) & \text { if } \vec{x}<(\operatorname{er}(i))^{(n)} \\ \text { undefined } & \text { otherwise }\end{cases}
$$

Then $r \in \operatorname{ANF}_{A}^{(n)}$. Hence, by (QGN II), there is a function $v \in \mathcal{R}^{(1)}$ with $r=\theta_{v(i)}^{(n)}$. As is easily seen, $v$ has the properties mentioned above.

For the construction of function $g$ let $h^{\prime} \in \mathcal{R}^{(1)}$ enumerate the extended graph of the universal function of $\theta^{(1)}$. Moreover, define

$$
\begin{aligned}
& \hat{Q}_{1}(i, b, z) \Leftrightarrow \pi_{2}^{(2)}(h(b))>0 \wedge \pi_{1}^{(2)}(h(b))=\langle i\rangle * \arg (z) \\
& \widehat{Q}_{2}(i, b) \Leftrightarrow \pi_{1}^{(2)}\left(h^{\prime}(b)\right)=\langle j, i\rangle \wedge \pi_{2}^{(2)}\left(h^{\prime}(b)\right)>0 \\
& \left.\widehat{Q}_{3}(i . b, z) \Leftrightarrow \pi_{2}^{(2)}(h(b))>0 \wedge \pi_{1}^{(2)} h(b)\right)=\langle q(v(i))\rangle * \arg z \\
& \widehat{Q}_{4}(i, b, z) \Leftrightarrow \\
& \quad\left[\widehat{Q}_{1}(i, b, z) \wedge \neg(\exists c<b) \widehat{Q}_{2}(i, c)\right] \vee\left[\widehat { Q } _ { 3 } ( i , b , z ) \wedge ( \exists b ^ { \prime } < b ) \left[\widehat{Q}_{2}\left(i, b^{\prime}\right) \wedge\right.\right. \\
& \left.\left.\quad \neg\left(\exists c \leqslant b^{\prime}\right) \widehat{Q}_{1}(i, c, z)\right]\right], Q^{\prime}(i, t, z) \Leftrightarrow(\exists b \leqslant t) \widehat{Q}_{4}(i, b, z) \\
& f(i, t, z) \stackrel{\text { Def }}{=}\left(\pi _ { 2 } ^ { ( 2 ) } \left(h\left(\mu b \leqslant t . \widehat{Q}_{4}(i, b, z)\right)+1,\right.\right.
\end{aligned}
$$

and construct function $k \in \mathcal{R}^{(2)}$ as in Lemma 4.2. Then $\lambda t$. $k(i, t)$ enumerates the extended graph of the function $p$ defined by

$$
p(\vec{x}) \stackrel{\text { Def }}{=} \begin{cases}\theta_{i}^{(n)}(\vec{x})+1 & \text { if for some } b, \pi_{2}^{(2)}(h(b))>0, \pi_{1}^{(2)}(h(b))=\langle i, \vec{x}\rangle \text { and for no } c<b, \\ h^{\prime}(c)=\langle\langle j, i\rangle, q(i)+1\rangle \\ \theta_{q(v(i))}^{(n)}(\vec{x})+1 & \text { if for some } b, h^{\prime}(b)=\langle\langle j, i\rangle, q(i)+1\rangle \text { and for no } c \leqslant b, \\ & \pi_{2}^{(2)}(h(c))>0 \text { and } \pi_{1}^{(2)}(h(c))=\langle i, \vec{x}\rangle .\end{cases}
$$

As seen above, $p$ is total. Therefore $p \in \mathcal{S}_{A}^{(n)}$. Hence, by (QGN II), there is a function $g \in \mathcal{R}^{(1)}$ with $p=\theta_{i}^{(n)}$ which by the definition of $p$ is as required above.

As consequence of this result it follows that also the edge length of the domain of an initial segment function $\theta_{i}^{(n)}$ cannot be computed from given index $i$.

Corollary 4.18. There is no function $p \in \mathcal{R}^{(1)}$ such that $p(i)$ is the edge length of $\operatorname{dom}\left(\theta_{i}^{(n)}\right)$, if $\theta_{i}^{(n)} \in \mathrm{ANF}_{A}^{(n)}$.
Proof. Again we assume that there is such a function $p$. Let $j$ be a $\theta^{(1)}$-index of $p$. In what follows we construct a function $q \in \mathcal{R}^{(1)}$ so that

$$
\theta_{q(i)}^{(n)}(\vec{x})=\left\{\begin{aligned}
\theta_{i}^{(n)}(\vec{x}) \quad & \begin{array}{l}
\text { if there is some } t \in \omega \text { so that for any } t^{\prime} \in \omega, \text { if }\left\langle\langle i, \vec{x}\rangle, \theta_{i}^{(n)}(\vec{x})+1\right\rangle \in \\
\\
\operatorname{graph}_{\mathrm{e}}\left(\lambda a, \vec{y} . \theta_{a}^{(n)}(\vec{y})\right)_{t} \text { and }\langle\langle j, i\rangle, p(i)+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, y \cdot \theta_{a}^{(1)}(y)\right)_{t^{\prime}} \\
\\
\text { then } t \leqslant t^{\prime}, \text { or } \vec{x}<(p(i))^{(n)}, \\
0 \\
\\
\text { if } \vec{x} \nless(p(i))^{(n)} \text { and there is some } t^{\prime} \in \omega \text { so that for any } t \in \omega, \text { if } \\
\\
\\
\\
\\
\\
\left.\operatorname{graph}_{\mathrm{e}}(\lambda i, \vec{x}\rangle, \theta_{i}^{(n)}(\vec{x})+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, \vec{y} . \theta_{a}^{(n)}(y)\right)_{t^{\prime}} \text { then } t^{\prime}<t .
\end{array}
\end{aligned}\right.
$$

Because $p$ is total, always one of the two cases holds. If in the first case we find $\left\langle\langle i, \vec{x}\rangle, \theta_{i}^{(n)}(\vec{x})\right\rangle$ not later than the other tuple, it follows that $\theta_{i}^{(n)}(\vec{x})$ is defined. The same is true, once we know that $\vec{x}<(p(i))^{(n)}$. Since then $\vec{x} \in \operatorname{dom}\left(\theta_{i}^{(n)}\right)$, by the properties of $p$. It follows that $\theta_{q(i)}^{(n)}(\vec{x}) \in \mathcal{R}^{(n)}$. Moreover, $\theta_{q(i)}^{(n)}$ is an extension of $\theta_{i}^{(n)}$. This contradicts what we have shown in the previous theorem. Hence, there is no such function $p$.

It remains to show how the function $q$ can be constructed. Let to this end, $h, \hat{h}$, respectively, be computable enumerations of the extended graphs of $\theta^{(n)}$ and $\theta^{(1)}$ that exist by Condition (QGN I). Moreover, let the relations $\widehat{Q}_{1}$ and $\widehat{Q}_{2}$ be defined as in the proof of the previous theorem. In addition, let

$$
\begin{aligned}
& \hat{Q}_{3}(i, b, z) \Leftrightarrow \\
& {\left[\widehat{Q}_{1}(i, b, z) \wedge \neg(\exists c<b) \widehat{Q}_{2}(i, c)\right] \vee\left[(\exists c \leqslant b) \widehat{Q}_{2}(i, c) \wedge\right.} \\
& \widehat{Q}_{4}(i, b, z) \Leftrightarrow \widehat{Q}_{2}(i, b) \wedge \bigvee_{\nu=1}^{n} 1+\pi_{\nu}^{(n)}(\arg (z)) \geqslant \pi_{2}^{(2)}\left(h^{\prime}(b)\right), \\
& Q(i, t, z) \Leftrightarrow(\exists b \leqslant t)\left[\widehat{Q}_{3}(i, b, z) \vee \widehat{Q}_{4}(i, b, z)\right], \\
& f(i, t, z) \stackrel{n}{=} \stackrel{\operatorname{Def}}{=} \begin{cases}\pi_{2}^{(2)}\left(h\left(\mu b \leqslant t . \widehat{Q}_{1}(i, b, z)\right)\right) & \text { if for some } \left.\left.b \leqslant t, \widehat{Q}_{3}^{(2)}\left(h^{\prime}(c)\right)\right], b, z\right), \\
1 & \text { if for some } b \leqslant t, \widehat{Q}_{4}(i, b, z) \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Note that, if for some $b \in \omega, \widehat{Q}_{4}(i, b, z)$ holds then $\widehat{Q}_{1}(i, c, z)$, and hence also $\widehat{Q}_{3}(i, c, z)$ will not apply, for all $c \in \omega$. The reason is that $\theta_{i}^{(n)}(\vec{x})$ is only defined if $\vec{x}<(p(i))^{(n)}$. Now, use the relations and the function $f$ just defined and apply Lemma4.2, Then we obtain a function $k \in \mathcal{R}^{(2)}$ such that $\lambda t . k(i, t)$ enumerates the extended graph of function $r$ defined by

$$
r(\vec{x}) \stackrel{\text { Def }}{=} \begin{cases}\theta_{i}^{(n)}(\vec{x}) \quad & \text { if for some } b \in \omega, \pi_{2}^{(2)}(h(b))>0, \pi_{1}^{(2)}(h(b))=\langle i, \vec{x}\rangle \text { and for no } c<b, \\ & h^{\prime}(c)=\langle\langle j, i\rangle, p(i)+1\rangle, \text { or for some } c \leqslant b, h^{\prime}(c)=\langle\langle j, i\rangle, p(i)+1\rangle \text { and } \\ & \vec{x}<(p(i))^{(n)}, \\ 0 & \text { if for some } b \in \omega, h^{\prime}(b)=\langle\langle j, i\rangle, p(i)+1\rangle \text { and } \vec{x} \nless(p(i))^{(n)} .\end{cases}
$$

As seen above, $r \in \mathcal{R}^{(2)}$. Because of Condition (QGN II) there is thus some $q \in \mathcal{R}^{(1)}$ with $r=\theta_{q(i)}^{(n)}$. Then $q$ is as required.

Since the effective version of the recursion theorem holds for $\theta^{(n)}$, it follows by a result of Ershov [7, Satz 9] that $\theta^{(n)}$ is precomplete which means that for every partial computable function $r \in \mathcal{P}^{(1)}$ there is a total computable function $g \in \mathcal{R}^{(1)}$ so that for all $i \in \operatorname{dom}(r)$,

$$
\theta_{r(i)}^{(n)}=\theta_{g(i)}^{(n)}
$$

Consequently, we would not be able to obtain positive results in Theorem4.17 and Corollary 4.18 by working in classical computability theory. In that case one has more algorithms at hand. However, because of the precompleteness of $\theta^{(n)}$ there also cannot exist any partial computable functions $q$ and $p$ with the properties stated in both results.

## 5 Computably enumerable sets

As usual, we call a set $C \subseteq \omega$ computably enumerable (c.e.) if there is a function $f \in \mathcal{R}(1)$ with $C=\operatorname{range}(f)$ or $C$ is empty. Then, of course, it follows in the usual way that a set of natural numbers is computable if and only if the set and its complement are both c.e.

Theorem 5.1. The following five statements are equivalent:

1. $C$ is c.e.
2. $C=\operatorname{range}(r)$, for some $r \in \mathcal{S}_{A}^{(1)}$.
3. For some $f \in \mathcal{R}^{(1)}, C=\{a \mid a+1 \in$ range $f\}$
4. For some computable $B \subseteq \omega, C=\{a \mid(\exists i)\langle a, i\rangle \in B\}$.
5. For some c.e. $B \subseteq \omega, C=\{a \mid(\exists i)\langle a, i\rangle \in B\}$.

Proof. The proof of (11) $\Rightarrow(2)$ is obvious: If $C$ is empty let $r$ be the nowhere defined function. In the other case there is a function $f \in \mathcal{R}^{(1)}$ with $C=\operatorname{range}(f)$. Then choose $r=f$.

Next, we show that (2) $\Rightarrow$ (3). If $C$ is empty set $f \stackrel{\text { Def }}{=} \lambda x$. 0 . In case $C$ is not empty but finite, say $C=\left\{a_{0}, \ldots, a_{m}\right\}$, define

$$
f(x) \stackrel{\text { Def }}{=} \begin{cases}a_{x}+1 & \text { if } x<m \\ a_{m}+1 & \text { otherwise }\end{cases}
$$

If, finally, $C$ is infinite, then the function $r \in \mathcal{S}_{A}^{(1)}$ with $C=\operatorname{range}(r)$ needs be total. So, set $f \stackrel{\text { Def }}{=} \lambda x . r(x)+1$.

To show (4) $\Rightarrow$ (4) , set $B \stackrel{\text { Def }}{=}\{\langle a, i\rangle \mid f(i)=a+1\}$. Since $f$ is total computable, it follows as ususally that $B$ is computable.

Since computable sets are c.e., we also have that (4) $\Rightarrow$ (5). So, it remains to show that (5) $\Rightarrow$ (11). If $B$ is empty, so same holds for $C$. Assume that $B$ is not empty. Then $B=\operatorname{range}(g)$, for some $g \in \mathcal{R}^{(1)}$. Set $f \stackrel{\text { Def }}{=} \pi_{1}^{(2)} \circ g$. Then $f \in \mathcal{R}^{(1)}$ and $C=$ range $(f)$. Thus, $C$ is c.e.

The above result contains the well know characterisations of c.e. sets. Only the characterisation via function domains is missing. Here we only have that the domain of every function in $\mathcal{S}_{A}^{(1)}$ is c.e. Statements (4) and (5) are also know as projection theorems. The next result provides the connection between the function studied in this work and the c.e. sets.
Proposition 5.2. 1. For $f \in \mathcal{F}^{(1)}$,

$$
f \in \mathcal{R}^{(1)} \Leftrightarrow \operatorname{graph}(f) \text { is computable } \Leftrightarrow \operatorname{graph}(f) \text { is c.e. }
$$

2. For $r \in \widehat{\mathcal{S}}_{A}^{(1)}$,

$$
r \in \mathcal{S}_{A}^{(1)} \Leftrightarrow \operatorname{graph}(r) \text { is c.e. }
$$

Proof. We only show (2). The other statement follows as in the classical case. Because of statement (1) we only have to consider the case that $r \in \mathrm{ANF}_{A}^{(1)}$. Then $r \in \mathcal{S}_{A}^{(1)}$ and $\operatorname{graph}(r)$ is a finite set. Therefore the equivalence holds.

Next, we will derive the well know closure properties of the class of c.e. sets. In the literature some of them are usually shown by using the function domain characterisation. Here, we will have to give other proofs. For completeness reasons, we include proofs of all statements.
Theorem 5.3. For $r \in \mathcal{S}_{A}^{(1)}$ and $B, C \subseteq \omega$, if $B$ and $C$ are c.e. then so are $B \cap C, B \cup C$, $\langle B, C\rangle r^{-1}[B]$ and $r[B]$.

Proof. By Theorem 5.1 there are functions $g, k \in \mathcal{R}^{(1)}$ with $B=\{a \mid a+1 \in \operatorname{range}(g)\}$ and $C=\{a \mid a+1 \in \operatorname{range}(k)\}$. set

$$
\begin{aligned}
& f_{1}(x) \stackrel{\text { Def }}{=} \begin{cases}g(x) & \text { if for some } y \leqslant x, g(x)=k(y), \\
k(x) & \text { if for some } y<x, k(x)=g(y), \\
0 & \text { otherwise },\end{cases} \\
& f_{2}(x) \stackrel{\text { Def }}{=} \begin{cases}g(x) & \text { if } x \text { is even, } \\
k(x) & \text { otherwise, }\end{cases} \\
& f_{3}(x) \stackrel{\text { Def }}{=} \begin{cases}\langle g(x)-1, k(x)-1\rangle+1 & \text { if } g(x)>0 \text { and } k(x)>0, \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then $f_{1}, f_{2}, f_{3} \in \mathcal{R}^{(1)}$. Moreover, $B \cap C=\left\{a \mid a \in \operatorname{range}\left(f_{1}\right)\right\}, B \cup C=\left\{a \mid a+1 \in \operatorname{range}\left(f_{2}\right)\right\}$ and $\langle B, C\rangle=\left\{a \mid a+1 \in \operatorname{range}\left(f_{3}\right)\right\}$. Hence, these sets are c.e. The computable enumerability of $r^{-1}[B]$ follows with the Projection Theorem 5.1(5), since

$$
\begin{aligned}
r^{-1}[B] & =\{x \in \omega \mid(\exists y)\langle x, y\rangle \in \operatorname{graph}(r) \wedge y \in B\} \\
& =\{x \in \omega \mid(\exists y)\langle x, y\rangle \in \operatorname{graph}(r) \cap\langle\omega, B\rangle\} .
\end{aligned}
$$

In the same way we obtain that $r[B]$ is c.e.
As we have seen in Theorem [5.1, the c.e. sets are the ranges of functions in $\mathcal{S}_{A}^{(1)}$. This allows us to introduce a numbering $W^{A}$ of all c.e. sets. Let $\theta$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$ and define

$$
W_{i}^{A} \stackrel{\text { Def }}{=} \operatorname{range}\left(\theta_{i}\right)
$$

Since $\theta$ is a quasi-Gödel numbering, $W^{A}$ satisfies the subsequent normal form theorem.
Theorem 5.4 (Enumeration Theorem). There is a computable set $B \subseteq \omega$ such that for all $i \in \omega$,

$$
W_{i}^{A}=\{x \in \omega \mid(\exists t)\langle i, x, t\rangle \in B\} .
$$

Proof. By Condition (QGN I) there is a computable enumeration $h \in \mathcal{R}^{(1)}$ of the extended graph of the universal function of $\theta$. The we have that

$$
x \in W_{i}^{A} \Leftrightarrow(\exists t) \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(t))\right)=i \wedge \pi_{2}^{(2)}(h(t))=x+1
$$

Set $B \stackrel{\text { Def }}{=}\left\{\langle i, x, t\rangle \mid \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(t))\right)=i \wedge \pi_{2}^{(2)}(h(t))=x+1\right\}$. Then $B$ has the asserted properties.

The result strengthens the Projection Theorem 5.1(4): the c.e. sets can be uniformly obtained from the recursive sets by applying a projection. As follows from the above proof we moreover have

Corollary 5.5. The set $\left\{\langle i, x\rangle \mid x \in W_{i}^{A}\right\}$ is c.e.

Our next aim is to show that for the closure operations in Theorem 5.3 there are corresponding computable index operations. As in the last section, we have to construct functions that enumerate the extended graph of another function. These other functions are now enumerations of c.e. sets. The definition of the graph enumerations is again based on a scheme. which we indicate below. Let to this end $\llbracket \cdot \rrbracket$ be an effective coding of all finite sequences of natural numbers that is one-to-one and onto such that there are total computable functions lth and $(\cdot)$. with

$$
\operatorname{lth}\left(\llbracket x_{1}, \ldots x_{m} \rrbracket\right)=m \quad \text { and } \quad\left(\llbracket x_{1}, \ldots x_{m} \rrbracket\right)_{j}=x_{j} \quad(1 \leqslant j \leqslant m)
$$

Then the course of values of function $g \in \mathcal{R}^{(2)}$ up to $t$ is defined by

$$
\bar{g}(i, t) \stackrel{\text { Def }}{=} \llbracket g(i, 0), \ldots, g(i, t) \rrbracket
$$

Lemma 5.6. Let $f \in \mathcal{R}^{(3)}$ and $Q \subseteq \omega^{3}$ be a computable relation with $f(i, t, z)>0$ if $Q(i, t, z)$ holds. Moreover, let $k \in \mathcal{P F}^{(2)}$ be defined by

$$
\begin{aligned}
& k(i, 2 t)=\langle t, 0\rangle \\
& k(i, 2 t+1)=g(i, t), \quad \text { where } \\
& g(i, 0)=\langle 0,0\rangle \\
& g(i, t+1)= \begin{cases}\langle 0,0\rangle & \text { if not } Q(i, t+1, \bar{g}(i, t)) \text { but } \\
\langle 0, f(i, t+1, \bar{g}(i, t))\rangle & \pi_{2}^{2)}(g(i, t))=0, \\
\left\langle 1+\pi_{1}^{) 2)}(g(i, t)), f(i, t+1, \bar{g}(i, t))\right\rangle & \text { if } Q(i, t+1, \bar{g}(i, t)) \text { and } Q(i, t+1, \bar{g}(i, t)) \text { and } \\
& \pi_{2}^{(2)}(g(i, t))=0, \\
\left\langle 1+\pi_{1}^{(2)}(g(i, t)), \pi_{2}^{(2)}(g(i, t))\right\rangle & \left.\pi_{2}^{(2)}(g * i, t)\right)>0, \\
\text { otherwise. }\end{cases}
\end{aligned}
$$

Then $k \in \mathcal{R}^{(2)}$ and $\lambda t$. $k(i, t)$ enumerates the extended graph of a unary computable function which is either nowhere defined or total.

Proof. As follows from the definition, $k \in \mathcal{R}^{(2)}$. The function $\lambda t$. $g(i, t)$ first lists the value $\langle 0,0\rangle$ and repeats this until $Q(i, t, \bar{g}(i, t-1))$ holds for the first time, and then lists $\langle 0, f(i, t, \bar{g}(i, t-1))\rangle$. According to the assumption, $f(i, t, \bar{g}(i, t-1))>0$ in this case. Therefore, we have for all $t^{\prime} \geqslant t$ that $\pi_{2}^{(2)}\left(g\left(i, t^{\prime}\right)\right)>0$. Thus, range $(\lambda t . k(i, t))$ is the extended graph of a total function or the nowhere defined function, depending on whether there is some $t>0$ with $Q(i, t, \bar{g}(t-1))$, or not.

Theorem 5.7. There are functions cut, un, fpair, inv, fim $\in \mathcal{R}^{(2)}$ so that

1. $W_{\operatorname{cut}(i, j)}^{A} W_{i}^{A} \cap W_{j}^{A}$,
2. $W_{\mathrm{un}(i, j)}^{A}=W_{i}^{A} \cup W_{j}^{A}$,
3. $W_{\operatorname{pair}(i, j)}^{A}=\left\langle W_{i}^{A}, W_{j}^{A}\right\rangle$,
4. $W_{\operatorname{inv}(i, j)}^{A}=\theta_{i}^{-1}\left[W_{j}^{A}\right]$,
5. $W_{\mathrm{im}(i, j)}^{A}=\theta_{i}\left[W_{j}^{A}\right]$.

Proof. (11) By Condition (QGN I) there exists a computable enumeration of the universal function of numbering $\theta$, say $h \in \mathcal{R}^{(2)}$. Moreover define

$$
\begin{aligned}
& \hat{Q}(\langle i, j\rangle,\langle a, b\rangle . z) \Leftrightarrow \\
& \quad \pi_{1}^{(2)}\left(\pi_{2}^{(2)}(h(a))\right)=i \wedge \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(b))\right)=j \wedge \pi_{2}^{(2)}(h(a))=\pi_{2}^{(2)}(h(b)) \wedge
\end{aligned}
$$

$$
\pi_{2}^{(2)}\left((z)_{1}\right)=0 \wedge(\forall 1 \leqslant c \leqslant \operatorname{lth}(z)) \cdot \pi_{2}^{(2)}(h(a)) \neq \pi_{2}^{(2)}\left((z)_{c}\right)
$$

$$
\begin{aligned}
& Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists x \leqslant t) \widehat{Q}(\langle i, j\rangle, x, z) \\
& f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}\left(h\left(\pi_{1}^{(2)}(\mu x \leqslant t . \widehat{Q}(\langle i, j\rangle, x, z))\right)\right)
\end{aligned}
$$

Then it follows for the function $k \in \mathcal{R}^{(2)}$ constructed according to Lemma 5.6 that $\left.\lambda t . k(\langle i, j\rangle, t)\right)$ enumerates the extended graph of a function $r \in \mathcal{R}^{(1)}$ that enumerates $W_{i}^{A} \cap W_{j}^{A}$. By Condition (QGN -II) there is therefore a function $v \in \mathcal{R}^{(1)}$ with $r=\theta_{v(\langle \rangle i, j)}$. Thus, it suffices to set $\operatorname{cut}(i, j)=v(\langle i, j\rangle)$.

The remaining statements follow in the same way. We only indicate how $Q$ and $f$ have to be chosen in each case.
(22) Set

$$
\begin{aligned}
& \widehat{Q}(\langle i, j\rangle, a, z) \Leftrightarrow\left[\pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \vee \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=j\right] \wedge \\
& \qquad \pi_{2}^{(2)}\left((z)_{1}\right)=0 \wedge(\forall 1 \leqslant c \leqslant \operatorname{lth}(z)) \pi_{2}^{(2)}(h(a)) \neq \pi_{2}^{(2)}\left((z)_{c}\right) . \\
& Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists a \leqslant t) \widehat{Q}(\langle i, j\rangle, a, z) \\
& f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=} \pi^{(2)}(h(\mu a \leqslant t . \widehat{Q}(\langle i, j\rangle, a, z))) .
\end{aligned}
$$

(31) Set

$$
\begin{aligned}
& \widehat{Q}(\langle i, j\rangle,\langle a, b\rangle, z) \Leftrightarrow \\
& \pi_{2}^{(2)}(h(a))>0 \wedge \pi_{2}^{(2)}(h(b))>0 \wedge \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \wedge \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(b))\right)=j \wedge \\
& (\forall 1 \leqslant c \leqslant \operatorname{lth}(z))\left\langle\pi_{2}^{(2)}(h(a)) \doteq 1, \pi_{2}^{(2)}(h(b)) \doteq 1\right\rangle \neq 1+\pi_{2}^{(2)}\left(\left(z_{c}\right)\right), \\
& Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists x \leqslant t) \widehat{Q}(\langle i, j\rangle, x, z), \\
& f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=}\left\langle\pi_{2}^{(2)}\left(h\left(\pi_{1}^{(2)}(\mu x \leqslant t . \widehat{Q}(\langle i, j\rangle x, z)) \dot{-}\right)\right),\right. \\
& \left.\pi_{2}^{(2)}\left(h\left(\pi_{2}^{(2)}(\mu x \leqslant t . \widehat{Q}(\langle i, j\rangle x, z)) \doteq 1\right)\right)\right\rangle+1 .
\end{aligned}
$$

(4) Set

$$
\begin{aligned}
& \widehat{Q}(\langle i, j\rangle,\langle a, b\rangle, z) \Leftrightarrow \\
& \qquad \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \wedge p i_{1}^{(2)}\left(\pi_{1}^{(2)}(h(b))\right)=j \wedge \pi_{2}^{(2)}(h(a))=\pi_{2}^{(2)}(h(b)) \wedge \\
& \quad \pi_{2}^{(2)}(h(a))>0 \wedge(\forall 1 \leqslant c \leqslant \operatorname{lth}(z)) 1+\pi_{2}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right) \neq \pi_{2}^{(2)}\left((z)_{c}\right), \\
& Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists x \leqslant t) \widehat{Q}(\langle i, j\rangle, x, z), \\
& f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=} 1+\pi_{2}^{(2)}\left(\pi_{1}^{(2)}\left(h\left(\pi_{1}^{(2)}(\mu x \leqslant t . \widehat{Q}(\langle i, j\rangle, x, z))\right)\right)\right) .
\end{aligned}
$$

(5) Setze

$$
\begin{aligned}
& \widehat{Q}(\langle i, j\rangle,\langle a, b\rangle, z) \Leftrightarrow \\
& \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \wedge \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=j \wedge \pi_{2}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)+1= \\
& \\
& \quad \pi_{2}^{(2)}(h(b)) \wedge \pi_{2}^{(2)}\left((z)_{1}\right)=0 \wedge(\forall 1 \leqslant c \leqslant \operatorname{lth}(z)) \pi_{2}^{(2)}(h(a)) \neq \pi_{2}^{(2)}\left((z)_{c}\right), \\
& Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists x \leqslant t) \widehat{Q}(\langle i, j\rangle, x, z), \\
& f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=} \pi_{1}^{(2)}\left(h\left(\pi_{1}^{(2)}(\mu x \leqslant t . \widehat{Q}(\langle i, j\rangle, x, z))\right)\right) .
\end{aligned}
$$

Let $K^{A} \stackrel{\text { Def }}{=}\left\{i \mid i \in W_{i}^{A}\right\}$ be the self-reproducibility problem.
Theorem 5.8. $K^{A}$ is c.e., but not computable.
Proof. Let $h \in \mathcal{R}_{A}^{2}$ again enumerate the extended graph of the universal function of $\theta$. Then,

$$
i \in K^{A} \Leftrightarrow i \in \operatorname{range}\left(\theta_{i}\right) \Leftrightarrow(\exists a)(\exists t) h(t)=\langle\langle i, a\rangle, i+1\rangle .
$$

With the projection theorem one obtains that $K^{A}$ is c.e. Its non-computability follows as usual.

Corollary 5.9. The set $\left\{\langle i, x\rangle \mid x \in W_{i}^{A}\right\}$ is c.e., but not computable.
Proof. As we have seen in Corollary 5.5, this set is c.e. If it would be computable, also $\{\langle i, i\rangle \mid$ $\left.i \in W_{i}^{A}\right\}$ and hence $K^{A}$ would be computable, which is not the case.

As consequence of Theorem 5.8 we next obtain that in terms of the $W^{A}$ indices given a computable set, one cannot uniformly pass to its complement.
Theorem 5.10. There is no function $\operatorname{comp} \in \mathcal{R}^{(1)}$ so that for all $i \in \omega$, if $W_{i}^{A}$ is computable then $W_{\text {comp }(i)}^{A}$ is its complement.

Proof. Let $h \in \mathcal{R}^{(1)}$ enumerate the set $K^{A}$ and define

$$
\begin{aligned}
& Q(i, t, z) \Leftrightarrow(\exists a \leqslant t) h(a)=i \\
& f(i, t, z) \stackrel{\text { Def }}{=} 1+\pi_{1}^{(2)}\left((z)_{\operatorname{lth}(z)}\right)
\end{aligned}
$$

Then the function $k \in \mathcal{R}^{(2)}$ constructed as in Lemma 5.6 is such that for $i \in K^{A}, \lambda t . k(i, t)$ enumerates the extended graph of the identity function on $\omega$. For all other $i$, the extended graph of the nowhere defined function is enumerated. Let $v \in \mathcal{R}^{(1)}$ be as in Condition (QGN -II) so that range $(\lambda t . k(i, t))=\operatorname{graph}_{\mathrm{e}}\left(\theta_{v(i)}\right)$. Then,

$$
W_{v(i)}^{A}= \begin{cases}\omega & \text { if } i \in K^{A} \\ \varnothing & \text { otherwise }\end{cases}
$$

Now, assume that there is such a function comp $\in \mathcal{R}^{(1)}$. Then,

$$
i \in \omega \backslash K^{A} \Leftrightarrow W_{\operatorname{comp}(v(i))}^{A} \neq \varnothing \Leftrightarrow(\exists x) x \in W_{\operatorname{comp}(v(i))}^{A} .
$$

With Corollary 5.9 and the projection theorem it follows that the complement of $K^{A}$ is c.e. Since $K^{A}$ is c.e. as well, $K^{A}$ is even computable, which is not the case.

Next, we will derive the single-valuedness theorem (cf. [36]). A set $C \subset \omega$ is called singlevalued if for every $x \in \omega$ there is at most one $y \in \omega$ so that $\langle x, y\rangle \in C$. Each single-valued set is thus the graph of a partial function. The single-valuedness theorem states the existence of an enumeration of all single-valued c.e. sets, which can also be considered as an enumeration of all partial functions with c.e. graph. We therefore derive a further version in which an enumeration of those single-valued c.e. sets is constructed that are graphs of the functions in $\mathcal{S}_{A}^{(1)}$. For $C \subset \omega$ let,

$$
\operatorname{dom}(C)=\{x \mid(\exists y)\langle x, y\rangle \in C\}
$$

Theorem 5.11 (Single-valuedness Theorem I). There is a function $\mathrm{sv} \in \mathcal{R}^{(1)}$ such that for $i \in \omega$,

1. $W_{\mathrm{sv}(i)}^{A}$ is single-valued.
2. $W_{\mathrm{sv}(i)}^{A} \subseteq W_{i}^{A}$.
3. $\operatorname{dom}\left(W_{\operatorname{sv}(i)}^{A}\right)=\operatorname{dom}\left(W_{i}^{A}\right)$.

## 4. If $W_{i}^{A}$ is single-valued then $W_{s v(i)}^{A}=W_{i}^{A}$.

Proof. Let again $h \in \mathcal{R}^{(1)}$ enumerate the extended graph of the universal function of $\theta$, and define

$$
\begin{aligned}
& \widehat{Q}(i, a, z) \Leftrightarrow \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \wedge \pi_{2}^{(2)}(h(a))>0 \wedge(\forall 1 \leqslant c \leqslant \operatorname{lth}(z))\left[\pi_{2}^{(2)}\left((z)_{c}\right)>0 \Rightarrow\right. \\
& Q(i, t, z) \Leftrightarrow(\exists a \leqslant t) \widehat{Q}(i, a, z), \\
& f(i, t, z) \stackrel{\operatorname{Def}_{1}^{(2)}\left(\pi_{2}^{(2)}(h(a)) \dot{=} \pi_{2}^{(2)}(h(\mu a \leqslant t . \widehat{Q}(i, a, z))) .\right.}{ }
\end{aligned}
$$

Let $k \in \mathcal{R}^{(2)}$ be the function constructed as in Lemma 5.6 with respect to relation $Q$ and function $f$. By Condition (QGN II) there is then a function $\mathrm{sv} \in \mathcal{R}^{(1)}$ with range $(\lambda t . k(i, t))=$ $\operatorname{graph}_{\mathrm{e}}\left(\theta_{\mathrm{sv}(i)}\right)$. Moreover, it follows from its construction that for all $y<x$, if $\theta_{\mathrm{sv}(i)}(y) \neq \theta_{\mathrm{sv}(i)}(x)$ then also $\pi_{1}^{(2)}\left(\theta_{\mathrm{sv}(i)}(y)\right) \neq \pi_{1}^{(2)}\left(\theta_{\mathrm{sv}(i)}(x)\right)$. Thus, $W_{\mathrm{sv}(i)}^{A}$ is single-valued. In addition, $W_{\mathrm{svv}(i)}^{A} \subseteq$ $W_{i}^{A}$ and $\operatorname{dom}\left(W_{\mathrm{sv}(i)}^{A}\right)=\operatorname{dom}\left(W_{i}^{A}\right)$. If $W_{i}^{A}$ is single-valued then $\theta_{\mathrm{sv}(i)}$ is an enumeration of $W_{i}^{A}$. Hence, $W_{\mathrm{sv}(i)}^{A}=W_{i}^{A}$ in this case.
Theorem 5.12 (Single-valuedness Theorem II). There is a function $\mathrm{sg} \in \mathcal{R}^{(1)}$ such that for $i \in \omega$,

1. $W_{\mathrm{sg}(i)}^{A}$ is single-valued.
2. $W_{\mathrm{sg}(i)}^{A} \subseteq W_{i}^{A}$.
3. $\operatorname{dom}\left(W_{\operatorname{sg}(i)}^{A}\right)$ is either empty, equal to $\omega$, or an initial segment of $\omega$ with length in $A$.
4. If $W_{i}^{A}$ is single-valued and $\operatorname{dom}\left(W_{i}^{A}\right)$ either empty, equal to $\omega$, or an initial segment of $\omega$ with length in $A$, then $W_{s g(i)}^{A}=W_{i}^{A}$.

Proof. Let $h \in \mathcal{R}^{(1)}$ enumerate the extended graph of the universal function of $\theta$, and define

$$
\begin{aligned}
& \widehat{Q}(i, a, t, z) \Leftrightarrow \\
& \quad \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(a))\right)=i \wedge \pi_{i}^{(2)}>0 \wedge\left[\left[\pi_{2}^{(2)}\left((z)_{\operatorname{lth}(z)}\right)=0 \wedge \pi_{1}^{(2)}\left(\pi_{2}^{(2)}(h(a)) \dot{ } 1\right)=0\right] \vee\right. \\
& \quad\left[\pi_{2}^{(2)}\left((z)_{\operatorname{lth}(z)}\right)=0 \wedge \pi_{1}^{(2)}\left(\pi_{2}^{(2)}(h(a)) \dot{-1}\right)=1+\pi_{1}^{(2)}\left(\pi_{2}^{(2)}\left((z)_{\operatorname{lth}(z))}-1\right)\right]\right] \wedge \\
& \quad\left(\exists c \in A_{t}\right)\left[\pi_{1}^{(2)}\left(\pi_{2}^{(2)}(h(a))-1\right)<c \wedge(\forall x<c)(\exists b \leqslant t) \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(h(b))\right)=i \wedge\right. \\
& \left.\quad \pi_{2}^{(2)}(h(b))>0 \wedge \pi_{1}^{2}\left(\pi_{2}^{(2)}(h(b)) \dot{ }\right)=x\right], \\
& Q(i, t, z) \Leftrightarrow(\exists a \leqslant t) \widehat{Q}(i, a, t, z), \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(h(\mu a \leqslant t . \widehat{Q}(i, a, t, z))) .
\end{aligned}
$$

Furthermore, let $k \in \mathcal{R}^{(2)}$ be constructed according to Lemma 5.6 and $\mathrm{sg} \in \mathcal{R}^{(1)}$ the function existing by Condition (QGN II) so that $\lambda t . k(i, t)$ enumerates the extended graph of $\theta_{\operatorname{sg}(i)}$. If $\operatorname{dom}\left(W_{i}^{A}\right)$ contains an initial segment of $\omega$ with length in $A$, then it follows from the construction of $k$ that $\pi_{1}^{(2)}\left(\theta_{\operatorname{sg}(i)}(0)\right)=0$. Moreover, if $\theta_{\operatorname{sg}(i)}(x+1) \neq \theta_{\mathrm{sg}(i)}(x)$, then $\pi_{1}^{(2)}\left(\theta_{\operatorname{sg}(i)}(x+1)\right)=$ $1+\pi_{1}^{(2)}\left(\theta_{\mathrm{sg}(i)}(x)\right)$. In addition, $\pi_{1}^{(2)}\left(\theta_{\mathrm{sg}(i)}((x))\right.$ is smaller than the maximal length of the initial segments of $\omega$ that have a length in $A$ and are contained in $\operatorname{dom}\left(W_{i}^{A}\right)$, if such a length exists at all. Therefore, $W_{\mathrm{sg}(i)}^{A}$ is single-valued and $\operatorname{dom}\left(W_{\mathrm{sg}(i)}^{A}\right)$ either empty, equal to $\omega$, or an initial segment of $\omega$ with length in $A$. Furthermore, $W_{\mathrm{sg}(i)}^{A} \subseteq W_{i}^{A}$. Hence, if $W_{i}^{A}$ is single-valued so that $\operatorname{dom}\left(W_{i}^{A}\right)$ is either empty, equal to $\omega$, or an initial segment of $\omega$ with length in $A$, then $W_{\mathrm{sg}(i)}^{A}=W_{i}^{A}$.

With the help of the first single-valuedness theorem we are now able to derive the reduction principle.
Theorem 5.13 (Reduction Principle). Let $B, C \subseteq \omega$. Then there disjoint c.e. subsets $B^{\prime}, C^{\prime}$ of $B$ and $C$, respectively, so that $B^{\prime} \cup C^{\prime}=B \cup C$.
Proof. Let $X=\langle B,\{0\}\rangle \cup\langle C,\{1\}\rangle$. Then $X$ is c.e., say $X=W_{i}^{A}$. Let $X^{\prime} \stackrel{\text { Def }}{=} W_{\mathrm{sv}(i)}^{A}$ and set $B^{\prime} \stackrel{\text { Def }}{=}\left\{a \mid\langle a, 0\rangle \in X^{\prime}\right\}$ as well as $C^{\prime} \stackrel{\text { Def }}{=}\left\{b \mid\langle b, 1\rangle \in X^{\prime}\right\}$. Then $B^{\prime}$ and $C$ are as wanted.

In what follows. let $\leqslant_{m}, \leqslant_{1}, \equiv_{m}, \equiv_{1}$ and $\equiv$, respectivly, denote $m$-reducibility, 1 -reducibility, $m$-equivalence, 1 -equivalence and computable isomorphism of sets and numberings, as usual. Since only total computable functions are involved in the corresponding definitions, these carry over unchanged to the theory under development here. The same holds for their well known properties as well as the definition of $m$ - and 1 -completeness. We don't want to go into detail about this. Let

$$
\begin{aligned}
& K_{0}^{A} \stackrel{\text { Def }}{=}\left\{\langle i, x\rangle \mid x \in W_{i}^{A}\right\}, \\
& K_{1}^{A} \stackrel{\text { Def }}{=}\left\{\langle i, x\rangle \mid x \in \operatorname{dom}\left(\theta_{i}\right)\right\}, \\
& K_{2}^{A} \stackrel{\text { Def }}{=}\left\{i \mid i \in \operatorname{dom}\left(\theta_{i}\right)\right\} .
\end{aligned}
$$

Theorem 5.14. $K^{A}, K_{0}^{A}, K_{1}^{A}$ and $K_{2}^{A}$ are 1-complete.
Proof. The proof of completeness proceeds as usual. By Corollary 5.9, $K_{0}^{A}$ is c.e. Let $B$ be a c.e. set, say $B=W_{j}^{A}$. Then $\lambda x$. $\langle j, x\rangle 1$-reduces $B$ to $K_{0}^{A}$,

Since $K^{A}$ is c.e., it suffices to show that $K_{0}^{A} \leqslant 1 K^{A}$. Let $h \in \mathcal{R}^{(1)}$ enumerate the set $K_{0}^{A}$ and

$$
\begin{aligned}
& Q(i, t, z) \Leftrightarrow(\exists a \leqslant t) h(a)=1, \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{1}^{(2)}(z)+1 .
\end{aligned}
$$

Then it follows for the function $k \in \mathcal{R}^{(2)}$ constructed according to Lemma 4.2 that $\lambda t . k(i, t)$ enumerates the extended graph of the identity on $\omega$, in case that $i \in K_{0}^{A}$. Otherwise, it enumerates the extended graph of the nowhere defined function. By applying Condition (QGN II) we now obtain a function $v \in \mathcal{R}^{(1)}$ so that range $(\lambda t . k(i, t))=\operatorname{graph}_{e}\left(\theta_{v(i)}\right)$. As we have already seen, we can assume $v$ to be one-to-one. Observe that

$$
\langle j, x\rangle \in K_{0}^{A} \Leftrightarrow(\forall y) \theta_{v(\langle j, x\rangle)}(y)=y \Leftrightarrow v(\langle j, x\rangle) \in W_{v(j, x)}^{A} \Leftrightarrow v(\langle j, x\rangle) \in K^{A} .
$$

It follows that $K_{0}^{A} \leqslant 1 K^{A}$.
Because of Condition (QGN I) there is an enumeration $\hat{h} \in \mathcal{R}^{(1)}$ of the extended graph of the universal function of numbering $\theta$. Then

$$
\langle i, x\rangle \in K_{i}^{A} \Leftrightarrow(\exists a) \pi_{1}^{(2)}\left(\pi_{1}^{(2)}(\hat{h}(a))\right)=i \wedge \pi_{2}^{(2)}\left(\pi_{1}^{(2)}(\hat{h}(a))\right)=x \wedge \pi_{2}^{(2)}(\hat{a})>0,
$$

from which it follows that $K_{1}^{A}$ is c.e. We show that $K_{0}^{A} \leqslant 1 K_{1}^{A}$. Let to this end the relation $Q$ be as defined above and set $f(i, t, z) \stackrel{\text { Def }}{=} 1$. Moreover, construct the function $k \in \mathcal{R}^{(2)}$ according Lemma 4.2 on this basis. Then $\lambda t . k(i, t)$ enumerates the extended graph of the function $\lambda x$. 0 , in case that $i \in K_{0}^{A}$. Otherwise, it enumerates the extended graph of the nowhere defined function. Let $v \in \mathcal{R}^{(1)}$ as in Condition (QGN II). Then range $(\lambda t$. $k(i, t))=\operatorname{graph}_{\mathrm{e}}\left(\theta_{v(i)}\right)$. Moreover, we have that

$$
i \in K_{0}^{A} \Leftrightarrow(\forall y) \theta_{v(i)}=0 \Leftrightarrow v(i) \in \operatorname{dom}\left(\theta_{v(i)}\right) \Leftrightarrow\langle v(i), v(i)\rangle \in K_{1}^{A} .
$$

Hence, $K_{0}^{A} \leqslant 1 K_{1}^{A}$.
Since $K_{1}^{A}$ is c.e., the same holds for $K_{2}^{A}$. In addition, we have

$$
i \in K^{A} \Leftrightarrow\langle i, i\rangle \in K_{0}^{A} \Leftrightarrow\langle v(i), v(i)\rangle \in K_{1}^{A} \Leftrightarrow v(\langle i, i\rangle) \in K_{2}^{A} .
$$

Thus, $K^{A} \leqslant 1 K_{2}^{A}$, which shows that also $K_{2}^{A}$ is 1-complete.

In the classical theory of c.e. sets, the sets mentioned in the theorem above $K^{A}, K_{0}^{A}, K_{1}^{A}$ and $K_{2}^{A}$ are also shown to be 1-complete. Since it is the aim of the present paper to show that this theory can as well be developed on the basis of the functions in $\mathcal{S}_{A}^{(1)}$ and quasi-Gödel numberings, the 1-completeness of $K^{A}$ and $K_{0}^{A}$ is what was expected. The 1-completeness of $K_{1}^{A}$ and $K_{2}^{A}$, however, is less obvious because of the special form of the domains of the functions in $\mathcal{S}_{A}^{(1)}$.
Corollary 5.15. $K^{A} \equiv_{1} K_{0}^{A} \equiv_{1} K_{1}^{A} \equiv_{1} K_{2}^{A}$.
The notion of productive set is now introduced as usual. $C \subset \omega$ is $A$-productive, if there is some $p \in \mathcal{S}_{A}^{(1)}$ such that for all $i \in \omega$, if $W_{i}^{A} \subseteq C$ then $p(i) \downarrow \in C \backslash W_{i}^{A}$. Since $\varnothing \subseteq C$ and $\left\{i \mid W_{i}^{A}=\varnothing\right\}$ is infinite by the padding lemma, we have that $\operatorname{dom}(p)$ is infinite as well. Therefore $p$ cannot be an initial segment function. That is, $p \in \mathcal{R}^{(1)}$.
Proposition 5.16. $C \subset \omega$ is $A$-productive if, and only if, there is a total function $p \in \mathcal{R}^{(1)}$ so that $p(i) \in C \backslash W_{i}^{A}$, for $i \in \omega$ such that $W_{i}^{A} \subseteq \omega$.

As usual it can moreover be shown that $p$ can even be chosen as one-to-one and onto, and that $A$-productiveness is inherited upwards under $m$-reducibility.
Theorem 5.17. Every A-productive set has an infinite c.e. subset.
Proof. Define $k \in \mathcal{R}^{(2)}$ by $\mathrm{k}(i, 2 t) \stackrel{\text { Def }}{=}\langle t, 0\rangle$ and $k(i, 2 t+1) \stackrel{\text { Def }}{=}\langle t, i+1\rangle$. Then $k$ enumerates the extended graph of $\lambda x$. $i$. Now, let $v \in \mathcal{R}^{(1)}$ be as in Condition (QGN II) so that $\theta_{v(i)}=\lambda x$. $i$ and hence $W_{v(i)}^{A}=\{i\}$. Assume that $C \subseteq \omega$ is $A$-productive with productive function $p \in \mathcal{R}^{(1)}$ and let un $\in \mathcal{R}^{(2)}$ be as in Theorem 5.7 with $W_{\mathrm{un}(i, j)}^{A} W_{i}^{A} \cup W_{j}^{A}$. Moreover, let $i_{0}$ be a $W^{A}$-index of the empty set. Set

$$
\begin{aligned}
& g(0)=i_{0} \\
& g(a+1)=\operatorname{un}(v(p(g(a))), g(a))
\end{aligned}
$$

Then $g \in \mathcal{R}^{(1)}$. In addition,

$$
W_{g(a+1)}^{A}=\{p(g(a))\} \cup W_{g(a)}^{A}=\{p(g(a)), \ldots, p(g(0))\}
$$

and $p(g(a)) \in C \backslash W_{g(a)}$. Thus, by defining $g^{\prime}=p \circ g$ we obtain a one-to-one total computable function and consequently, range $\left(g^{\prime}\right)$ is an infinite c.e. subset of $C$.
Theorem 5.18. 1. $\omega \backslash K^{A}$ is $A$-productive.
2. $C A$-productive $\Leftrightarrow(\omega \backslash K) \leqslant_{1} C \Leftrightarrow\left(\omega \backslash K^{A}\right) \leqslant_{m} C$.

Proof. (11) follows by choosing $\lambda x . i$ as productive function.
(2) Since $A$-productiveness is inherited upwards under $m$-reducibility, we have that, if $\left.\omega \backslash K^{A}\right) \leqslant{ }_{m} C$ the $C$ is $A$-productive. We will now show that for every $A$-productive set $C,(\omega \backslash K) \leqslant_{1} C$.

Let $p \in \mathcal{R}^{(1)}$ be a one-to-one productive function of $C$ and $g \in \mathcal{R}(1)$ enumerate set $K^{A}$. Moreover, let $f(\langle i, j\rangle, t, z) \stackrel{\text { Def }}{=} p(j)+1$ and

$$
Q(\langle i, j\rangle, t, z) \Leftrightarrow(\exists a \leqslant t) g(a)=i .
$$

For the function $k \in \mathcal{R}^{(2)}$ constructed according to Lemma 4.2, it then holds that in case $i \in K^{A}, \lambda t . k(\langle i, j\rangle, t)$ enumerates the extended graph of the function $\lambda x . p(j)$ and otherwise the extended graph of the nowhere defined function. If $v$ is the function existing for this $k$ according to (QGN II), then we have for $i \in K$ that $\theta_{v(\langle i, j\rangle)}(x)=p(j)$. Otherwise, $\theta_{v(\langle i, j\rangle)}(x)$ is undefined. By the recursion theorem there is now a function $g \in \mathcal{R}(1)$ with $\theta_{g(i)}=\theta_{v(\langle i, g(i)\rangle)}$, and as we have seen there is even a one-to-one function $g$ with this property. It follows that

$$
W_{g(i)}^{A}= \begin{cases}\{p(g(i))\} & \text { if } i \in K^{A} \\ \varnothing & \text { otherwise }\end{cases}
$$

We therefore obtain

$$
\begin{aligned}
i \in K^{A} & \Rightarrow W_{g(i)}^{A}=\{p(g(i))\} \\
& \Rightarrow W_{g(i)}^{A} \nsubseteq C \quad(\text { as } p \text { is a productive function of } C) \\
& \Rightarrow p(g(i)) \notin C
\end{aligned}
$$

and

$$
i \notin K^{A} \Rightarrow W_{g(i)}^{A}=\varnothing \Rightarrow W_{g(i)}^{A} \subseteq C \Rightarrow p(g(i)) \in C
$$

Since $p \circ g$ is one-to-one and total computable, this proves that $(\omega \backslash K) \leqslant_{1} C$.
If $C \subseteq \omega$ is a c.e. set the complement of which is $A$-productive, is called $A$-creative. From the above results it follows that $K^{A}$ is $A$-creative. Note that Myhill's theorem on the coincidence of the notions of 1-equivalence and computable isomorphism also holds in the approach to the theory of c.e. sets presented here: the proof in [36] uses only arguments which are admissible in our approach as well. Therefore, we obtain the following characterisation of the $A$-creative sets.

Theorem 5.19. Let $C \subseteq \omega$. Then the following four statements are equivalent:

1. $C$ is 1-complete.
2. $C$ is $m$-complete.
3. $C$ is $A$-creative.
4. $C \equiv K^{A}$.

Rogers [35] shows that a set is creative exactly if it is the self-reproducibility problem of a Gödel numbering. With Theorem 5.19 we obtain a corresponding result for quasi-Gödel numberings.

Theorem 5.20. A set $C \subseteq \omega$ is $A$-creative if, and only if, there is a quasi-Gödel numbering $\chi$ of $\mathcal{S}_{A}^{(1)}$ such that $C=\left\{i \mid i \in \operatorname{range}\left(\chi_{i}\right)\right\}$.
Proof. We have already seen that for each quasi-Gödel numbering $\chi$ the set $\left\{i \mid i \in \operatorname{range}\left(\chi_{i}\right)\right\}$ is $A$-creative. Assume conversely that $C$ is $A$-creative. Then $C \equiv K^{A}$ by the preceding theorem. Therefore, there is a one-to-one and onto function $f \in \mathcal{R}^{(1)}$ so that $i \in C$ exactly if $f(i) \in \operatorname{range}\left(\theta_{f(i)}\right)$. Since $f$ is total the modified substitution MSubst ${ }_{A}^{(1,1)}\left(f ; \theta_{i}\right)$ coincides with the usual composition $f \circ \theta_{i}$. By Theorem4.7 there is thus a function $g \in \mathcal{R}^{(1)}$ with $\theta_{g(i)}=f \circ \theta_{i}$. Moreover, there is a function $r \in \mathcal{R}^{(1)}$ so that $\theta_{r(i)}=f^{-1} \circ \theta_{i}$. Let $p=r \circ f$ and $q=f^{-1} \circ g$. Then the numbering $\chi$ we looking for is defined by $\chi=\theta \circ p$. Obviously, we then have that $\theta=\chi \circ q$. As is readily verified, $\chi$ is a quasi-Gödel numbering. In addition, we have that

$$
\begin{aligned}
i \in \operatorname{range}\left(\chi_{i}\right) \Leftrightarrow i \in \operatorname{range}\left(\theta_{p(i)}\right) & \Leftrightarrow i \in \operatorname{range}\left(\theta_{r(f(i))}\right) \\
& \Leftrightarrow i \in \operatorname{range}\left(f^{-1} \circ \theta_{f(i)}\right) \Leftrightarrow f(i) \in \operatorname{range}\left(\theta_{f(i)}\right) \Leftrightarrow i \in C
\end{aligned}
$$

We hope that with the results in this section we have presented a convincing selection of theorems showing that the theory of c.e. sets can also be constructed on the basis of the theory of functions from $\mathcal{S}_{A}^{(1)}$. In particular, all results apply here that are usually derived without referring to the domain characterisation of the c.e. sets such as Myhill's theorem mentioned above. In the other cases, the above proofs show how one can replace constructions in which the domain characterisation is commonly used by other constructions that are admissible in the theory developed here. We now want to show that the numbering $W^{A}$ defined here via a quasi-Gödel numbering, which we have shown has many properties of the commonly used numbering $W$ defined at the beginning of Section 2 is not essentially different from $W$.

Theorem 5.21. $W^{A} \equiv W$.
Proof. By the number-theoretic analogue of Myhill's theorem (cf. 77) it suffices to prove that $W^{A} \leqslant_{1} W$ and $W \leqslant_{1} W^{A}$. We first show that $W^{A} \leqslant_{1} W$. Since $\theta$ satisfies Condition (QGN I), $\lambda i, x . \quad \theta_{i}(x) \in \mathcal{P}^{(2)}$. Therefore, there is a function $g \in \mathcal{R}^{(1)}$ with $\theta_{i}=\varphi_{g(i)}$. Moreover, there is a function $f \in \mathcal{R}^{(1)}$ so that $\operatorname{dom}\left(\varphi_{f(i)}\right)=\operatorname{range}\left(\varphi_{i}\right)$. Since $\varphi$ has a padding function, there also such functions that are one-to-one.. Thus, $W_{i}^{A}=W_{f(g(i))}$, that is, $W^{A} \leqslant_{1} W$.

Next, we show that also $W \leqslant_{1} W^{A}$. Let to this end $p \in \mathcal{R}^{(1)} \operatorname{such}$ that range $\left(\varphi_{p(i)}=\operatorname{dom}\left(\varphi_{i}\right)\right.$ and $\varphi_{p(i)}$ is total, if $\operatorname{dom}\left(\varphi_{i}\right)$ is not empty, and $\varphi_{i}$ is nowhere defined, otherwise. Moreover, let $k \in \mathcal{R}^{(2)}$ enumerate the extended graph of $\varphi_{(p(i)}$. Since $\theta$ satisfies Condition (QGN II) and has a one-to-one padding function, there is a one-to-one function $v \in \mathcal{R}^{(1)}$ with $\theta_{v(i)}=\varphi_{p(i)}$. Therefore, $\operatorname{range}\left(\theta_{v(i)}\right)=\operatorname{range}\left(\varphi_{p(i)}\right)=\operatorname{dom}\left(\varphi_{i}\right)$, that is, $W \leqslant_{1} W^{A}$.

As follows from this result, the $A$-productive and $A$-creative sets, respectively, coincide with the productive and the creative ones. Note that the above theorem does not obviate the results on $W^{A}$, such as Theorem 5.7. Theorem 5.21 is a metatheorem derived within classical computability theory, whereas the results in this section are results of the theory presented here, derived this same theory.

In Section 4 we have seen that the sets $\left\{i \mid \theta_{i} \in \operatorname{ANF}_{A}^{(1)}\right\}$ and $\left\{i \mid \theta_{i} \in \mathcal{R}^{(1)}\right\}$ are not computable. At the end of this section we want to determine the exact position of these sets in the arithmetic hierarchy.
Theorem 5.22. 1. $\left\{i \mid \theta_{i} \in \mathrm{ANF}_{A}^{(1)}\right\}$ is $\Sigma_{2}$-complete.
2. $\left\{i \mid \theta_{i} \in \mathcal{R}^{(1)}\right\}$ is $\Pi_{2}$ complete.

Proof. It suffices to prove (11). Let to this end $h \in \mathcal{R}^{(1)}$ enumerate the extended graph of the universal function of numbering $\theta$. Then we have that

$$
\begin{aligned}
\theta_{i} \in \operatorname{ANF}_{A}^{(1)} \Leftrightarrow(\exists t)(\exists a)\left[a \in A_{t} \wedge\right. & (\forall x<a)(\exists c)\left[\pi_{1}^{(2)}(h(c))=\langle i, x\rangle \wedge \pi_{2}^{(2)}(h(c))>0\right] \wedge \\
& {\left[(\forall y \geqslant a)(\forall b)\left[\pi_{1}^{(2)}(h(b))=\langle i, y\rangle \Rightarrow \pi_{2}^{(2)}(h(b))=0\right]\right] }
\end{aligned}
$$

It follows that $\left\{i \mid \theta_{i} \in \operatorname{ANF}_{A}^{(1)}\right\} \in \Sigma_{2}$. It remains to show that for $C \in \Sigma_{2}, C \leqslant_{1}\left\{i \mid \theta_{i} \in\right.$ $\left.\operatorname{ANF}_{A}^{(1)}\right\}$. Let $C \in \Sigma_{2}$. Then there is a ternary computable predicate $Z$ such that

$$
i \in C \Leftrightarrow(\exists x)(\forall y) Z(i, x, y)
$$

Set $f(i, t, z) \stackrel{\text { Def }}{=} 1$ and

$$
Q(i, t, z) \Leftrightarrow\left(\exists a \in A_{t}\right)[\arg (z)<a \wedge(\forall x<a)(\exists y \leqslant t) \neg Z(i, x, y)]
$$

and let $k \in \mathcal{R}^{(2)}$ be the function constructed from this according to Lemma4.2, As can be seen from the construction, for the one-to-one function $v \in \mathcal{R}^{(1)}$ that exists according to (QGN II) and Corollary 4.14 one then has that

$$
\theta_{v(i)}(x)= \begin{cases}0 & \text { if there is some } a \in A \text { so that } x<a \text { and for all } x^{\prime}<x \\ & \text { there is some } y \text { so that } \neg Z\left(i, x^{\prime}, y\right) \\ \text { undefined } & \text { otherwise. }\end{cases}
$$

If $i \in C$ then $\{x \mid(\forall y) Z(i, x, y)\}$ is not empty. Let $\hat{x}$ be the smallest element of this set and $\hat{a}=\max \{a \leqslant \hat{x} \mid a \in A \vee a=0\}$. Then $\theta_{v(i)}(x)$ is undefined, for all $x \geqslant \hat{a}$, and $\theta_{v(i)}(x)=0$, for all $x<\hat{a}$. Thus, $\theta_{v(i)} \in \operatorname{ANF}_{A}^{(1)}$.

If, on the other hand, $i \notin C$, then there is some $y \in \omega$ with $\neg Z(i, x, y)$, for all $x \in \omega$. It follows in this case that for all $x \in \omega, \theta_{v(i)}=0$. That is, $\theta_{v(i)} \in \mathcal{R}^{(1)}$. So, we have

$$
i \in C \Leftrightarrow \theta_{v(i)} \in \operatorname{ANF}_{A}^{(1)} .
$$

That is, $C \leqslant 1\left\{i \mid \theta_{i} \in \operatorname{AnF}_{A}^{(1)}\right\}$.

## 6 More results in the computability theory with quasiGödel numberings

In this section we will continue the development of a computability theory for the classes $\mathcal{S}_{A}^{(n)}$ that we started in Section 4, Let $\kappa: \omega \rightarrow \omega^{n}$ again be an effective and one-to-one map that enumerates $\omega^{n}$ initial segment-wise.Then $\kappa(c)<a^{(n)}$, exactly id $c<a^{n}$. Moreover, let $f_{A} \in \mathcal{R}^{(1)}$ enumerate $A$, and define

$$
\widehat{\alpha}_{\langle a, b\rangle}(\vec{x}) \stackrel{\text { Def }}{=} \begin{cases}(a)_{\kappa^{-1}(\vec{x})} & \text { if } \kappa^{-1}(\vec{x})<\min \left\{\operatorname{lth}(a)+1, f_{A}(b)^{n}\right\} \\ 0 & \text { if } \operatorname{lth}(a)<\kappa^{-1}(\vec{x})<f_{A}(b)^{n} \\ \text { undefinded } & \text { otherwise }\end{cases}
$$

and

$$
\begin{aligned}
& \alpha_{0}^{(n)} \stackrel{\text { Def }}{=} \lambda \vec{x} \text {. undefined, } \\
& \alpha_{i+1}^{(n)} \stackrel{\text { Def }}{=} \widehat{\alpha}_{\mu j . \hat{\alpha}_{j}^{(n)} \notin\left\{\alpha_{0}^{(n)}, \ldots, \alpha_{i}^{(n)}\right\}} .
\end{aligned}
$$

Lemma 6.1. Let $\theta^{(n)}$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(n)}$. Then the following five statements hold:

1. $\alpha^{(n)}$ is a one-to-one numbering of $\mathrm{ANF}_{A}^{(n)}$.
2. $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \alpha_{i}^{(n)}(\vec{x})\right)$ is computable.
3. Let $\lg (i)$ be the edge length of $\operatorname{dom}\left(\alpha_{i}^{(n)}\right)$. Then $\lg \in \mathcal{R}^{(1)}$.
4. $\alpha^{(n)} \leqslant 1 \theta^{(n)}$.
5. $\left\{\langle i, j\rangle \mid \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}\left(\theta_{j}^{(n)}\right)\right\}$ is c.e.

Proof. (11) follows by the construction. We next show (2) and (3). As is easily seen, the sequence number

$$
\llbracket \widehat{\alpha}_{i}^{(n)} \rrbracket \stackrel{\text { Def }}{=} \llbracket\left\langle\kappa(0), \widehat{\alpha}_{i}^{(n)}(\kappa(0))\right\rangle, \ldots,\left\langle\kappa(m), \widehat{\alpha}_{i}^{(n)}(\kappa(m))\right\rangle \rrbracket
$$

where $m \stackrel{\text { Def }}{=}\left(f_{A}\left(\pi_{2}^{(2)}(i)\right)\right)^{n}-1$, is computable from $i$. Thus, if $g \in \mathcal{R}^{(1)}$ with

$$
g(i)=\mu j . \llbracket \widehat{\alpha}_{j}^{(n)} \rrbracket \notin\left\{\llbracket \text { empty sequence } \rrbracket, \ldots, \llbracket \widehat{\alpha}_{g(\nu)}^{(n)} \rrbracket \mid 1 \leqslant \nu \leqslant i\right\}
$$

for $i>0$, then $\alpha_{i}^{(n)}=\widehat{\alpha}_{g(i)}^{(n)}$, for $i>0$. As is also readily seen, $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \widehat{\alpha}_{i}^{(n)}(\vec{x})\right)$ is computable. Thus the same holds for $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \alpha_{i}^{(n)}(\vec{x})\right)$. Since $\lg (0)=0$ and for $i>0$, $\lg (i)=f_{A}\left(\pi_{2}^{(2)}(g(i))\right)$ we further obtain that $\lg \in \mathcal{R}^{(1)}$.
(4) Let $h \in \mathcal{R}^{(1)}$ enumerate $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \alpha_{i}^{(n)}(\vec{x})\right)$. Moreover, define

$$
\begin{aligned}
& \widehat{Q}(i, c, z) \Leftrightarrow \pi_{2}^{(2)}(h(c))>0 \wedge \pi_{1}^{(2)}(h(c))=\langle i\rangle * \arg (z) \\
& Q(i, t, z) \Leftrightarrow(\exists c \leqslant t) \widehat{Q}(i, c, z) \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(h(\mu c . \leqslant t \cdot \widehat{Q}(i, c, z)
\end{aligned}
$$

and construct $k \in \mathcal{R}^{(2)}$ as in Lemma 4.2. Then $\lambda t, k(i, t)$ enumerates the extended graph of $\alpha_{i}^{(n)}$. According to (QGN II) and Corollary 4.14 there is then a one-to-one function $v \in \mathcal{R}^{(1)}$ such that $\alpha_{i}^{(n)}=\theta_{v(i)}^{(n)}$,
(5) Let, in addition, $h^{\prime} \in \mathcal{R}^{(1)}$ be an enumeration of $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, \vec{x} . \theta_{i}^{(n)}(\vec{x})\right)$. Then we have that

$$
\operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}\left(\theta_{j}^{(n)}\right)
$$

$$
\begin{aligned}
\Leftrightarrow & \left.(\forall \vec{x}<\lg (i))^{n}\right) \alpha_{i}^{(n)}(\vec{x})=\theta_{j}^{(n)}(\vec{x}) \\
\Leftrightarrow & \left.(\forall \vec{x}<\lg (i))^{n}\right)(\exists t)\left(\exists t^{\prime}\right) \pi_{1}^{(2)}(h(t))=\langle i, \vec{x}\rangle \wedge \pi_{1}^{(2)}\left(h^{\prime}\left(t^{\prime}\right)\right)=\langle j, \vec{x}\rangle \wedge \\
& \pi_{2}^{(2)}(h(t))>0 \wedge \pi_{2}^{(2)}(h(t))=\pi_{2}^{(2)}\left(h^{\prime}\left(t^{\prime}\right)\right) \\
\Leftrightarrow & (\exists t)\left(\exists t^{\prime}\right)(\forall c<\lg (i)) \pi_{1}^{(2)}\left(h\left((t)_{c}\right)\right)=\langle i, \kappa(c)\rangle \wedge \pi_{1}^{(2)}\left(h^{\prime}\left(\left(t^{\prime}\right)_{c}\right)\right)=\langle j, \kappa(c)\rangle \wedge \\
& \pi_{2}^{(2)}\left(h\left((t)_{c}\right)\right)>0 \wedge \pi_{2}^{(2)}\left(h\left((t)_{c}\right)\right)=\pi_{2}^{(2)}\left(h^{\prime}\left(\left(t^{\prime}\right)_{c}\right)\right) .
\end{aligned}
$$

The statement is now a consequence of the projection lemma.
Note that in the proof of Property (5) only Condition (QGN I) was used.
For $X \subseteq \mathcal{S}_{A}^{(n)}$, let $I_{\theta^{(n)}}(X)$ again be the index set of $X$ with respect to $\theta^{(n)}$.
Theorem 6.2 (Rice, Shapiro). For $X \subseteq \mathcal{S}_{A}^{(n)}$, $I_{\theta^{(n)}}(X)$ is c.e. if, and only if, there is a c.e. set $C \subseteq \omega$ so that

$$
X=\left\{r \in \mathcal{S}_{A}^{(n)} \mid(\exists i \in C) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r)\right\}
$$

Proof. Let us assume first that $X$ has the special form. Then

$$
j \in I_{\theta^{(n)}}(X) \Leftrightarrow(\exists i \in C) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}\left(\theta_{j}^{(n)}\right)
$$

With Lemma 6.1(5) and the projection lemma it follows that $I_{\theta^{(n)}}(X)$ is c.e.
Conversely, suppose that $I_{\theta^{(n)}}(X)$ is c.e. The proof now proceeds in three steps.
Claim $1(\forall r \in X)\left(\exists s \in X \cap \mathrm{ANF}_{A}^{(n)}\right) \operatorname{graph}(s) \subseteq \operatorname{graph}(r)$.
Without restriction assume that $r$ is total. Moreover, suppose that there is no $s \in X \cap \operatorname{ANF}_{A}^{(n)}$ with $\operatorname{graph}(s) \subseteq \operatorname{graph}(r)$. To derive a contradiction, it suffices to show that $\omega \backslash K^{A} \leqslant_{m} I_{\theta^{(n)}}(X)$ in this case. By our assumption it would follow that $\omega \backslash K^{A}$ is c.e., which is not the case as we have already seen.

Let $h \in \mathcal{R}^{(1)}$ enumerate $K_{A}$. We will show that there is a function $q \in \mathcal{R}^{(1)}$ with

$$
\theta_{q(i)}^{(n)}(\vec{x})= \begin{cases}r(\vec{x}) & \text { if there are } a \in A \text { and } c \in \omega \text { so that } \vec{x}<a^{(n)}, a \leqslant c \text { and } h\left(c^{\prime}\right) \neq i, \\ & \text { for all } c^{\prime} \leqslant c \\ \text { undefined } & \text { otherwise. }\end{cases}
$$

Then we have that $i \in \omega \backslash K^{A}$, exactly if $q(i) \in I_{\theta^{(n)}}(X)$. To see this, note that if $i \in \omega \backslash K^{A}$ then $h(c) \neq i$, for all $c \in \omega$. Hence, $\theta_{q(i)}^{(n)}=r$ in this case and thus $q(i) \in I_{\theta^{(n)}}(X)$, as $r \in X$. If $i \in K^{A}$, there is some $c \in \omega$ with $h(c)=1$. Let $\hat{c}$ be the smallest such $c$ and $\hat{a} \stackrel{\text { Def }}{=} \max \{a \leqslant \hat{c} \mid a \in A \vee a=0\}$. Then we have for all $\vec{x} \leqslant \hat{a}^{(n)}$ that $\theta_{q(i)}^{(n)}(\vec{x})=r(\vec{x})$. For all other $\vec{x} \in \omega^{n}, \theta^{(n)}(\vec{x})$ is undefined. Consequently, $\theta_{q(i)}^{(n)} \in \operatorname{ANF}_{A}^{(n)}$ and $\operatorname{graph}\left(\theta_{q(i)}^{(n)}\right) \subseteq \operatorname{graph}(r)$. By our assumption this means that $\theta_{q(i)}^{(n)} \notin X$, that is $q(i) \notin I_{\theta^{(n)}}(X)$.

For the construction of $q$ we again apply Lemma 4.2 and Condition (QGN II), as we did already many times. We only state predicate $Q$ and function $f$ needed in the construction:

$$
\begin{aligned}
& Q(i,\langle b, c\rangle, z) \Leftrightarrow f_{A}(b) \leqslant c \wedge\left(\forall c^{\prime} \leqslant c\right) h\left(c^{\prime}\right) \neq i \wedge \bigwedge_{\nu=1}^{n} \pi_{\nu}^{(n)}(\arg (z))<f_{A}(b) \\
& f(i,\langle b, c\rangle, z) \stackrel{\text { Def }}{=} r(\arg (z))+1
\end{aligned}
$$

Claim 2 $\left(\forall s, r \in \mathcal{S}_{A}^{(n)}\right)[[s \in X \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)] \Rightarrow r \in X]$.

Again we assume to the contrary that there are $s, r \in \mathcal{S}_{A}^{(n)}$ so that $s \in X, \operatorname{graph}(s) \subseteq \operatorname{graph}(r)$, but $r \notin X$. Let $j$ be a $\theta^{(n)}$-index of $s$. Then we construct a function $p \in \mathcal{R}^{(1)}$ so that

$$
\theta_{p(i)}^{(n)}(\vec{x})= \begin{cases}s(\vec{x}) & \text { if in a simultaneous search in the extended graph of } \theta^{(n)} \text { and } K^{A}, \\ r(\vec{x}) & \text { respectively, }\langle\langle j, \vec{x}\rangle, s(\vec{x})+1\rangle \text { will not be found later than } i, \\ \text { if } i \text { will be found earlier, } \\ \text { undefined } & \text { otherwise. }\end{cases}
$$

Note that since $\operatorname{graph}(s) \subseteq \operatorname{graph}(r)$, in case that $i \in K^{A}$ we always have that $\theta_{p(i)}^{(n)}=r$, independently when $\langle\langle j, \vec{x}\rangle, s(\vec{x})+1\rangle$ will be found. By our assumption $r \notin X$. Thus it follows for $i \in K^{A}$ that $p(i) \notin I_{\theta^{(n)}}(X)$. On the other hand, if $i \in \omega \backslash K^{A}$, then $\theta_{p(i)}^{(n)}=s$. Because $s \in X$, we have in this case that $p(i) \in I_{\theta(n)}(X)$. This shows that $\omega \backslash K^{A} \leqslant_{m} I_{\theta^{(n)}}(X)$, which is impossible as we have seen.

It remains to construct the function $p$. Let to this end $j^{\prime}$ be a $\theta^{(n)}$-index of $r$ and $h^{\prime} \in \mathcal{R}^{(1)}$ be an enumeration of the extended graph of the universal function of numbering $\theta^{(n)}$. The existence of $h^{\prime}$ follows from Condition (QGN I). Define

$$
\begin{aligned}
& \hat{Q}_{1}(a, b, z) \Leftrightarrow \pi_{2}^{(2)}\left(h^{\prime}(b)\right)>0 \wedge \pi_{1}^{(2)}\left(h^{\prime}(b)\right)=\langle a\rangle * \arg (z), \\
& \widehat{Q}_{2}(i, b, z) \Leftrightarrow \\
& \quad\left[\widehat{Q}_{1}(j, b, z) \wedge(\forall c<b) h(c) \neq i\right] \vee \\
& \quad\left[\widehat{Q}_{1}\left(j^{\prime}, b, z\right) \wedge\left(\exists b^{\prime} \leqslant b\right)\left[h\left(b^{\prime}\right)=i \wedge \neg\left(\exists c \leqslant b^{\prime}\right) \widehat{Q}_{1}(j, c, z)\right]\right], \\
& Q(i, t, z) \Leftrightarrow(\exists b \leqslant t) \widehat{Q}_{2}(i, b, z), \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}\left(h^{\prime}\left(\mu b \leqslant t . \widehat{Q}_{2}(i, b, z)\right)\right),
\end{aligned}
$$

and construct function $k \in \mathcal{R}^{(2)}$ as in Lemma 4.2. Then $\lambda t$. $k(i, t)$ enumerates the extended graph of function $d$ with

$$
d(\vec{x})= \begin{cases}s(\vec{x}) & (\exists b) \pi_{2}^{(2)}\left(h^{\prime}(b)\right)>0 \wedge \pi_{1}^{(2)}\left(h^{\prime}(b)=\langle j, \vec{x}\rangle \wedge(\forall c<b) h(c) \neq i\right] \\ r(\vec{x}) & \left.(\exists b) h(b)=i \wedge \neg(\exists c \leqslant b)\left[\pi_{2}^{(2)}\left(h^{\prime}(c)\right)>0 \wedge \pi_{1}^{(2)}\left(h^{\prime}(c)\right)=\langle j, \vec{x}\rangle\right]\right] \\ \text { undefined } & \text { otherwise. }\end{cases}
$$

As follows from the definition, $d \in \mathcal{S}_{A}^{(n)}$. By Condition (QGN II) there is then a $p \in \mathcal{R}^{(1)}$ with $\theta_{p(i)}^{(n)}=d$. Consequently, $p$ has the properties mentioned above.

Claim 3 $X=\left\{r \in \mathcal{S}_{A}^{(n)} \mid(\exists i \in C) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r)\right\}$.
Let $g \in \mathcal{R}^{(1)}$ with $\alpha^{(n)}=\theta^{(n)} \circ g$ and $C=g^{-1}\left[I_{\theta *(n)}(X)\right]$. Then $C F$ is c.e. By Claim 1 we have for $r \in \mathcal{S}_{A}^{(n)}$ that

$$
\begin{aligned}
r \in X & \Rightarrow\left(\exists s \in X \cap \operatorname{ANF}_{A}^{(n)}\right) \operatorname{graph}(s) \subseteq \operatorname{graph}(r) \\
& \Rightarrow(\exists i)\left[\alpha_{i}^{(n)} \in X \wedge \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r)\right] \\
& \Rightarrow(\exists i \in C) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r)
\end{aligned}
$$

Conversely, we have with Claim 2 that

$$
\begin{aligned}
(\exists i \in C) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r) & \\
& \Rightarrow(\exists s \in X) \operatorname{graph}(s) \subseteq \operatorname{graph}(r) \\
& \Rightarrow r \in X
\end{aligned}
$$

Next, we will study different kinds of computable operators on $\widehat{\mathcal{S}}_{A}^{(n)}$ ands their relationship.

Definition 6.3 (cf. [36]). An operator $\widehat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ is computable, if there is a c.e. set $C \subseteq \omega$ so that for $r \in \widehat{\mathcal{S}}_{A}^{(n)}$,

$$
\operatorname{graph}(\widehat{G}(r))=\left\{\langle\langle\vec{y}\rangle, z\rangle \mid(\exists a)\left[\langle\langle\langle\vec{y}\rangle, z\rangle, a\rangle \in C \wedge(\forall c \leqslant \operatorname{lth}(a))(a)_{c} \in \operatorname{graph}(r)\right\}\right] .
$$

We say that $C$ defines the operator $\widehat{G}$.
As follows from the definition, $\operatorname{graph}(\widehat{G}(r))$ is c.e., if $\operatorname{graph}(r)$ is c.e. Thus, we have for computable operators $\widehat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ that $\widehat{G}\left[\mathcal{S}_{A}^{(n)}\right] \subseteq \mathcal{S}_{A}^{(m)}$. If one assigns to the zero-ary tuple a code number $\rangle$ the above definition and the subsequent results for $m=0$ also include the case of the recursive functionals. However, it should be noted here that $\widehat{\mathcal{S}}_{A}^{(0)}$ and $\mathcal{S}_{A}^{(0)}$ contain the zero-digit constant functions, each of which we identify with the respective constant, as well as the zero-ary nowhere defined function.

Theorem 6.4. Let $\hat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ and $G$ be its restriction to $\mathcal{S}_{A}^{(n)}$. Then $\hat{G}$ is computable if, and only if the following three conditions are satisfied:

1. For all $s, s^{\prime} \in \mathrm{ANF}_{A}^{(n)}$,

$$
\operatorname{graph}(s) \subseteq \operatorname{graph}\left(s^{\prime}\right) \Rightarrow \operatorname{graph}(G(s)) \subseteq \operatorname{graph}\left(G\left(s^{\prime}\right)\right)
$$

2. For all $r \in \widehat{\mathcal{S}}_{A}^{(n)}$,

$$
\operatorname{graph}(\widehat{G}(r))=\bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}
$$

3. $\left\{\langle i, j\rangle \mid \operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right)\right\}$ is c.e.

Proof. Assume that $\widehat{G}$ is computable. Then it follows from the definition that for $s \in \mathrm{ANF}_{A}^{(n)}$ and $r \in \widehat{G}_{A}^{(n)}$ with $\operatorname{graph}(s) \subseteq \operatorname{graph}(r), \operatorname{graph}(G(s)) \subseteq \operatorname{graph}(\widehat{G}(r))$. Thus, (11) holds. Moreover,

$$
\bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\} \subseteq \operatorname{graph}(\widehat{G}(r))
$$

For the converse inclusion note that $\operatorname{graph}(\widehat{G}(r))$ is the union of all $\operatorname{graph}(q)$, where $q \in \operatorname{ANF}_{A}^{(m)}$ with $\operatorname{graph}(q) \subseteq \operatorname{graph}(\widehat{G}(r))$. Therefore, let $q$ be such an initial segment function. In the enumeration of $\operatorname{graph}(\widehat{G}(r))$ each element of $\operatorname{graph}(q)$ corresponds to a finite number of questions to $\operatorname{graph}(r)$. Since $\operatorname{graph}(q)$ is finite, there is thus some $s \in \operatorname{ANF}_{A}^{(n)}$ with $\operatorname{graph}(s) \subseteq \operatorname{graph}(r)$ and $\operatorname{graph}(q) \subseteq \operatorname{graph}(G(s))$, which shows that also Condition 2 holds.

For Condition (3) observe that

$$
\begin{aligned}
& \operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right) \Leftrightarrow \\
& \qquad \begin{aligned}
\left(\forall \vec{y}<(\lg (j))^{m}\right)(\exists z)(\exists a)\langle\langle j, \vec{y}\rangle, z+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, \vec{x} . \alpha_{b}^{(m)}(\vec{x})\right) \wedge\langle\langle\vec{y}, z\rangle, a\rangle \in C \wedge \\
(\forall c<\operatorname{lth}(a))\left\langle\langle i\rangle * \pi_{1}^{(2)}\left((a)_{c}\right), 1+\pi_{2}^{(2)}\left((a)_{c}\right)\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, \vec{x} . \alpha_{b}^{(n)}(\vec{x})\right) .
\end{aligned}
\end{aligned}
$$

Recall that the unbounded existential quantifiers in the right-hand side can be brought in front of the expression by using an effective sequence encoding. Moreover, the extended graphs in the expression are c.e. With the projection lemma we hence obtain (3).

Now, conversely, suppose that $\widehat{G}: \hat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ satisfies Conditions (11)-(3). With (2) we have for $r \in \hat{\mathcal{S}}_{A}^{(n)}$ that

$$
\begin{aligned}
\operatorname{graph} & (\widehat{G}(r)) \\
& =\bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\} \\
& =\bigcup\left\{\operatorname{graph}(q) \mid q \in \operatorname{ANF}_{A}^{(m)} \wedge\left(\exists s \in \operatorname{ANF}_{A}^{(n)}\right) \operatorname{graph}(s) \subseteq \operatorname{graph}(r) \wedge\right.
\end{aligned}
$$

$$
\begin{gathered}
\operatorname{graph}(q) \subseteq \operatorname{graph}(G(s))\} \\
=\bigcup\left\{\operatorname{graph}\left(\alpha_{j}^{(m)}\right) \mid(\exists i) \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r) \wedge\right. \\
\left.\operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right)\right\}
\end{gathered}
$$

Let the graph encdoding $\llbracket \alpha_{b}^{(n)} \rrbracket$ be as in the proof of Lemma 6.1. Then it follows

$$
\begin{aligned}
& \langle\langle\vec{y}\rangle, z\rangle \in \operatorname{graph}(\widehat{G}(r)) \\
& \Leftrightarrow(\exists j)(\exists i)\langle\langle\vec{y}\rangle, z\rangle \in \operatorname{graph}\left(\alpha_{j}^{(m)}\right) \wedge \\
& \quad \operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right) \wedge \operatorname{graph}\left(\alpha_{i}^{(n)}\right) \subseteq \operatorname{graph}(r) \\
& \Leftrightarrow(\exists a)\left[(\exists j)(\exists i)\langle\langle j, \vec{y}\rangle, z+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, \vec{x} . \alpha_{b}^{(m)}(\vec{x})\right) \wedge a=\llbracket \alpha_{i}^{(n)} \rrbracket \wedge\right. \\
& \left.\quad \operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right)\right] \wedge(\forall c<\operatorname{lth}(a))(a)_{c} \in \operatorname{graph}(r) .
\end{aligned}
$$

Set

$$
\begin{aligned}
& C \stackrel{\text { Def }}{=}\left\{\langle\langle\langle\vec{y}\rangle, z\rangle, a\rangle \mid(\exists j)(\exists i)\langle\langle j, \vec{y}\rangle, z+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, \vec{x} . \alpha_{b}^{(m)}(\vec{x})\right) \wedge\right. \\
&\left.\operatorname{graph}\left(\alpha_{j}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(n)}\right)\right) \wedge a=\llbracket \alpha_{i}^{(n)} \rrbracket\right\} .
\end{aligned}
$$

Then $C$ defines $\widehat{G}$. Since $\llbracket \alpha_{i}^{(n) \rrbracket \text { can be computed form } i \text { and because of Lemma 6.1(2) and }}$ Condition (3), we further have that $C$ is c.e. Thus, $\widehat{G}$ is computable.

The second type of operator we are going to consider is at the basis of the Russian school of constructive mathematics. Contrary to computable operators these operators are only defined for functions in $\mathcal{S}_{A}^{(n)}$.

Definition 6.5. An operator $G: \mathcal{S}_{A}^{(n)} \rightarrow \mathcal{S}_{A}^{(m)}$ is called Markov-computable if there is a function $g \in \mathcal{R}^{(1)}$ so that

$$
G\left(\theta_{i}^{(n)}\right)=\theta_{g(i)}^{(m)}
$$

We say that $g$ realises the operator $G$.
Our aim is to derive an analogue of the Myhill/Shepherdson theorem 31 for the function classes considered here. We break the proof down in several steps.

Lemma 6.6. The restriction of a computable operator $\hat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ to $\mathcal{S}_{A}^{(n)}$ is Markovcomputable.

Proof. We use Lemma 4.2 to construct a function $k^{\prime} \in \mathcal{R}^{(2)}$ such that $\lambda t . k^{\prime}(i, t)$ enumerates the extended graph of the function $G\left(\theta_{i}^{(n)}\right)$, where $G$ is the restriction of $\widehat{G}$ to $\mathcal{S}_{A}^{(n)}$. The existence of a function realising $G$ is then a consequence of Condition (QGN II). Let $k \in \mathcal{R}^{(2)}$ be as inTheorem 4.4. Then $\lambda t$. $k(i, t)$ enumerates the graph of $\theta_{i}^{(n)}$. Moreover, let the c.e. set $C$ define $\widehat{G}$. Set

$$
\begin{aligned}
& \hat{Q}(i,\langle\langle\langle\vec{y}\rangle, x\rangle, a\rangle, t, z) \Leftrightarrow \\
& \quad \vec{y}=\arg (z) \wedge(\forall c \leqslant \operatorname{lth}(a))\left(\exists t^{\prime} \leqslant t\right) k\left(i, t^{\prime}\right)=\left\langle\pi_{1}^{(2)}\left((a)_{c}\right), 1+\pi_{2}^{(2)}\left((a)_{c}\right)\right\rangle, \\
& Q(i, t, z) \Leftrightarrow\left(\exists\langle\langle\langle\vec{y}\rangle, x\rangle, a\rangle \in C_{t}\right) \widehat{Q}(i,\langle\langle\langle\vec{y}\rangle, x\rangle, a\rangle, t, z), \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}\left(\pi_{1}^{(2)}\left(\mu\langle\langle\langle\vec{y}\rangle, x\rangle, a\rangle \in C_{t} . Q(i,\langle\langle\langle\vec{y}\rangle, x\rangle, a\rangle, t, z)\right)\right) .
\end{aligned}
$$

By comparing this definition with the condition that $C$ defines $\widehat{G}$ one sees that the function $k^{\prime} \in \mathcal{R}^{(2)}$ constructed as in Lemma 4.2 has the required property.

Lemma 6.7. Every Markov-computable operator $G: \mathcal{S}_{A}^{(n)} \rightarrow \mathcal{S}_{A}^{(m)}$ is monotone. That is, for $r, s \in \mathcal{S}_{A}^{(n)}$,

$$
\operatorname{graph}(s) \subseteq \operatorname{graph}(r) \Rightarrow \operatorname{graph}(G(s)) \subseteq \operatorname{graph}(G(r))
$$

Proof. Assume to the contrary that there are $r, s \in \mathcal{S}_{A}^{(n)} \mathrm{s}$ that $\operatorname{graph}(s) \subseteq \operatorname{graph}(r)$, but $\operatorname{graph}(G(s)) \nsubseteq \operatorname{graph}(G(r))$. Since for every $q \in \mathcal{S}_{A}^{(n)}$,

$$
\operatorname{graph}(q)=\bigcup\left\{\operatorname{graph}(p) \mid p \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph} p \subseteq \operatorname{graph}(q)\right\}
$$

Therefore, there is some $p \in \operatorname{ANF}_{A}^{(n)}$ with

$$
\operatorname{graph}(p) \subseteq \operatorname{graph}(G(s)) \quad \text { and } \quad \operatorname{graph}(p) \nsubseteq \operatorname{graph}(G(r))
$$

Let us suppose for the moment that a function $\hat{k} \in \mathcal{R}^{(2)}$ can be constructed so that $\lambda t . \hat{k}(i, t)$ enumerates the extended graph of $s$, if $i \in \omega \backslash K_{A}$, and the extended graph of $r$, otherwise. Then it follows for the function $v \in \mathcal{R}^{(1)}$ existing for this $k$ by (QGN II) that

$$
\theta_{v(i)}^{(n)}= \begin{cases}s & \text { if } i \in \omega \backslash K^{A} \\ r & \text { otherwise }\end{cases}
$$

If $G$ is realised by $g \in \mathcal{R}^{(1)}$, we obtain

$$
\operatorname{graph}(p) \subseteq \operatorname{graph}\left(\theta_{g(v() i)}^{(n)}\right) \Leftrightarrow \theta_{v(i)}^{(n)}=s \Leftrightarrow i \in \omega \backslash K^{A}
$$

By Lemma 6.1(5) the set $\left\{i \mid \operatorname{graph}(p) \subseteq \operatorname{graph}\left(\theta_{g(v(i))}^{(n)}\right)\right\}$ is c.e. and hence $\omega \backslash K^{A}$ is c.e. as well, which is false. Thus we have a contradiction.

It remains to show that a function $\hat{k}$ as above can indeed be constructed. Let again $k \in \mathcal{R}^{(1)}$ be as in Lemma4.4. Then $\lambda t . k(i, t)$ enumerates the extended graph of $\theta_{i}^{(n)}$. Moreover, let $j, j^{\prime}$, respectively, be $\theta^{(n)}$-indices of $s$ and $r$, and let $h \in \mathcal{R}^{(1)}$ enumerate $K^{A}$. Then define $\hat{k}$ by

$$
\hat{k}(i, t) \stackrel{\text { Def }}{=} \begin{cases}k(j, t) & \text { if } h\left(t^{\prime}\right) \neq i, \text { for all } t^{\prime} \leqslant t \\ k\left(j^{\prime}, t\right) & \text { otherwise }\end{cases}
$$

Then $\hat{k}$ is as wanted.
Lemma 6.8. Let $G: \mathcal{S}_{A}^{(n)} \rightarrow \mathcal{S}_{A}^{(m)}$ be Markov-computable. Then, for every $r \in \mathcal{S}_{A}^{(n)}$,

$$
\operatorname{graph}(G(r))=\bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}
$$

Proof. By the previous lemma the set $\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}$ is a chain with respect to inclusion. For $r \in \operatorname{ANF}_{A}^{(n)}, \operatorname{graph}(r)$ is contained in this set. Hence, the statement holds trivially. It remains to consider the case that $r \in \mathcal{R}^{(n)}$. Because of Lemma 6.7 it suffices to show that

$$
\operatorname{graph}(G(r)) \subseteq \bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}
$$

Assume to the contrary that this inclusion is wrong for some $r \in \mathcal{R}^{(n)}$. Then there exists $q \in \mathrm{ANF}_{A}^{(m)}$ so that $\operatorname{graph}(q) \subseteq \operatorname{graph}(G(r))$, but

$$
\begin{equation*}
\operatorname{graph}(q) \nsubseteq \bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \mathrm{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\} \tag{4}
\end{equation*}
$$

Statement (4) holds exactly if for all $s \in \operatorname{ANF}_{A}^{(n)}$ with $\operatorname{graph}(s) \subseteq \operatorname{graph}(r), \operatorname{graph}(q) \nsubseteq$ $\operatorname{graph}(G(s))$.

Assume for the moment that there is some $v \in \mathcal{R}^{(1)}$ with $\theta_{v(i)}^{(n)} \in \mathrm{ANF}_{A}^{(n)}$ and

$$
\operatorname{graph}\left(\theta_{v(i)}^{(n)}\right) \subseteq \operatorname{graph}(r)
$$

if $i \in K^{A}$, and $\theta_{v(i)}^{(n)}=r$, if $i \notin K^{A}$. Let $g \in \mathcal{R}^{(1)}$ realise $G$. Then we obtain

$$
\operatorname{graph}(q) \subseteq \operatorname{graph}\left(\theta_{g(v(i))}^{(m)}\right) \Leftrightarrow \theta_{v(i)}^{(n)}=r \Leftrightarrow i \in \omega \backslash K^{A}
$$

As seen in the last proof, this is impossible. So, the assumption made at the beginning is wrong.
We will now consider the construction of function $v$. Let to this end $h, f_{A} \in \mathcal{R}^{(1)}$, respectively, be enumerations of $K^{A}$ and $A$. Moreover, let $\hat{k}, k \in \mathcal{R}^{(2)}$ be defined by

$$
\begin{aligned}
& \hat{k}(i, t) \stackrel{\text { Def }}{=} \begin{cases}\hat{k}(i, t-1) & \text { if for } t^{\prime}<t \text { and } t^{\prime \prime} \leqslant t, h\left(t^{\prime}\right)=i \text { and } t=f_{A}\left(t^{\prime \prime}\right)^{n}, \\
\langle\langle\kappa(t)\rangle, r(\kappa(t))+1\rangle & \text { otherwise },\end{cases} \\
& k(i, 2 t) \stackrel{\text { Def }}{=}\langle t, 0\rangle \\
& k(i, 2 t+1) \stackrel{\text { Def }}{=} \hat{k}(i, t)
\end{aligned}
$$

If $i \notin K^{A}, \lambda t . k(i, t)$ enumerates the extended graph of $r$; otherwise, $\lambda t . \hat{k}(i, t)$ step by step lists

$$
\langle\langle\kappa(0)\rangle, r(\kappa(0))+1\rangle,\langle\langle\kappa(1)\rangle, r(\kappa(1))+1\rangle, \ldots
$$

until $i$ has been found in $K^{A}$. If so, it continues this enumeration until an initial segment of $\omega^{n}$ with an edge length in $A$ has been enumerated by $\kappa(0), \ldots, \kappa(t)$. Therefore, in this case, $\lambda t . k(i, t)$ enumerates the extended graph of a function $s \in \operatorname{ANF}_{A}^{(n)}$ with $\operatorname{graph}(s) \subseteq \operatorname{graph}(r)$. It follows that the function $v \in \mathcal{R}^{(1)}$ existing for this $k$ by Condition (QGN II) has the appropriate properties.

If $\alpha^{(n)}=\theta^{(n)} \circ f$, for some $f \in \mathcal{R}^{(n)}$ and the Markov-computable operator $G: \mathcal{S}_{A}^{(n)} \rightarrow \mathcal{S}_{A}^{(m)}$ is realised by $g \in \mathcal{R}^{(n)}$, then $G\left(\alpha_{i}^{(n)}\right)=\theta_{g(f(i))}^{(n)}$. With Lemma 6.1(5) we also obtain that $\left\{\langle i, j\rangle \mid \operatorname{graph}\left(\alpha_{i}^{(m)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{j}^{(n)}\right)\right)\right\}$ is c.e. We have now completed all the necessary steps to derive the result we were aiming for.

Theorem 6.9 (Myhill, Shepherdson). 1. The restriction of every computable operator $\widehat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$ to $\mathcal{S}_{A}^{(n)}$ is Markov-computable.
2. Every Markov-computable operator $G: \mathcal{S}_{A}^{(n)} \rightarrow \mathcal{S}_{A}^{(m)}$ is the restriction to $\mathcal{S}_{A}^{(n)}$ of a computable operator $\widehat{G}: \widehat{\mathcal{S}}_{A}^{(n)} \rightarrow \widehat{\mathcal{S}}_{A}^{(m)}$.
Proof. (1) has been shown in Lemma 6.6
(22) By Lemma 6.7 the set $\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}$ with $r \in \mathcal{S}_{A}^{(n)}$ is a chain with respect to set inclusion. Thus, the union over this chain is single-valued, that is, the graph of an $m$-ary function. Let $\widehat{G}(r)$ be this function. Then we have

$$
\operatorname{graph}(\widehat{G}(r))=\bigcup\left\{\operatorname{graph}(G(s)) \mid s \in \operatorname{ANF}_{A}^{(n)} \wedge \operatorname{graph}(s) \subseteq \operatorname{graph}(r)\right\}
$$

The chain is either finite or infinite. In the first case $\operatorname{graph}(\widehat{G}(r))$ is its maximal element. Since for all $s \in \mathrm{ANF}_{A}^{(n)}, G(s) \in \mathcal{S}_{A}^{(m)}$, it follows that also $\widehat{G}(r) \in \mathcal{S}_{A}^{(m)}$. In the other case, every element of the chain is the graph of a function in $\mathcal{S}_{A}^{(m)}$. The domains of this functions in the chain therefore form an increasing chain of subsets of $\omega^{m}$. it follows that $\widehat{G}(r)$ is total in this case. Hence, in both cases, $\widehat{G}(r) \in \widehat{\mathcal{S}}_{A}^{(m)}$. With Lemma 6.7 and the remark preceding this theorem it follows that $\widehat{G}$ satisfies Conditions (11)-(3) in Theorem 6.4] Hence, $\widehat{G}$ is computable. In case that $r \in \mathcal{S}_{A}^{(n)}$ it moreover follows with Lemma 6.8 that $\widehat{G}(r)=G(r)$. That is, $G$ is the restriction of $\hat{G}$ to $\mathcal{S}_{A}^{(n)}$.

## 7 Quasi-Gödel numberings and the Rogers semi-lattice of computable numberings

In this section we examine quasi-Gödel numberings under numbering-theoretical aspects and sort out the relationship of the numbered sets $\left(\mathcal{S}_{A}^{(1)}, \theta\right)$ to the numbered set $\left(\mathcal{P}^{(1)}, \varphi\right)$. Here, $\theta$ is again a quasi-Gödel and $\varphi$ a Gödel numbering. We limit ourselves to unary functions, since every $n$-ary function $f \in \mathcal{S}_{A}^{(n)}$ converts into the unary function $r \circ \kappa \in \mathcal{S}_{A^{\prime}}^{(1)}$ with $A^{\prime}=\left\{a^{n} \mid a \in A\right\}$ by means of a one-to-one and initial segment-wise enumeration $\kappa$ of $\omega^{n}$.

Proposition 7.1. Let $\eta, \gamma$ be numberings of $\mathcal{S}_{A}^{(1)}$. Then the following three statements hold;

1. If $\gamma$ is a quasi-Gödel numbering and $\eta \leqslant_{m} \gamma$, then $\eta$ satisfies Condition (QGN I).
2. If $\eta$ is a quasi-Gödel numbering and $\eta \leqslant_{m} \gamma$, then $\gamma$ satisfies Condition (QGN II).
3. If $\eta, \gamma$, respectively, satisfy (QGN I) and (QGN II), then $\eta \leqslant_{m} \gamma$.

Proof. (1) Since $\eta \leqslant_{m} \gamma$, there is some $g \in \mathcal{R}^{(1)}$ with $\eta=\gamma \circ g$. By assumption

$$
\operatorname{graph}_{\mathrm{e}}\left(\lambda i, x . \gamma_{i}(x)\right)
$$

is c.e. Hence this is also true for $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, x . \gamma_{g(i)}(x)\right)$.
(21) Let $g \in \mathcal{R}^{(1)}$ with $\eta=\gamma \circ g$. Moreover, let $k \in \mathcal{R}^{(2)}$ and $r \in \mathcal{S}_{A}^{(1)}$ so that $\lambda t$. $k(i, t)$ enumerates the extended graph of $r$. Since $\eta$ satisfies (QGN II), there is some $v \in \mathcal{R}^{(1)}$ with $r=\eta_{v(i)}$. Set $v^{\prime} \stackrel{\text { Def }}{=} g \circ v$. Then $r=\gamma_{v^{\prime}(i)}$. Whence also $\gamma$ satisfies (QGN II).
(3) Let $k \in \mathcal{R}^{(2)}$ be as in Theorem 4.4 Then $\lambda t . k(i, t)$ enumerates the extended graph of function $\eta_{i}$. Since $\gamma$ satisfies (QGN II) there is some $v \in \mathcal{R}^{(1)}$ with $\eta_{i} \gamma_{v(i)}$. Thus, $\eta \leqslant m \gamma$.

It follows that, if $\gamma$ is a quasi Gödel numbering of $\mathcal{S}_{A}^{(1)}$, then $\eta$ is also a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$, exactly if $\eta \equiv_{m} \gamma$. In particular, all quasi-Gödel numberings of $\mathcal{S}_{A}^{(1)}$ are $m$-equivalent. As we will see next, they are maximal among all numberings of $\mathcal{S}_{A}^{(1)}$ satisfying (QGN I), and minimal among those satisfying (QGN II).

Theorem 7.2. Let $\eta$ be a numbering of $\mathcal{S}_{A}^{(1)}$. Then the following three statements are equivalent:

1. $\eta$ is a quasi-Gödel numbering.
2. $\eta$ satifies $(Q G N I)$ and for all numberings $\gamma$ of $\mathcal{S}_{A}^{(1)}$, if $\gamma$ satisfies $(Q G N I)$ then $\gamma \leqslant m \eta$.
3. $\eta$ satifies (QGN II) and for all numberings $\gamma$ of $\mathcal{S}_{A}^{(1)}$, if $\gamma$ satisfies (QGN II) then $\eta \leqslant_{m} \gamma$.

Proof. Assume (11). Then (2) follows with Proposition 7.1(3). Conversely, suppose (2) and let
${ }^{A} \psi$ be a quasi-Gödel numbering as in Theorem 3.2. Then ${ }^{A} \psi \leqslant_{m} \eta$, by our assumption. With Proposition 7.1(2) it follows that $\eta$ satisfies (QGN II). Since it also satisfies (QGN I), $\eta$ is a quasi-Gödel numbering.

In a similar way it follows that (11) and (2) are equivalent.
At the end of Section 4 we pointed out that quasi-Gödel numberings are pre-complete. This will be strengthened next.

Theorem 7.3. Let $\theta$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$. Then the following two statements hold:

1. $\theta$ is complete with the nowhere defined function as distinguished element. This means that for any $p \in \mathcal{P}^{(1)}$ there exists $g \in \mathcal{R}^{(1)}$ such that

$$
\theta_{g(i)}(x)= \begin{cases}\theta_{p(i)}(x) & \text { if } i \in \operatorname{dom}(p) \\ \text { undefined } & \text { otherwise }\end{cases}
$$

2. $\theta$ is cylindrical, that is, $\theta \equiv \theta^{c}$, where $\theta_{\langle i, j\rangle}^{c}=\theta_{j}$.

Proof. (1) Let $k \in \mathcal{R}^{(2)}$ be as in Theorem 4.4 Then $\lambda t$. $k(i, t)$ enumerates the extended graph of $\theta_{i}$. Moreover, let $k^{\prime} \in \mathcal{R}^{(2)}$ be defined by

$$
\begin{aligned}
& k^{\prime}(i, 2 t) \stackrel{\text { Def }}{=}\langle t, 0\rangle \\
& k^{\prime}(i, 2 t+1) \stackrel{\text { Def }}{=} \begin{cases}k\left(i, t \dot{\operatorname{L}}\left(t^{\prime} . p(i) \downarrow t_{t^{\prime}}\right)\right. & \text { if for some } t^{\prime}<t, p(i) \downarrow_{t^{\prime}} \\
\langle t, 0\rangle & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then $\lambda t . k^{\prime}(i, t)$ enumerates the extended graph of $\theta_{i}$, if $i \in \operatorname{dom}(p)$. Otherwise, $\lambda t . k^{\prime}(i, t)$ enumerates the extended graph of the nowhere defined function. Let $g \in \mathcal{R}(1)$ be the function existing by (QGN II). Then we have for $i \in \operatorname{dom} p$ that $\theta_{g(i)}=\theta_{p(i)}$. In the other case, $\theta_{g(i)}$ is nowhere defined.
(2) Let $\theta^{c}$ with $\theta_{\langle i, j\rangle}^{c}=\theta_{j}$ be the cylinder of $\theta$. Then $\theta \leqslant 1 \theta^{c}$. Since by the ErshovMyhill isomorphism theorem [7, p. 295] 1-equivalence coincides with computable isomorphism, it remains to show that also $\theta^{c} \leqslant_{1} \theta$. Let to this end $p \in \mathcal{R}^{(2)}$ be the padding function existing by Theorem 4.13. Then

$$
\theta_{\langle i, j\rangle}^{c}=\theta_{j}=\theta_{p(i, j)}
$$

Thus, $\theta^{c}=\theta \circ g$ with $g(\langle i, j\rangle)=p(j, i)$. That is, $\theta^{c} \leqslant 1 \theta$.
As we have seen above, all quasi-Gödel numberings are $m$-equivalent. Since such numberings possess padding functions, they are even 1-equivalent. With the Ershov-Myhill isomorphism theorem we thus obtain an extension of Rogers' isomorphism theorem 35] for Gödel numberings to quasi-Gödel numberings.

Theorem 7.4 (Isomorphism Theorem). All quasi-Gödel numberings are computably isomorphic.

It follows that a numbering of $\mathcal{S}_{A}^{(1)}$ is a quasi-Gödel numbering, if it is computably isomorphic to a quasi-Gödel numbering.

In Section 2 we fixed a Gödel numbering $\varphi$ to construct a special $\varphi$-standard numbering of $\mathcal{S}_{A}^{(1)}$ which then turned out to be a quasi-Gödel numbering. Thus, every quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$ is computable isomorphic to a special $\varphi$-standard numbering of $\mathcal{S}_{A}^{(1)}$. This result can be strengthened again.

Theorem 7.5. For every quasi-Gödel numbering $\theta$ there is a Gödel numbering $\xi$ so that $\theta$ is a special $\xi$-standard numbering.
Proof. Let ${ }^{A} \varphi$ be the special standard numbering von $\mathcal{S}_{A}^{(1)}$ used in Section 2, Then ${ }^{A} \varphi=\varphi \circ f$, for some $f \in \mathcal{R}^{(1)}$. Moreover, there is a one-to-one and onto function $g \in \mathcal{R}^{(1)}$ with $\theta={ }^{A} \varphi \circ g$. Set $\xi \stackrel{\text { Def }}{=} \varphi \circ g$. Then $\xi$ is a Gödel numbering, and as is readily verified, $\xi \circ\left(g^{-1} \circ f \circ g\right)$ is a special $\xi$-standard numbering of $\mathcal{S}_{A}^{(1)}$. Moreover, $\theta=\xi \circ\left(g^{-1} \circ f \circ g\right)$.

It follows that the construction of a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$ in Section 2 has universal character: every quasi-Gödel numbering is obtained in this way.

In a next step we will examine which other properties the quasi-Gödel numbered set $\left(\mathcal{S}_{A}^{(1)}, \theta\right)$ has as a subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$. Here, a subset $Z \subseteq \mathcal{P}^{(1)}$ with a numbering $\zeta$ is called subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$ if $\zeta \leqslant_{m} \varphi$ (cf. [7, 8]).
$(Z, \zeta)$ is an sn-subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$ if, in addition, there is some $g \in \mathcal{R}^{(1)}$ so that $\zeta \circ g$ is a special $\varphi$-standard n numbering of $Z$.
$(Z, \zeta)$ is called $r$-subobject or retract of $\left(\mathcal{P}^{(1)}, \varphi\right)$ if, in addition, there is an idempotent onto function $H: \mathcal{P}^{(1)} \rightarrow Z$ and some $h \in \mathcal{R}^{(1)}$ such that $H\left(\varphi_{i}\right)=\zeta_{h(i)}$.
$(Z, \zeta)$ is an $n$-subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$ if, in addition, there exist $f \in \mathcal{R}^{(1)}$ such that for all $i \in I_{\varphi}(Z), \varphi_{i}=\zeta_{f(i)}$. In this case the numbering zeta is called $\varphi$-normal (cf. [28]).
$(Z, \zeta)$ is called principal subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$ and $\zeta \varphi$-principal numbering, if for every numbering $\eta$ of $Z$ with $\eta \leqslant_{m} \varphi$ one has that $\eta \leqslant_{m} \zeta$.

As seen above, the quasi-Gödel numbering $\theta$ is computably isomorphic to a special $\varphi$ standard numbering of $\mathcal{S}_{A}^{(1)}$. This shows
Corollary 7.6. $\left(\mathcal{S}_{A}^{(1)}, \theta\right)$ is an sn-subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$,
In Section 3 we have considered a Turing program $M_{A}^{(1)}$ that calls arbitrary Turing programs $P$ so that $M_{A}^{(1)}(P)$ is a program that computes the functions in $\mathcal{S}_{A}^{(1)}$. By considering the semantics of the programs we obtain an idempotent onto map $M_{A}: \mathcal{P}^{(1)} \rightarrow \mathcal{S}_{A}^{(1)}$ such that $M_{A}\left(\varphi_{i}\right)={ }^{A} \varphi_{i}$. As we have seen above, $\theta$ is computably isomorphic to ${ }^{A} \varphi_{i}$.
Theorem 7.7. $\left(\mathcal{S}_{A}^{(1)}, \theta\right)$ is a retract of $\left(\mathcal{P}^{(1)}, \varphi\right)$.
As is shown by Ershov [7, §4], every retract of $\left(\mathcal{P}^{(1)}, \varphi\right)$ is an n-subobject and each nsubobject is a principal subobject of $\left(\mathcal{P}^{(1)}, \varphi\right)$. Thus, every quasi-Gödel numbering $\theta$ of $\mathcal{S}_{A}^{(1)}$ is $\varphi$-normal and a $\varphi$-principal numbering. Since every numbering of $\mathcal{S}_{A}^{(1)}$ that satisfies (QGN I) is $m$-reducible to $\varphi$, it follows with Theorem 7.2 that each $\varphi$-principal numbering of $\mathcal{S}_{A}^{(1)}$ is a quasi-Gödel numbering is. As a consequence, every $\varphi$-normal numbering of $\mathcal{S}_{A}^{(1)}$ is a quasi-Gödel numbering.
Theorem 7.8. Let $\mathrm{HPT}_{A}^{\varphi}$, $\mathrm{NOR}_{A}^{\varphi}$ and $\mathrm{QGN}_{A}^{\varphi}$, respectively, be the set of $\varphi$-principal, $\varphi$-normal and quasi-Gödel numberings of $\mathcal{S}_{A}^{(1)}$. Then

$$
\operatorname{HPT}_{A}^{\varphi}=\mathrm{NOR}_{A}^{\varphi}=\mathrm{QGN}_{A}^{\varphi}
$$

If $B$ is a c.e. superset of $A$ and $\gamma$ a quasi-Gödel numbering of $\mathcal{S}_{B}^{(1)}$, then the above results remain true if $\varphi$ is replaced by $\gamma$ and $\left(\mathcal{P}^{(1)}, \varphi\right)$ by $\left(\mathcal{S}_{B}^{(1)}, \gamma\right)$. In particular we obtain an analogue of Theorem 7.7
Theorem 7.9. $\left(\mathcal{S}_{A}^{(1)}, \theta\right)$ is a retract of $\left(\mathcal{S}_{B}^{(1)}, \gamma\right)$.
So far in this work it was shown that the function classes $\mathcal{S}_{A}^{(n)}$ have a quasi-G" odel number$\operatorname{ing} \theta^{(n)}$ for every infinite c.e. set $A$ and that for this a sufficiently rich computability theory can be developed in which the same results apply as in the computability theory for all partial computable functions. If there are classes of functions that include the total computable functions but do not contain all partial computable functions and for which a satisfactory computability theory can be developed, one naturally wonders whether there are $\subset^{*}$-minimal classes of this kind. Here, $X \subset^{*} Y$, if $X \subset Y$ and $Y \backslash X$ is infinite. We do not want to treat this problem in full generality, but want to examine whether the family BB of sets contains $\subset^{*}$-minimal elements, where

$$
\mathrm{BB} \stackrel{\text { Def }}{=}\left\{\mathcal{R}^{(1)} \cup T \mid T \subseteq \mathrm{ANF}_{\omega}^{(1)} \text { and } \mathcal{R}^{(1)} \cup T \text { has a quasi-Gödel numbering }\right\}
$$

Set $h(0, j) \stackrel{\text { Def }}{=} j$ and $h(i+1, j) \stackrel{\text { Def }}{=} 2^{h(i, j)}$. Then each set $A_{i} \stackrel{\text { Def }}{=}\{h(i, j) \mid j \in \omega\}$ with $i \in \omega$ is computable and infinite. Since $A_{i+1} \subset^{*} A_{i}$, we obtain that BB contains infinite descending chains with respect to $\subset^{*}$.

If every function class in BB were of the form $\mathcal{R}^{(1)} \cup \mathrm{ANF}_{A}^{(1)}$ with an infinite c.e. set $A$, we would of course know that BB contains no $\subset^{*}$-minimal elements, since from any infinite c.e. set one can remove infinitely many elements without destroying the property of being both infinite and c.e. However, we do not know whether there are other sets $T \subseteq \mathrm{ANF}_{\omega}^{(1)}$ for which $\mathcal{R}^{(1)} \cup T$ has a quasi-Gödel numbering. Menzel and Sperschneider 29] show that the family of sets

$$
\left\{\mathcal{R}^{(1)} \cup T \mid T \subseteq \operatorname{ANF}_{\omega}^{(1)} \text { and } \mathcal{R}^{(1)} \cup T \text { enumerable in } \varphi\right\}
$$

does not contain $\subset^{*}$-minimal elements. Here, for a set $X$ with numbering $\delta, Y \subseteq X$ is enumerable in $\delta$ if $Y=\delta[E]$, for some c.e. set $E \subseteq \omega$. If $\mathcal{R}^{(1)} \cup T$ now has a quasi-Gödel numbering, then this is $m$-reducible to $\varphi$. So $\mathcal{R}^{(1)} \cup T$ is also enumerable in $\varphi$. This leads us to the following result:

Theorem 7.10. BB has no $\subset^{*}$-minimal elements.

Let $\mathrm{BN}_{A}$ be the set of numberings of $\mathcal{S}_{A}^{(1)}$ that satisfy Condition (QGN I). As was shown at the beginning of this section, the quasi-Gödel numberings of $\mathcal{S}_{A}^{(1)}$ are just those numberings in $\mathrm{BN}_{A}$ that are maximal with respect to $\leqslant_{m}$. The numberings in $\mathrm{BN}_{A}$ are exactly those numberings of $\mathcal{S}_{A}^{(1)}$ that have a computable universal function (which is however in $\mathcal{P}^{(2)} \backslash \mathcal{S}_{A}^{(2)}$ ). Therefore, these numberings are called computable.

For two numberings $\eta$ and $\gamma$ of $\mathcal{S}_{A}^{(1)}, \eta \oplus \gamma$ defined by

$$
(\eta \oplus \gamma)(2 i) \stackrel{\text { Def }}{=} \eta(i) \quad \text { and } \quad(\eta \oplus \gamma)(2 i+1) \stackrel{\text { Def }}{=} \gamma(i)
$$

is the direct sum of $\eta$ and $\gamma$. Let $[\eta]$ be the equivalence class of all numberings of $\mathcal{S}_{A}^{(1)}$ that are $m$ equivalent with $\eta$. As is well known, the $m$-reducibility relation can be lifted to the equivalence classes yielding a partial order on the set of these classes denoted by $\leqslant$. As shown in [7], the collection of all equivalence classes is an upper semi-lattice, usually called Rogers semi-lattice, with respect to this order with $[\eta \oplus \gamma]$ as least upper bound of $[\eta]$ and $[\gamma]$. Because the direct sum of two computable numberings is computable again, we obtain for the set $\left[\mathrm{BN}_{A}\right] \stackrel{\text { Def }}{=} \mathrm{BN}_{A} / \leqslant m$ :

Proposition 7.11. 1. $\left(\left[\mathrm{BN}_{A}\right], \leqslant\right)$ is a Rogers sub-semi-lattice of the Rogers semi-lattice of all numberings of $\mathcal{S}_{A}^{(1)}$.
2. $\mathrm{QGN}_{A}$ is the greatest element in $\left(\left[\mathrm{BN}_{A}\right], \leqslant\right)$.

As we will see later in this section, $\left(\left[\mathrm{BN}_{A}\right], \leqslant\right)$ is not a lattice. The next result is an analogue of a theorem by Goetze [9, 10] for the Rogers semi-lattice of the computable numberings of $\mathcal{P}^{(1)}$.

Theorem 7.12. Every countable partially ordered set can be isomorphically embedded into the Rogers semi-lattice of computable numberings of $\mathcal{S}_{A}^{(1)}$.

We derive this result in several steps. Let to this end $\theta$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$, $a$ be the least positive element of $A$ and CS be the set of all computable subsets of $\omega$. Then $(\mathrm{CS}, \subseteq)$ is a lattice with the empty set as least element. For every $C \in \mathrm{CS}$ let the numbering $\theta^{C}$ be defined by

$$
\theta_{i}^{C}(x) \stackrel{\text { Def }}{=} \begin{cases}\pi_{1}^{(a+1)}(i) \doteq 1 & \text { if } x=0 \text { and } \pi_{1}^{(a+1)}(i) \in C+1 \\ \vdots & \\ \pi_{a}^{(a+1)}(i) \doteq 1 & \text { if } x=a-1 \text { and } \pi_{1}^{(a+1)}(i) \in C+1, \\ \theta_{\pi_{a+1}^{(a+1)}(i)}(x) & \text { if } x \geqslant a \text { and } \pi_{1}^{(a+1)}(i) \in C+1, \text { or } \pi_{1}^{(a+1)}(i) \notin C+1 \text { and } \\ \text { undefined } & \theta_{\pi_{a+1}^{(a+1)}(i)}(0) \notin C, \\ \text { otherwise. }\end{cases}
$$

Here, $C+1 \stackrel{\text { Def }}{=}\{b+1 \mid b \in C\}$. Note that by the choice of $a$ for all $j$ with $0 \in \operatorname{dom}\left(\theta_{j}\right), \theta_{j}$ is defined at least on an initial segment of $\omega$ of length $a$. Therefore, $\theta_{i}^{C} \in \mathcal{S}_{A}^{(1)}$.

Lemma 7.13. For all $C \in \mathrm{CS}, \theta^{C} \in \mathrm{BN}_{A}$.
Proof. Since $\theta$ satisfies (QGN I) there is an enumeration $h \in \mathcal{R}^{(1)}$ of the extended graph of the universal function of $\theta$. Then we have

$$
\begin{aligned}
& \langle\langle i, x\rangle, z\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda i, x . \theta_{i}^{C}(x)\right) \Leftrightarrow \\
& \quad z=0 \vee \bigvee_{\nu=1}^{n}\left[x=\nu-1 \wedge \pi_{1}^{(a+1)}(i) \in C+1 \wedge z=\pi_{\nu}^{(a+1)}(i)\right] \vee \\
& \quad\left[(\exists t) h(t)=\left\langle\left\langle\pi_{a+1}^{(a+1)}(i), x\right\rangle, z\right\rangle \wedge\left[\left[x \geqslant a \wedge \pi_{1}^{(a+1)}(i) \in C+1\right] \vee\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\pi_{1}^{(a+1)}(i) \notin C+1 \wedge\left(\exists t^{\prime}\right)\left[\pi_{1}^{(2)}\left(h\left(t^{\prime}\right)\right)=\left\langle\pi_{a+1}^{(a+1)}(i), 0\right\rangle \wedge\right.\right.} \\
& \left.\left.\left.\left.\pi_{2}^{(2)}\left(h\left(t^{\prime}\right)\right)>0 \wedge \pi_{2}^{(2)}\left(h\left(t^{\prime}\right)\right) \notin C+1\right]\right]\right]\right]
\end{aligned}
$$

It follows that $\operatorname{graph}_{\mathrm{e}}\left(\lambda i, x . \theta_{i}^{C}(x)\right)$ is c.e. it remains to show that range $\left(\theta^{C}\right)=\mathcal{S}_{A}^{(1)}$. Let to this end $r \in \mathcal{S}_{A}^{(1)}$ with $r=\theta_{j}$. Then

$$
i \stackrel{\text { Def }}{=} \begin{cases}\langle r(0)+1, \ldots, r(a)+1, j\rangle & \text { if dom }(r) \text { is not empty } \\ \langle 0, \ldots, 0, j\rangle & \text { otherwise }\end{cases}
$$

is a $\theta^{C}$-index of $r$.
Note that by Theorem[7.2(3), $\theta^{\varnothing} \leqslant_{m} \theta$. On the other hand, $\theta_{i}=\theta_{\langle 0, \ldots, 0, i\rangle}^{\varnothing}$. Thus, $\theta \equiv_{m} \theta^{\varnothing}$.
Lemma 7.14. $\left(\left\{\left[\theta^{C}\right] \mid C \in \mathrm{CS}\right\}, \leqslant\right)$ is a lattice that is dually isomorphic $z u(\mathrm{CS}, \subseteq)$. The mapping $J(C) \stackrel{\text { Def }}{=}\left[\theta^{C}\right]$ is a dual isomorphism.

Proof. Let $C, E \in \mathrm{CS}$. First, we show that $\theta^{E} \leqslant_{m} \theta^{C}$, if $E \subseteq C$. Consider the following algorithm:

Input: $i$

1. If $\pi_{1}^{(a+1)}(i) \in C+1$ then set $\hat{i}:=i$ and go to Step (4)
2. If $\pi_{1}^{(a+1)}(i) \in E+1 \backslash C+1$ then find $j$ so that

$$
\theta_{j}(x)= \begin{cases}\pi_{1}^{(a+1)}(i)-1 & \text { if } x=0 \\ \vdots & \\ \pi_{a}^{(a+1)}(i)-1 & \text { if } x=a-1 \\ \theta_{\pi_{a+1}^{(a+1)}(i)}(x) & \text { if } x \geqslant a\end{cases}
$$

and set $\hat{i}:=\left\langle\pi_{1}^{(a+1)}(i), \ldots, \pi_{a}^{(a+1)}(i), j\right\rangle$ and go to Step (4).
3. (After the procedure has finished with this step, we know that $\pi_{1}^{(a+1)}(i) \notin E+1$.) Find $j^{\prime}$ with

$$
\theta_{j^{\prime}}(x)= \begin{cases}\theta_{\pi_{a+1}^{(a+1)}(i)}(x) & \text { if } \theta_{\pi_{a+1}^{(a+1}(i)}(0) \notin E \\ \text { undefined } & \text { otherwise }\end{cases}
$$

and set $\hat{i}:=\left\langle\pi_{1}^{(a+1)}(i), \ldots, \pi_{a}^{(a+1)}(i), j^{\prime}\right\rangle$.
4. STOP

Output: $\hat{i}$.
As we will see in the next step, the indices $j$ and $j^{\prime}$ in Steps (22) and (3), respectively, can be computed from $i$. Therefore, the above is really an algorithm. Let $q \in \mathcal{R}^{(1)}$ be the function it computes. Then $\theta^{E}=\theta^{C} \circ q$, that is $\theta^{E} \leqslant_{m} \theta^{C}$.

By Theorem4.4 there is function $k \in \mathcal{R}^{(2)}$ such that for every $i \in \omega, \lambda i, t . k(i, t)$ enumerates the extended graph of $\theta_{i}$. Let

$$
k^{\prime}(i, t) \stackrel{\text { Def }}{=} \begin{cases}\left\langle t, \pi_{1}^{(a+1)}(i)\right\rangle & \text { if } t=0, \\ \vdots & \text { if } t=a-1, \\ \left\langle t, \pi_{a}^{(a+1)}(i)\right\rangle & \text { if } t \geqslant a, \text { and } \pi_{2}^{(2)}\left(k\left(\pi_{a+1}^{(a+1)}(i), t-a\right)\right)=0 \text { or } \\ k\left(\pi_{a+1}^{(a+1)}(i), t-a\right) \\ & \pi_{1}^{(2)}\left(k\left(\pi_{a+1}^{(a+1)}(i), t \dot{-a)}\right) \geqslant a,\right. \\ \langle 0,0\rangle & \text { otherwise },\end{cases}
$$

$$
\begin{aligned}
& Q(i, t) \Leftrightarrow \pi_{1}^{(2)}\left(k\left(\pi_{a+1}^{(a+1)}(i), t\right)\right)=0 \wedge \pi_{2}^{(2)}\left(k\left(\pi_{a+1}^{(a+1}(i), t\right)\right) \notin E+1 \\
& k^{\prime \prime}(i, t) \stackrel{\operatorname{Def}}{=} \begin{cases}k\left(\pi_{a+1}^{(a+1)}(i), t-\mu t^{\prime} \leqslant t . Q\left(i, t^{\prime}\right)\right) & \text { if for some } t^{\prime} \leqslant t, Q\left(i, t^{\prime}\right) \\
\langle t, 0\rangle & \text { otherwise. }\end{cases}
\end{aligned}
$$

Then $\lambda t . k^{\prime}(i, t)$ enumerates the extended graph of the function $\theta_{j}$ defined in Step (2) of the above algorithm and $\lambda i, t . k^{\prime \prime}(i, t)$ the extended graph of the function $\theta_{j^{\prime}}$ defined in Step (3). Let $v^{\prime}, v^{\prime \prime} \in \mathcal{R}^{(1)}$ be the functions now existing by Condition (QGN II). Then $\theta_{j}=\theta_{v^{\prime}(i)}$ and $\theta_{j^{\prime}}=\theta_{v^{\prime \prime}(i)}$. Thus, we can effectively find indices $j$ and $j^{\prime}$ from given $i$ with the required properties.

Next, we show that also conversely, $\theta^{E} \leqslant m \theta^{C}$ implies $C \subseteq E$. To this end we need the following result:

Let $B$ be a computable set. Then the set $\left\{i \mid \theta^{B}(0)=y\right\}$ is computable, exactly if $y \in B$. (5)
which we will prove in a later step.
Assume that $\theta^{E} \leqslant_{m} \theta^{C}$ and suppose that $y \in C$. Then we ned to show that $y \in E$. Since $y \in C$, it follows with (5) that the set $\left\{i \mid \theta^{C}(0)=y\right\}$ is computable. Because $\theta^{E} \leqslant m \theta^{C}$, it follows that $\left\{i \mid \theta^{E}(0)=y\right\}$ is computable as well. Hence $y \in E$, again by (5).

Thus, we have shown that $J$ is a dual isomorphism. Since $(C S, \subseteq)$ is a lattice, the same holds for $\left(\left\{\left[\theta^{C}\right] \mid C \in \mathrm{CS}\right\}, \leqslant\right)$.

Finally, we derive the statement in (5). If $y \in B$ then $\theta_{i}^{B}(0)=y$, exactly if $\pi_{1}^{(a+1)}(i)=y+1$. Therefore, the set $\left\{i \mid \theta_{i}^{B}(0)=y\right\}$ is computable. If $y \notin B$, then we have that

$$
\theta_{i}^{B}(0)=y \Leftrightarrow \pi_{1}^{(a+1)}(i) \notin B+1 \wedge \theta_{\pi_{a+1}^{(a+1)}(i)}(0)=y
$$

By Rice's theorem the set $\left\{j \mid \theta_{j}(0)=y\right\}$ is not computable, for every $y \in \omega$. As $B$ is computable it follows that the set $\left\{i \mid \theta_{i}^{B}(0)=y\right\}$ cannot be computable.

Goetze 10 has shown that every countable partially ordered set can be isomorphically embedded in the lattice of all computable set. By Lemma 7.14 it therefore follows that every such set can be isomorphically embedded in the Rogers semi-lattice of computable numberings of $\mathcal{S}_{A}^{(1)}$. This concludes the proof of Theorem 7.12

In the next section we will show that $\mathcal{S}^{(1)}$ is an effectively given domain with properties as considered in [41, Theorem 3.1]. As a consequence we obtain that the Rogers semi-lattice of computable numberings of $\mathcal{S}_{A}^{(1)}$ contains a Friedberg numbering, that is a one-to-one computable numbering. As in Khutoretskiĭ [24, Corollary 2] one even obtains that there are infinitely many Friedberg numberings of $\mathcal{S}_{A}^{(1)}$ which are pairwise incomparable with respect to $m$-reducibiility. Pour-El [32] shows that the equivalence class $[\gamma]$ generated by a Friedberg numbering of $\mathcal{S}_{A}^{(1)}$ is minimal in $\left(\mathrm{BN}_{A}, \leqslant\right)$.

Theorem 7.15. $\left(\mathrm{BN}_{A}, \leqslant\right)$ is not a lattice.
$\left(\mathrm{BN}_{A}, \leqslant\right)$ also contains minimal elements that are not generated by Friedberg numberings, A numbering $\eta$ of $\mathcal{S}_{A}^{(1)}$ is called positive, if $\left\{\langle i, j\rangle \mid \eta_{i}=\eta_{j}\right\}$ is c.e. Ershov [7] p. 303] shows that the equivalence class generated by a positive numbering is minimal in the Rogers semi-lattice of numberings of a given set.
Theorem 7.16. $\mathcal{S}_{A}^{(1)}$ has a positive computable numbering to which no Friedberg numbering can be reduced.

Proof. The general construction is given by Khutoretskiĭ [24, Example 1]. Here we verify the assumptions made. Let $f \in \mathcal{R}^{(1)}$. The we have to show that the sets

$$
\left\{g \in \mathcal{S}_{A}^{(1)} \mid \operatorname{graph}(g) \subseteq \operatorname{graph}(f)\right\} \quad \text { and } \quad\left\{g \in \mathcal{S}_{A}^{(1)} \mid \operatorname{graph}(g) \leftrightarrows \operatorname{graph}(f)\right\}
$$

can be numbered in a one-to-one way so that the universal functions of these numberings have a c.e. graph. This, however, is a consequence of Mal'cev [27, Theorem 5], if the classes can be enumerated in a quasi-Gödel numbering $\theta$ of $\mathcal{S}_{A}^{(1)}$ and the sets

$$
\left\{i \mid \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \subset \operatorname{graph}(f)\right\} \quad \text { and } \quad\left\{i \mid \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \notin \operatorname{graph}(f)\right\}
$$

are c.e. Note that

$$
\operatorname{graph}\left(\alpha_{i}^{(1)} \subset \operatorname{graph}(f) \Leftrightarrow(\forall x<\lg (i)) \alpha_{i}^{(1)}(x)=f(x)\right.
$$

Since $f \in \mathcal{R}^{(1)}$ it follows that both sets are even computable.
Let $C=\left\{i \mid \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \subset \operatorname{graph}(f)\right\}$ and $g \in \mathcal{R}^{(1)}$ with $\alpha^{(1)}=\theta \circ g$. Moreover, let $j$ be a $\theta$-index of $f$. Then

$$
\left\{g \in \mathcal{S}_{A}^{(1)} \mid \operatorname{graph}(g) \subseteq \operatorname{graph}(f)\right\}=\theta[\{j\} \cup g[C]]
$$

Thus, $\left\{g \in \mathcal{S}_{A}^{(1)} \mid \operatorname{graph}(g) \subseteq \operatorname{graph}(f)\right\}$ is enumerable in $\theta$.
Because of Condition (QGN I) there is some $h \in \mathcal{R}^{(1)}$ that enumerates the extended graph of the universal function of $\theta$. Then we have that

$$
\operatorname{graph}\left(\theta_{i}\right) \nsubseteq \operatorname{graph}(f) \Leftrightarrow(\exists x)(\exists t) \pi_{1}^{(2)}(h(t))=\langle i, x\rangle \wedge \pi_{2}^{(2)}(h(t))>0 \wedge \pi_{2}^{(2)}(h(t)) \neq f(x)+1
$$

Thus, $\left\{i \mid \operatorname{graph}\left(\theta_{i}\right) \nsubseteq \operatorname{graph}(f)\right\}$ is c.e. and hence $\left\{g \in \mathcal{S}_{A}^{(1)} \mid \operatorname{graph}(g) \nsubseteq \operatorname{graph}(f)\right\}$ enumerable in $\theta$.

## $8 \quad \hat{\mathcal{S}}_{A}^{(1)}$ as effectively given domain

Let $(D, \sqsubseteq)$ be a poset. $D$ is pointed if it contains a least element $\perp$. A subset $L$ of $D$ is directed, if it is non-empty and every pair of elements in $L$ has an upper bound in $L . D$ is a directed-complete partial order(dcpo), if every directed subset $L$ of $D$ has a least upper bound $\bigsqcup L$ in $D$.

Let $(D, \sqsubseteq)$ and $\left(D^{\prime}, \sqsubseteq^{\prime}\right)$ be posets. Then a map $G: D \rightarrow D^{\prime}$ is $S c o t t$-continuous, if it is monotone and for any directed subset $L$ of $D$ with existing least upper bound, $G(\bigsqcup L)=$ $\bigsqcup^{\prime} G[L]$.

Assume that $x, y$ are elements of a poset $D$. Then $x$ is said to approximate $y$, written $x \ll y$, if for any directed subset $L$ of $D$ the least upper bound of which exists in $D$, the relation $y \sqsubseteq \bigsqcup L$ always implies the existence of some $u \in L$ with $x \sqsubseteq u$. Moreover, $x$ is compact if $x \ll x$. A subset $B$ of $D$ is a basis of $D$, if for each $x \in D$ the set $B_{x}=\{u \in B \mid u \ll x\}$ contains a directed subset with least upper bound $x$. Note that the set of all compact elements of $D$ is included in every basis of $D$. A directed-complete pointed partial order $D$ is said to be continuous (or a domain) if it has a basis and it is called algebraic (or an algebraic domain) if its compact elements form a basis. Note we here assume that a domain is always pointed which is not usually the case in the literature. Standard references for domain theory and its applications are [47, 13, 2, 42, 3, 12 .

Lemma 8.1. Let $D$ and $D^{\prime}$ be domains. Then the following statements hold:

1. The approximation relation $\ll$ is transitive.
2. $x \ll y \Rightarrow x \sqsubseteq y$.
3. $u \sqsubseteq x \ll y \sqsubseteq z \Rightarrow x \ll z$.
4. $\perp \ll x$.
5. $B_{x}$ is directed with respect to $\ll$.
6. $G: D \rightarrow D^{\prime}$ is Scott-continuous, exactly if for all $x \in D, G(x)=\bigsqcup^{\prime} G\left[B_{x}\right]$.

Note that by Property (3) we have that $x \ll y$ exactly if $x \sqsubseteq y$, in case that $x$ or $y$ is compact.

Definition 8.2. Let $D$ be a continuous domain with countable basis $B$ and a numbering $\beta: \omega \rightarrow$ $B$. Then $D$ is said to be effectively given if the set $\left\{\langle i, j\rangle \mid \beta_{i} \ll \beta_{j}\right\}$ is c.e.

If $D$ is effectively given, then an element $x$ is computable if $\beta^{-1}\left[B_{x}\right]$ is c.e. Let $D_{c}$ be the set of all computable elements of $D$. If $D^{\prime}$ is another domain, say with basis $B^{\prime}$ and numbering $\beta^{\prime}$ so that $D^{\prime}$ is effectively given, then a map $G: D \rightarrow D^{\prime}$ is computable, of $G$ is Scott-continuous and $\left\{\langle i, j\rangle \mid \beta_{j}^{\prime} \ll G\left(\beta_{i}\right)\right\}$ is c.e. Note that for computable maps $G, G\left[D_{c}\right] \subseteq D_{c}^{\prime}$.
Definition 8.3. Let $D$ be an effectively given domain. Then a numbering $\eta: \omega \rightarrow D_{c}$ of the computable elements of $D$ is called admissible if it satisfies the following two requirements:
(A I) $\left\{\langle i, j\rangle \mid \beta_{i} \ll \eta_{j}\right\}$ is c.e.
(A II) There is a function $d \in \mathcal{R}^{(1)}$ such that for all $i \in \omega$, if $\beta\left[W_{i}\right]$ is directed then $\eta_{d(i)}=$ $\bigsqcup \beta\left[W_{i}\right]$.
Weihrauch and Deil 45] have shown that for every effectively given domain an admissible numbering can be constructed.

Proposition 8.4 (Weihrauch, Deil, 1980). Let $D$ be an effectively given domain and let $\eta$ be an admissible and $\gamma$ an arbitrary numbering of its computable elements. Then the following statements hold:

1. $\eta$ is complete with special element $\perp$.
2. $\gamma$ satisfies $(A I) \Leftrightarrow \gamma \leqslant m \eta$.
3. $\gamma$ satisfies (A II) $\Leftrightarrow \eta \leqslant_{m} \gamma$.
4. $\gamma$ is admissible $\Leftrightarrow \eta \equiv_{m} \gamma \Leftrightarrow \eta \equiv \gamma$.

Since $\eta$ is complete, it follows with a result of Ershov [7, p. 332] that $\eta$ is cylindrical. As follows from the definition of an effectively given domain, all basic elements are computable. Moreover, if $\gamma$ is any numbering of $D_{c}$ satisfying (A II) then $\beta \leqslant_{m} \gamma$.

Lemma 8.5. Let $D$ be an effectively given domain with basis $B$ and numbering $\beta$ of the basis elements. Moreover, let $\eta$ be a numbering of $D_{c}$ that satisfies (A I). Then there is a function $r \in \mathcal{R}^{(2)}$ such that for all $i, j \in \omega$ with $\beta_{i} \ll \eta_{j}$ the following statements hold:

1. $\varphi_{r(i, j)} \in \mathcal{R}^{(1)}$,
2. $\beta(i) \ll \beta\left(\varphi_{r(i, j)}(0)\right)$,
3. $\beta\left(\varphi_{r(i, j)}(a)\right) \ll \beta\left(\varphi_{r(i, j)}(a+1)\right) \quad(a \in \omega)$,
4. $\eta(j)=\bigsqcup_{a} \beta\left(\varphi_{r(i, j)}(a)\right)$.

Proof. Let $E_{i j} \stackrel{\text { Def }}{=}\{a \mid \beta(i) \ll \beta(a) \ll \eta(j)\}$. Then $E_{i j}$ is c.e. Thus, there is some function $q \in \mathcal{R}^{(2)}$ so that $E_{i j}=W_{q(i, j)}$. Since $B_{\eta(j)}$ is directed with respect to $\ll$, the same holds for $\beta\left[E_{i j}\right]$. It follows that $\bigsqcup \beta\left[E_{i j}\right]$ exists. Moreover, $\bigsqcup \beta\left[E_{i j}\right] \sqsubseteq \eta(j)$. Let $i, j$ be such that $\beta(i) \ll \eta(j)$. Since $B_{\eta(j)}$ is directed with respect to $\ll$, we have that for any $u \in B_{\eta(j)}$ there is some $u^{\prime} \in \beta\left[E_{i j}\right]$ with $u \ll u^{\prime}$. Thus $E_{i j}$ is non-empty and in addition, $\eta(j) \sqsubseteq \bigsqcup \beta\left[E_{i j}\right]$. Hence, $\eta(j)=\bigsqcup \beta\left[E_{i j}\right]$.

In the sequel let $s \in \mathcal{R}^{(1)}$ such that $\varphi_{s(a)}$ is a total function enumerating $W_{a}$, if $W_{a}$ is non-empty. Moreover, let $k \in \mathcal{R}^{(2)}$ with $W_{k(a, c)}=W_{a} \cap W_{c}$, Then define $g \in \mathcal{R}^{(3)}$ by

$$
\begin{aligned}
& g(i, j, 0) \stackrel{\text { Def }}{=} \varphi_{s(q(i, j))}(0) \\
& g(i, j, a+1) \stackrel{\text { Def }}{=} \varphi_{s\left(k\left(q(g(i, j, a), j), q\left(\varphi_{s(q(i, j))}(a+1), j\right)\right)\right)}(0)
\end{aligned}
$$

Then $g(i, j a+1) \in E_{g(i, j, a) j} \cap E_{\bar{\imath} j}$, where $\bar{\imath}$ is the $(a+1)$-st element of $E_{i j}$ in the enumeration $\varphi_{s(q(i, j))}$. Because $\beta\left[E_{i j}\right]$ is directed with respect to $\ll$, we have that $E_{g(i, j, a) j} \cap E_{\bar{\imath} j}$ is nonempty. Therefore, $g(i, j, a+1)$ is defined. Furthermore, for all $a, \beta(i) \ll \beta(g(i, j, a+1))$, from which we obtain that $\bigsqcup \beta\left[E_{i j}\right] \sqsubseteq \bigsqcup_{a} \beta(g(i, j, a))$. Conversely, since for all $a, g(i, j, a) \in E_{i j}$, we also have that $\bigsqcup_{a} \beta(g(i, j, a)) \sqsubseteq \bigsqcup \beta\left[E_{i j}\right]$. Thus, $\bigsqcup_{a} \beta(g(i, j, a))=\bigsqcup \beta\left[E_{i j}\right]=\eta(j)$. Now, let $r \in \mathcal{R}_{(2)}$ with $\varphi_{r(i, j)}(a)=g(i, j, a)$. Then $r$ is as required.

For the next consequence choose $i$ such that $\beta(i)=\perp$.
Corollary 8.6. For every $x \in D_{c}$, there is a function $p \in \mathcal{R}^{(1)}$ so that

1. $\beta(p(a)) \ll \beta(p(a+1)) \quad(a \in \omega)$,
2. $x=\bigsqcup_{a} \beta(p(a))$.

After these more technical results which we will need later, we now start investigating the relationship of the function classes $\widehat{\mathcal{S}}_{A}^{(n)}$ with domains. Again we will restrict ourselves to considering only the classes $\widehat{\mathcal{S}}_{A}^{(1)}$.
Theorem 8.7. Let $A \subseteq \omega$ be a c.e. infinite set and for $f, g \in \widehat{\mathcal{S}}_{A}^{(1)}$ set
$f \sqsubseteq g \Leftrightarrow \operatorname{graph}(f) \subseteq \operatorname{graph}(g)$.
Then $\left(\widehat{\mathcal{S}}_{A}^{(1)}, \sqsubseteq\right)$ is an effectively given algebraic domain such that:

1. The nowhere defined function is the least element.
2. The initial segment functions in $\mathrm{ANF}_{A}^{(1)}$ are exactly the compact elements.
3. The functions in $\mathcal{S}_{A}^{(1)}$ are the computable elements.
4. For numberings of $\mathcal{S}_{A}^{(1)}$, Conditions (QGN I) and (AI) as well as (QGN II) and (A II) are equivalent. In particular, the quasi-Gödel numberings are exactly the admissible numberings.
5. The computability notions for operators $G: \hat{\mathcal{S}}_{A}^{(1)} \rightarrow \widehat{\mathcal{S}}_{A}^{(1)}$ in Definition 6.3 and in this section coincide.
Proof. If $L \subseteq \widehat{\mathcal{S}}_{A}^{(1)}$ is directed with respect to $\sqsubseteq$, then $L$ has to be a chain. Thus the union of the graphs of the functions in $L$ is again the graph of a function. This function must be in $\hat{\mathcal{S}}_{A}^{(1)}$. It is the least upper bound of $L$ with respect to $\sqsubseteq$. Thus, $\widehat{\mathcal{S}}_{A}^{(1)}$ is directed-complete. Obviously the nowhere defined function is the least element. Every function in $\widehat{\mathcal{S}}_{A}^{(1)}$ is the least upper bound of its restrictions to initial segments of $\omega$ with length in $A$. So, the functions in AnF ${ }_{A}^{(1)}$ form a basis.
(21) All functions in $\mathrm{ANF}_{A}^{(1)}$ are compact. To see this let $p \in \mathrm{ANF}_{A}^{(1)}$ and $L$ be a directed subset of $\hat{\mathcal{S}}_{A}^{(1)}$ with $p \sqsubseteq \bigsqcup L$. Then $\operatorname{graph}(p) \subseteq \bigcup\{\operatorname{graph}(q) \mid q \in L\}$. Since $\operatorname{graph}(p)$ is finite, it is covered by the union of the graphs of finitely many functions in $L$. Because this union is again contained in the graph of some function $r \in L$, as $L$ is directed, we have that $p \sqsubseteq r$. Conversely, if $f \in \widehat{\mathcal{S}}_{A}^{(1)}$ is compact, then consider the directed set $L$ of all functions $s \in \operatorname{ANF}_{A}^{(1)}$ with $s \sqsubseteq f$. Then $f \sqsubseteq \bigsqcup L$. By compactness there is some $s \in L$ with $f \sqsubseteq s$. Since $s \in \mathrm{ANF}_{A}^{(1)}$, the same must hold for $f$. Thus, the domain $\widehat{\mathcal{S}}_{A}^{(1)}$ is algebraic.

With Lemma 6.1(4) and Statement (4) we obtain that $\left\{\langle i, j\rangle \mid \alpha_{i}^{(1)} \sqsubseteq \alpha_{j}^{(1)}\right\}$ is c.e. Thus, the domain $\widehat{\mathcal{S}}_{A}^{(1)}$ is effectively given with respect to the numbering $\alpha^{(1)}$ of the basis.
(3) Let $f \in \mathcal{S}_{A}^{(1)}$. Then it follows with Lemma 6.1(5) that $\left\{i \mid \alpha_{i}^{(1)} \sqsubseteq f\right\}$ is c.e. Hence, $f \in\left(\widehat{\mathcal{S}}_{A}^{(1)}\right)_{c}$. Conversely, if $f \in\left(\widehat{\mathcal{S}}_{A}^{(1)}\right)_{c}$ then $\left\{i \mid \alpha_{i}^{(1)} \sqsubseteq f\right\}$. Since $\operatorname{graph}(f)=\bigcup\{\operatorname{graph}(s) \mid s \in$ $\left.\mathrm{ANF}_{A}^{(1)} \wedge s \sqsubseteq f\right\}$ we have,

$$
\langle x, y\rangle \in \operatorname{graph}(f) \Leftrightarrow(\exists i) \alpha_{A}^{(1)} \sqsubseteq f \wedge \lg (i)>x \wedge\langle\langle i, x\rangle, y+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, z . \alpha_{a}^{(1)}(z)\right)
$$

Because the extended graph of the universal function of $\alpha^{(1)}$ is computable, by Lemma 6.1(2), it follows that $\operatorname{graph}(f)$ is c.e. With Lemma 5.2(2) we therefore have that $f \in \mathcal{S}_{A}^{(1)}$.
(4) As in the proof of Lemma 6.1(5) it is only required that $\theta$ satisfies Condition (QGN I), it follows that every numbering of $\mathcal{S}_{A}^{(1)}$ with Property (QGN I) satisfies Condition (A I). Conversely, assume that $\theta$ is a numbering of $\mathcal{S}_{A}^{(1)}$ satisfying Condition (A I). Then it follows as in the proof of Statement (3) that $\operatorname{graph}_{\mathrm{e}}\left(\lambda j, x . \theta_{j}(x)\right)$ is c.e. Thus, $\theta$ meets Requirement (QGN I).

Next assume that $\theta$ has Property (QGN II) and let $\alpha^{(1)}\left[W_{i}\right]$ be directed. Then there exists some $r \in \widehat{\mathcal{S}}_{A}^{(1)}$ with $r=\bigsqcup \alpha^{(1)}\left[W_{i}\right]$. Hence,

$$
\operatorname{graph}(r)=\left\{\langle x, y\rangle \mid(\exists j) j \in W_{i} \wedge\langle\langle j, x\rangle, y+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda a, z \cdot \alpha_{a}^{(1)}(z)\right)\right\}
$$

which implies that $r \in \mathcal{S}_{A}^{(1)}$. As we moreover see, graph $_{\mathrm{e}}(r)$ can be uniformly enumerated in $i$. Therefore, by Condition (QGN II), there is a function $v \in \mathcal{R}^{(1)}$ so that $\theta_{v(i)}=r=\bigsqcup \alpha^{(1)}\left[W_{i}\right]$. Thus, $\theta$ fulfils Requirement (A II). Since, for any $k \in \mathcal{R}^{(2)}$, the set $\left\{j \mid \operatorname{graph}_{\mathrm{e}}\left(\alpha^{(1)}\right) \subseteq\right.$ range $(\lambda t$. $k(i, t))\}$ is c.e., uniformly in $i$, it conversely follows that $\theta$ has Property (QGN II), once it satisfies Requirement (A II).
(51) Let $C \subset \omega$ be a c.e. set that defines $G$. Then

$$
\begin{aligned}
\operatorname{graph} & \left(\alpha_{i}^{(1)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{j}^{(1)}\right)\right) \\
\Leftrightarrow & (\forall x<\lg (i))(\exists a)\left\langle\left\langle\langle x\rangle, \alpha_{i}^{(1)}(x)\right\rangle, a\right\rangle \in C \wedge(\forall c \leqslant \operatorname{lth}(a))(a)_{c} \in \operatorname{graph}\left(\alpha_{j}^{(1)}\right) \\
\Leftrightarrow & (\forall x<\lg (i))(\exists y)(\exists a)\langle\langle i, x\rangle, y+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, z \cdot \alpha_{b}^{(1)}(z)\right) \wedge\langle\langle\langle x\rangle, y\rangle, a\rangle \in C \wedge \\
& (\forall c \leqslant \operatorname{lth}(a))\left\langle\left\langle j, \pi_{1}^{(2)}\left((a)_{c}\right)\right\rangle, \pi_{2}^{(2)}\left((a)_{c}\right)+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, z \cdot \alpha_{b}^{(1)}(z)\right) .
\end{aligned}
$$

By Lemma 6.1(2) graph $_{\mathrm{e}}\left(\lambda a, z . \alpha_{a}^{(1)}(z)\right)$ is c.e. With the Tarski-Kuratowski algorithm [36] we can now bring this expression in a $\Sigma_{1}$-form from which we see that $\left\{\langle i, j\rangle \mid \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \subseteq\right.$ $\left.\operatorname{graph}\left(G\left(\alpha_{j}^{(1)}\right)\right)\right\}$ is c.e.

Conversely assume that $V \stackrel{\text { Def }}{=}\left\{\langle i, j\rangle \mid \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{j}^{(1)}\right)\right)\right\}$ is c.e. Moreover, Let $r \in \widehat{\mathcal{S}}_{A}^{(1)}$. By the continuity of $G$ have that

$$
\begin{aligned}
\langle\langle x\rangle, z\rangle \in & \operatorname{graph}(G(r)) \\
\Leftrightarrow & (\exists i)(\exists a) \alpha_{i}^{(1)} \sqsubseteq G\left(\alpha_{a}^{(1)}\right) \wedge\langle x, z\rangle \in \operatorname{graph}\left(\alpha_{i}^{(1)}\right) \wedge \alpha_{a}^{(1)} \sqsubseteq r \\
\Leftrightarrow & (\exists \bar{a})(\exists a)(\exists i)\langle\langle i, x\rangle, z+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, u \cdot \alpha_{b}^{(1)}(u)\right) \wedge\langle i, a\rangle \in V \wedge \\
& \operatorname{lth}(\bar{a})=\lg (a) \wedge(\forall c \leqslant \lg (a)) \pi_{1}^{(2)}\left((\bar{a})_{c}\right)=c \wedge \\
& \left\langle\langle a, c\rangle, \pi_{2}^{(2)}\left((\bar{a})_{c}\right)+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, u \cdot \alpha_{b}^{(1)}(u)\right) \wedge(\bar{a})_{c} \in \operatorname{graph}(r) .
\end{aligned}
$$

Therefore by setting

$$
\begin{aligned}
& C \stackrel{\text { Def }}{=}\left\{\langle\langle\langle x\rangle, z\rangle, \bar{a}\rangle \mid(\exists a)(\exists i)\langle\langle i, x\rangle, z\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, u . \alpha_{b}^{(1)}(u)\right) \wedge\langle i, a\rangle \in V \wedge\right. \\
&\left.\operatorname{lth}(\bar{a})=\lg (a) \wedge \pi_{1}^{(2)}\left((\bar{a})_{c}\right)=c \wedge\left\langle\langle a, c\rangle, \pi_{2}^{(2)}\left((\bar{a})_{c}\right)+1\right\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda b, u \cdot \alpha_{b}^{(1)}(u)\right)\right\},
\end{aligned}
$$

we obtain that $C$ is c.e. and defines $G$.
The next result shows that each of the algebraic domains $\widehat{\mathcal{S}}_{A}^{(1)}$ can be computably mapped onto any other effectively given domain. For the proof we need an extension of a result by Weihrauch and Schäfer 46].

Proposition 8.8. Let $D$ be an effectively given domain with basis $B$ and numbering $\beta$ of the base elements. Then there is a computable operator $D: \widehat{\mathcal{S}}_{\omega}^{(1)} \rightarrow \widehat{\mathcal{S}}_{\omega}^{(1)}$ such that the following statements hold for $f, g \in \widehat{\mathcal{S}}_{\omega}^{(1)}$,

1. If $f \in \mathcal{R}^{(1)}$ then also $G(f) \in \mathcal{R}^{(1)}$.
2. If $f \in \mathrm{ANF}_{\omega}^{(1)}$ then also $G(f) \in \mathrm{ANF}_{\omega}^{(1)}$.
3. For all $a \in \operatorname{dom}(G(f)), \beta(G(f)(a)) \ll \beta(G(f)(a+1))$.
4. If $\beta[\operatorname{range}(f)]$ is directed then $\bigsqcup_{a} \beta(G(f)(a)) \sqsubseteq \bigsqcup \beta[$ range $(f)]$.
5. If $f \in \mathcal{R}^{(1)}$ and $\beta[$ range $(f)]$ is directed then $\bigsqcup_{a} \beta(G(f)(a))=\bigsqcup \beta[$ range $(f)]$.
6. If $f \sqsubseteq g$ then $\bigsqcup_{a} \beta(G(f)(a)) \sqsubseteq \bigsqcup_{a} \beta(G(g)(a))$.
7. For $f \in \mathrm{ANF}_{\omega}^{(1)}, \bigsqcup_{a} \beta(G(f)(a)) \in B$.

Proof. Since $\left\{\langle i, j\rangle \mid \beta_{i} \ll \beta_{j}\right\}$ is c.e., there are functions $k \in \mathcal{R}^{(2)}$ and $h \in \mathcal{R}^{(1)}$ so that $\lambda t$. $k(t, j)$ enumerates $\left\{i \mid \beta_{i} \ll \beta_{j}\right\}$ and $h$ enumerates $\left\{\langle i, j\rangle \mid \beta_{i} \ll \beta_{j}\right\}$. Now, we define functions $q, p, r \in \mathcal{R}^{(1)}$ :

If $\operatorname{lth}(a) \leqslant 1$, we set

$$
p(a) \stackrel{\text { Def }}{=} q(a) \stackrel{\text { Def }}{=} i_{\perp} \quad \text { and } \quad r(a) \stackrel{\text { Def }}{=} 1
$$

Here, $i_{\perp}$ is a $\beta$-index of $\perp$.
In case that $a=\llbracket a_{0}, \ldots, a_{m+1} \rrbracket$ and $q\left(a^{\prime}\right)$ as well as $p\left(a^{\prime}\right)$ and $r\left(a^{\prime}\right)$ are already defined for $a^{\prime}=\llbracket a_{0}, \ldots, a_{m} \rrbracket$, say $r\left(a^{\prime}\right)=\langle t, c\rangle$, then we define $q(a), p(a)$ and $r(a)$ as follows: if there is $\langle i, j\rangle \leqslant m+1$ with

$$
\left\{\left\langle k\left(c, a_{t}\right), k\left(j, a_{i}\right)\right\rangle,\left\langle p\left(a^{\prime}\right), k\left(j, a_{i}\right)\right\rangle\right\} \subset\{h(0), \ldots, h(m+1)\},
$$

then set

$$
\begin{aligned}
& q(a) \stackrel{\text { Def }}{=} p\left(a^{\prime}\right), \\
& p(a) \stackrel{\text { Def }}{=} k\left(j, a_{i}\right), \text { for the smallest number }\langle i, j\rangle \text { with this property, } \\
& r(a) \stackrel{\text { Def }}{=} r\left(a^{\prime}\right)+1
\end{aligned}
$$

If there is no such number $\langle i, j\rangle$, then set

$$
\begin{aligned}
& q(a) \stackrel{\text { Def }}{=} \pi_{1}^{(2)}\left(\mu\langle b, a\rangle .\left\{\left\langle q\left(a^{\prime}\right), b\right\rangle,\left\langle b, p\left(a^{\prime}\right)\right\rangle\right\} \subseteq\{h(0), \ldots, h(n)\}\right), \\
& p(a) \stackrel{\text { Def }}{=} p\left(a^{\prime}\right) \\
& r(a) \stackrel{\text { Def }}{=} r\left(a^{\prime}\right)
\end{aligned}
$$

As follows form the definition, $\beta_{q\left(a^{\prime}\right)} \ll \beta_{p\left(a^{\prime}\right)}$. By Lemma 8.1 (5) there is thus always a number $\langle b, n\rangle$ with the above property. Hence, $q(a)$ is defined also in this case.

In addition to the above let $v \in \mathcal{R}^{(1)}$ with

$$
\begin{aligned}
& v(\llbracket \text { empty sequence } \rrbracket) \stackrel{\text { Def }}{=} \llbracket \text { empty sequence } \rrbracket, \\
& v\left(\llbracket a_{0}, \ldots, a_{m} \rrbracket\right) \stackrel{\text { Def }}{=} \llbracket\left\langle 0, a_{0}\right\rangle, \ldots,\left\langle m, a_{m}\right\rangle \rrbracket .
\end{aligned}
$$

Moreover, let

$$
C \stackrel{\text { Def }}{=}\{\langle\langle\operatorname{lth}(a), q(a)\rangle, v(a)\rangle \mid a \in \omega\} .
$$

Then $C$ is c.e. As is readily seen, $C$ defines a computable operator $G$ on $\widehat{\mathcal{S}}_{\omega}^{(1)}$. For $f \in \widehat{\mathcal{S}}_{\omega}^{(1)}$ with non-empty domain it follows that $\operatorname{dom}(f)=\operatorname{dom}(G(f)) . G$ maps the nowhere defined function onto the function that for 0 has value $i_{\perp}$, and is undefined, otherwise. This implies Statements (11) and (21).

Let $\bar{f}(m) \stackrel{\text { Def }}{=} \llbracket f(0), \ldots, f(m) \rrbracket$. Then we obtain from the definition of $G$ that for $a^{\prime}=\bar{f}(m)$ and $a=\bar{f}(m+1), G(f)(m)=q\left(a^{\prime}\right)$ and $G(F)(m+1)=q(a)$. Since $\beta_{q\left(a^{\prime}\right)} \ll \beta_{q(a)}$, this proves Statement (3). In particular, we have that $\bigsqcup_{a} \beta(G(f)(a))$ exists. Moreover, Statements (6) and
(7) follow, because $G$ is monotone by Theorem 6.4 and by Statement (2), $\operatorname{dom}(G(f))$ is finite, for functions $f \in \mathrm{ANF}_{\omega}^{(1)}$.

For Statements (4) and (5), finally, let $f \in \mathcal{R}^{(1)}$ so that $\beta[$ range $(f)]$ is directed. First, we show that the sequnce $(r(\bar{f}(m)))_{m \in \omega}$ is unbounded. Assume that $r(\bar{f}(m))=\langle t, c\rangle$. Since the set $\{u \in B \mid u \ll \square \beta[\operatorname{range}(f)]\}$ is directed with respect to $\ll$ by Lemma 8.1(5), there is some $m^{\prime} \geqslant m$ and a number $\langle i, j\rangle \leqslant m+1$ so that

$$
\begin{equation*}
\{\langle k(c, f(t)), k(j, f(i))\rangle,\langle p(\bar{f}(m)), k(j, f(i))\rangle\} \subseteq\left\{h(0), \ldots, h\left(m^{\prime}+1\right)\right\} \tag{6}
\end{equation*}
$$

Suppose that $u \in B$ with $u \ll \beta(f(t))$. The there is some $c$ with $\beta(k(c, f(t))=u$. Moreover, because the sequence $(r(\bar{f}(m)))_{m \in \omega}$ is unbounded, there is some $m^{\prime}$ with $r\left(\bar{f}\left(m^{\prime}\right)\right)=\langle t, c\rangle$ as well as some smallest number $\langle i, j\rangle \leqslant m^{\prime}+1$ so that the inclusion in (6) holds. Thus, $u \ll \beta(k(j, f(i)))$. Consequently, since $k(j, f(i))=G(f)(\widehat{m})$, for some $\widehat{m} \geqslant m^{\prime}+1$, it follows that $\bigsqcup \beta[\operatorname{range}(f)] \sqsubseteq \bigsqcup_{m} \beta(G(f)(m))$.

As follows from the above definitions, we have for $g \in \hat{\mathcal{S}}_{\omega}^{(1)}$ that for every $m$ there is some $i$ with $\beta(G(g)(m)) \ll \beta(g(i))$. Therefore, $\bigsqcup_{m} \beta(G(g)(m)) \sqsubseteq \bigsqcup \beta[\operatorname{range}(G)]$, if $\beta[\operatorname{range}(G)]$ is directed. This shows Statement (4) and, with what we derived before, also Statement (5).

Theorem 8.9. Let $A \subseteq \omega$ be a c.e. infinite set and $D$ be an effectively given domain with basis $B$ and numbering $\beta$ of the base elements. Then there is a computable onto map $\Gamma: \widehat{\mathcal{S}}_{A}^{(1)} \rightarrow D$ so that for $f, g \in \widehat{\mathcal{S}}_{A}^{(1)}$,

1. If $f \in \mathrm{ANF}_{A}^{(1)}$ then $\Gamma(f) \in B$.
2. If $\beta[$ range $(f)]$ is directed then $\Gamma(f) \sqsubseteq \bigsqcup \beta[$ range $(f)]$.
3. If $f \in \mathcal{R}^{(1)}$ and $\beta[\operatorname{range}(f)]$ is directed then $\Gamma(f)=\bigsqcup \beta[\operatorname{range}(f)]$.

Proof. Let $G: \hat{\mathcal{S}}_{\omega}^{(1)} \rightarrow \widehat{\mathcal{S}}_{\omega}^{(1)}$ be the computable operator constructed in the preceding Lemma. Then we define for $f \in \widehat{\mathcal{S}}_{A}^{(1)}$,

$$
\Gamma(f) \stackrel{\text { Def }}{=} \bigsqcup_{a} \beta(G(f)(a)) .
$$

Since the basis $B$ is countable, every domain element is the least upper bound of a sequence that is monotonically increasing with respect to <. Because of Property (5) of the preceding lemma it therefore follows that $\Gamma$ is onto. We will show that $\Gamma$ is continuous. Let to this end $u \in B$. Since $G$ is continuous by Theorem 6.4 we have

$$
\begin{aligned}
u \ll \Gamma(f) & \Leftrightarrow u<\bigsqcup_{a} \beta(G(f)(a)) \\
& \Leftrightarrow(\exists a) u \ll \beta(G(f)(a)) \\
& \Leftrightarrow(\exists a) u \ll \beta\left(\left(\bigsqcup\left\{G(s) \mid s \in \operatorname{ANF}_{A}^{(1)} \wedge s \sqsubseteq f\right\}\right)(a)\right) \\
& \Leftrightarrow(\exists a)\left(\exists s \in \operatorname{ANF}_{A}^{(1)}\right) s \sqsubseteq f \wedge a \in \operatorname{dom}(G(s)) \wedge u \ll \beta(G(s)(a)) .
\end{aligned}
$$

In the same way we obtain that

$$
\begin{aligned}
& u \ll \bigsqcup\left\{\Gamma(s) \mid s \in \operatorname{ANF}_{A}^{(1)} \wedge s \sqsubseteq f\right\} \Leftrightarrow \\
& \qquad(\exists a)\left(\exists s \in \operatorname{ANF}_{A}^{(1)}\right) s \sqsubseteq f \wedge a \in \operatorname{dom}(G(s)) \wedge u \ll \beta(G(s)(a)) .
\end{aligned}
$$

Since every domain element $x$ is uniquely determined by the set $B_{x}$, it follows that $\Gamma$ is continuous. It remains to show that $\left\{\langle i, j\rangle \mid \beta_{j} \ll \Gamma\left(\alpha_{i}^{(1)}\right)\right\}$ is c.e. We have that

$$
\begin{aligned}
& \beta_{j} \ll \Gamma\left(\alpha_{i}^{(1)}\right) \\
& \Leftrightarrow(\exists a) \beta_{j} \ll \beta\left(G\left(\alpha_{i}^{(1)}\right)(a)\right)
\end{aligned}
$$

$$
\begin{aligned}
\Leftrightarrow & (\exists a)(\exists b) \beta_{j} \ll \beta_{b} \wedge b=G\left(\alpha_{i}^{(1)}\right)(a) \\
\Leftrightarrow & (\exists a)(\exists b)(\exists c)(\exists m) \beta_{j} \ll \beta_{b} \wedge b=\alpha_{m}^{(1)}(c) \wedge \operatorname{graph}\left(\alpha_{m}^{(1)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(1)}\right)\right) \\
\Leftrightarrow & (\exists a)(\exists b)(\exists c)(\exists m) \beta_{j} \ll \beta_{b} \wedge\langle\langle m, c\rangle, b+1\rangle \in \operatorname{graph}_{\mathrm{e}}\left(\lambda \hat{\imath}, n . \alpha_{\hat{\imath}}^{(1)}(n)\right) \wedge \\
& \operatorname{graph}\left(\alpha_{m}^{(1)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(1)}\right)\right) .
\end{aligned}
$$

Since the set of all $\langle i, m\rangle$ with $\operatorname{graph}\left(\alpha_{m}^{(1)}\right) \subseteq \operatorname{graph}\left(G\left(\alpha_{i}^{(1)}\right)\right)$ is c.e. by Theorem 6.4 and $\operatorname{graph}_{\mathrm{e}}\left(\lambda \hat{\imath}, n . \alpha_{\hat{\imath}}^{(1)}(n)\right)$ is c.e. by Lemma 6.1] the set of all $\langle i, j\rangle$ with $\beta_{j} \ll \Gamma\left(\alpha_{i}^{(1)}\right)$ is c.e. as well. Therefore, $\Gamma$ is computable. Properties (11)-(3) are a consequence of the corresponding properties of $G$,

Assume that the domain $D$ in the previous result is also algebraic. Then we have for $u \in B$ and $x \in D$ that $u \ll x$ exactly if $u \sqsubseteq x$. As is readily seen, in this case for every base element $u$ of the domain one can find an initial segment function in $A N F_{A}^{(1)}$ that is mapped onto $u$ under $\Gamma$. This initial segment map can be chosen in such a way that it has only $\beta$-indices of $\perp$ and $u$ as values. This makes the idea of extending representations as they are used in computable analysis e.g. (cf. 48) to maps from $\widehat{\mathcal{S}}_{A}^{(1)}$ to domains precise that was mentioned at the beginning of this paper: initial segment functions are used as names for approximating base elements, or the Scott-open sets they determine, and total functions are names for the limit elements they approximate. By the monotoniciy of $\Gamma$ the relation of approximation between the functions in $\widehat{\mathcal{S}}_{A}^{(1)}$, that is the names, is transferred to the domain.

Next, we will show that via the mapping $\Gamma$ numberings of $D_{c}$ can be generated from numberings of $\mathcal{S}_{A}^{(1)}$.

Theorem 8.10. Let $A \subseteq \omega$ be a c.e. infinite set and $D$ be an effectively given domain. Moreover, let $\theta$ be a numbering of $\mathcal{S}_{A}^{(1)}$. Define

$$
\eta_{i} \stackrel{\text { Def }}{=} \Gamma\left(\theta_{i}\right) \quad(i \in \omega) .
$$

Then $\eta$ is a numbering of the computable elements of $D$ such that:

1. If $\theta$ satisfies (QGN I) then $\eta$ meets Condition (A I).
2. If $\theta$ satisfies (QGN II) then $\eta$ meets Condition (AII).
3. If $\theta$ is quasi-Gödel numbering then $\eta$ is admissible.

Proof. By Corollary 8.6 $\Gamma$ maps $\mathcal{R}^{(1)}$ onto $D_{c}$. Therefore, the mapping $\eta$ defined above is a numbering of $D_{c}$.
(11) Because of the continuity of $\Gamma$ we have that

$$
\begin{aligned}
\beta_{i} \ll \eta_{j} & \Leftrightarrow \beta_{i} \ll \Gamma\left(\theta_{j}\right) \\
& \Leftrightarrow \beta_{i} \ll \Gamma\left(\bigsqcup\left\{\alpha_{n}^{(1)} \mid \alpha_{n}^{(1)} \sqsubseteq \theta_{j}\right\}\right) \\
& \left.\Leftrightarrow \beta_{i} \ll \bigsqcup\left\{\Gamma\left(\alpha_{n}^{(1)}\right) \mid \alpha_{n}^{(1)} \sqsubseteq \theta_{j}\right\}\right) \\
& \Leftrightarrow(\exists n) \beta_{i} \ll \Gamma\left(\alpha_{n}^{(1)}\right) \wedge \alpha_{n}^{(1)} \sqsubseteq \theta_{j} .
\end{aligned}
$$

Since $\Gamma$ is computable, the set $\left\{\langle i, j\rangle \mid \beta_{i} \ll \Gamma\left(\alpha_{n}^{(1)}\right)\right\}$ is c.e. By Lemma 6.1 the same is true for $\left\{\langle n, j\rangle \mid \alpha_{n}^{(1)} \sqsubseteq \theta_{j}\right\}$, if $\theta$ satisfies (QGN I). Thus, also $\left\{\langle i, j\rangle \mid \beta_{i} \ll \eta_{j}\right\}$ is c.e. in this case. That is, $\eta$ meets the (A I) requirement.
(3) Let $\theta$ be a quasi-Gödel numbering. We need to construct a function $v \in \mathcal{R}^{(1)}$ so that $\theta_{v(i)}$ enumerates $W_{i}^{A}$ in such a way that $\theta_{v(i)} \in \mathcal{R}^{(1)}$, if $W_{i}^{A}$ is not empty. By (QGN I) there is a function $h \in \mathcal{R}^{(1)}$ enumerating the universal function of $\theta$. Define

$$
\widehat{Q}(i, a, z) \Leftrightarrow \pi_{1}^{(2)}(h(a))=\left\langle i, \pi_{1}^{(2)}\left((z)_{\operatorname{lth}(z)}\right)\right\rangle \wedge \pi_{2}^{(2)}(h(a))>0
$$

$$
\begin{aligned}
& Q(i, t, z) \Leftrightarrow(\exists a \leqslant t) \widehat{Q}(i, a, z) \\
& f(i, t, z) \stackrel{\text { Def }}{=} \pi_{2}^{(2)}(h(\mu a \leqslant t . \widehat{Q}(i, a, z)))
\end{aligned}
$$

Now, construct $k \in \mathcal{R}^{(2)}$ according to Lemma 4.2 so that $\lambda t$. $k(i, t)$ enumerates the extended graph of a function $g \in \mathcal{R}^{(1)}$ that enumerates $W_{i}^{A}$, if $W_{i}^{A}$ is not ermpty, and the extended graph of the nowhere defined function, otherwise. By Condition (QGN II) there is then a function $v \in \mathcal{R}^{(1)}$ that has the properties we were looking for.

Assume that $\beta\left[W_{i}\right]$ is directed. Then $W_{i}$ is not empty. As we have seen, $W$ and $W^{A}$ are computably isomorphic. Thus, there is some $s \in \mathcal{R}^{(1)}$ so that $W_{i}=W_{s(i)}^{A}$. Set $d \stackrel{\text { Def }}{=} v \circ s$. Then it follows wth Theorem 8.9(3) that

$$
\eta_{d(i)}=\Gamma\left(\theta_{d(i)}\right)=\bigsqcup \beta\left[\operatorname{range}\left(\theta_{d(i)}\right)\right]=\bigsqcup \beta\left[W_{s(i)}^{A}\right]=\bigsqcup \beta\left[W_{i}\right]
$$

Hence, $\eta$ satisfies Requirement (A II). As seen in Step (3), $\eta$ also satisfies (A I). Therefore, $\eta$ is admissible.
(2) Let $\psi$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$, and let $\theta$ satisfy (QGN II). By Theorem 7.2 there is some $g \in \mathcal{R}^{(1)}$ with $\psi=\theta \circ g$. Let $\gamma$ be the numbering of $D_{c}$ defined by $\gamma_{i} \stackrel{\text { Def }}{=} \Gamma\left(\psi_{i}\right)$. Then we have that $\gamma \leqslant_{m} \eta$. Since $\gamma$ is admissible by what was shown in the previous step, it follows with Proposition 8.4 that $\eta$ satisfies (A II).

As we see, via the mapping $\Gamma$ numberings of $D_{c}$ with Properties (A I) and $\backslash$ or (A II) can be obtained from numberings of $\mathcal{S}_{A}^{(1)}$. A natural question now is whether all numberings of $D_{c}$ with these properties can be obtained in this way.

Set

$$
\widehat{\Gamma}(\theta)_{i} \stackrel{\text { Def }}{=} \Gamma\left(\theta_{i}\right)
$$

Then $\widehat{\Gamma}$ is a mapping from the set of all numberings of $\mathcal{S}_{A}^{(1)}$ into the set of all numberings of $D_{c}$. As follows from the definition, $\widehat{\Gamma}$ is monotone with respect to $\leqslant_{m}$.

Theorem 8.11. Let $A \subseteq \omega$ be a c.e. infinite set and $D$ be an effectively given domain. Then the following statements hold:

1. For every admissible numbering $\eta$ of $D_{c}$ there is a quasi-Gödel numbering $\theta$ of $\mathcal{S}_{A}^{(1)}$ with $\eta=\widehat{\Gamma}(\theta)$.
2. For every numbering $\eta$ of $D_{c}$ satisfying (A I) there is a numbering $\theta$ of $\mathcal{S}_{A}^{(1)}$ satisfying (QGN I) with $\eta=\widehat{\Gamma}(\theta)$.
Proof. (1) Let $\psi$ be a quasi-Gödel numbering of $\mathcal{S}_{A}^{(1)}$ and $\eta$ an admissible numbering of $D_{c}$. By the previous theorem, $\widehat{\Gamma}(\psi)$ is a admissible numbering as well. Hence, $\eta$ and $\widehat{\Gamma}(\psi)$ are computably isomorphic, by Proposition 8.4. Thus, there is a computable permutation $g \in \mathcal{R}^{(1)}$ with $\eta=\widehat{\Gamma}(\psi) \circ g$, that is, $\eta_{i}=\Gamma\left(\psi_{g(i)}\right)$. Let $\theta \stackrel{\text { Def }}{=} \psi \circ g$. Then also $\theta$ is a quasi-Gödel numbering. Moreover, $\eta=\widehat{\Gamma}(\theta)$.
(21) As has already been mentioned, $D_{c}$ has an admissible numbering, say $\gamma$. Let $\psi$ be the quasi-Gödel numbering with $\gamma=\widehat{\Gamma}(\psi)$, existing by Statement (11). If $\eta$ is a numbering of $D_{c}$ satisfying (A I), then $\eta \leqslant_{m} \gamma$, by Proposition 8.4. Therefore, there is some $g \in \mathcal{R}^{(1)}$ with $\eta=\gamma \circ g$. Define $\theta \stackrel{\text { Def }}{=} \psi \circ g$. Then it follows with Proposition 7.1 that $\theta$ satisfies Condition (QGN I). Moreover, $\widehat{\Gamma}(\theta)=\eta$.

The question whether an analogue of Statement (2) is true for numberings of $D_{c}$ that satisfy Requirement (A II) remains open.

We call numberings of $D_{c}$ that satisfy (A I) computable. As in the case of the numberings of $\mathcal{S}_{A}^{(1)}$ the $m$-equivalence classes of the numberings of $D_{c}$ form a Rogers semi-lattice in which the $m$-equivalence classes of the computable numberings form a Rogers sub-semi-lattice with
the class of admissible numberings as greatest element. Let again $\eta \oplus \gamma$ be the direct sum of the numberings $\eta$ and $\gamma$ of $D_{c}$. Then it follows for numberings $\psi$ and $\theta$ of $\mathcal{S}_{A}^{(1)}$ that

$$
\widehat{\Gamma}(\psi \oplus \theta)=\widehat{\Gamma}(\psi) \oplus \widehat{\Gamma}(\theta)
$$

Moreover, let $\widehat{\Gamma}_{\equiv}$ be the quotient map, that is, $\widehat{\Gamma}_{\equiv}([\psi])=[\hat{\Gamma}(\psi)]$.
Corollary 8.12. $\widehat{\Gamma}_{\equiv}$ is a homomorphism of the Rogers semi-lattice of the numberings of $\mathcal{S}_{A}^{(1)}$ in the Rogers semi-lattice of the numberings of $D_{c}$ which maps the Rogers sub-semi-lattice of computable numberings of $\mathcal{S}_{A}^{(1)}$ onto the Rogers sub-semi-lattice of computable numberings of $D_{c}$.

## 9 Conclusion

Non-termination is a typical phenomenon of algorithms. It cannot be read of the program text whether and in which case it will happen. Approaches to avoid it have been studied and require advanced methods. The question we dealt with in this paper was whether there is a class of algorithms that compute the total (computable) functions - in which one is actually only interested in-, and if non-termination occurs then the area of such inputs has a well-defined structure.

We presented such a class. The typical algorithm we had in mind when starting this research was list searching or the computation of approximations of infinite objects like the real numbers. The algorithms in this class are such that their domain of definition is either the set of all natural numbers, or a finite initial segment of this set of a length in a given set of possible lengths. It is shown that even though besides the total functions there are now only finite partial functions, a rich computability theory can be developed in which the same important results hold as in the classical theory dealing with all possible algorithms. In particular, the theory of computably enumerable set remains unchanged, except that the domain characterisation of these set is no longer useful. What is presented is a development of computability theory based on the notion of enumeration. The main ingredient in the new approach is the notion of a quasi-Gödel numbering which takes on the role of Gödel numberings in the classical approach. Every Gödel numbering is also a quasi-Gödel numbering.

Besides developing computability theory on the basis of quasi-Gödel numberings, metainvestigations have been carried out: the new quasi-Gödel numbered function classes are a retract of the Gödel numbered class of all partial computable functions. Moreover, it is the class of computable elements of an effectively given algebraic domain (in the sense of ScottErshov) that can be computably mapped onto any other effectively given domain so that the finite functions in the function classes considered here are mapped to base elements. This extends the use of representations in computable analysis in such a way that now also the basic open sets used for approximations obtain a finite function as name. Via the mapping every quasi-Gödel numbering induces an admissible numbering of the computable domain elements. It was shown that every admissible numbering can obtained in this way.
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