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Abstract. The Test Vector Leakage Assessment (TVLA) methodology
is a qualitative tool relying on Welch’s T-test to assess the security
of cryptographic implementations against side-channel attacks. Despite
known limitations (e.g., risks of false negatives and positives), it is some-
times considered as a pass-fail test to determine whether such imple-
mentations are “safe” or not (without clear definition of what is “safe”).
In this note, we clarify the limited quantitative meaning of this test
when used as a standalone tool. For this purpose, we first show that
the straightforward application of this approach to assess the security
of a masked implementation is not sufficient. More precisely, we show
that even in a simple (more precisely, univariate) case study that seems
best suited for the TVLA methodology, detection (or lack thereof) with
Welch’s T-test can be totally disconnected from the actual security level
of an implementation. For this purpose, we put forward the case of a
realistic masking scheme that looks very safe from the TVLA point-
of-view and is nevertheless easy to break. We then discuss this result
in more general terms and argue that this limitation is shared by all
“moment-based” security evaluations. We conclude the note positively,
by describing how to use moment-based analyses as a useful ingredient
of side-channel security evaluations, to determine a “security order”.

1 Introduction

Leakage detection tests have recently emerged as a convenient solution to per-
form preliminary (black box) evaluations of resistance against side-channel anal-
ysis. Cryptography Research (CRI)’s non-specific (fixed vs. random) T-test is
a popular example of this trend [8, 13]. It works by comparing the leakages of
a cryptographic (e.g., block cipher) implementation with fixed plaintexts (and
key) to the leakages of the same implementation with random plaintexts (and
fixed key)1, thanks to Welch’s T-test [31]. Besides its conceptual simplicity, the
main advantage of such a test, that was carefully discussed in [19, 27, 11], is its
low sampling complexity. That is, by comparing only two (fixed vs. random)
classes of leakages, one reduces the detection problem to a simpler estimation
task. And since these tests are generally applied independently to many leakage

1 The Test Vector Leakage Assessment methodology in [8, 13] includes other options
such as non-specific semi-fixed vs. random tests and specific tests – we focus on the
non-specific fixed vs. random test that is the most popular in the literature.



samples (e.g., corresponding to a full block cipher execution), they generally take
advantage of the larger signal (i.e., the larger difference of means between the
fixed and random classes) that occur for some samples with high probability.

Limitations & improvements. The counterpart to this lower sampling com-
plexity is a risk of false negatives and positives. Regarding false negatives, it
may for example happen that for some informative samples, the mean values
of the fixed and random classes are identical (resp., very similar), which makes
detection impossible (resp., measurement-intensive). Yet, by applying the TVLA
methodology to large enough traces (possibly with a few different fixed classes),
the risk that significant leakages remain unnoticed for a complete (e.g., block
cipher) implementation is usually expected to remain negligible. Regarding false
positives, they rather relate to the fact that a (non-specific) T-test spots informa-
tive samples independent of their exploitability with standard Differential Power
Analysis (DPA) attacks [18]. For example, the latter attacks typically target an
enumerable part of the key that is manipulated in the first block cipher rounds,
while the real and random classes differ in all the cipher rounds. More spe-
cific (and informative) detections can however be obtained by computing more
specific metrics (i.e., targeting specific computations of the implementation), at
the cost of a more expensive estimation. So in summary, the state-of-the-art
typically views the TVLA methodology as a tradeoff between the sampling com-
plexity and the informativeness of the leakage detection. Note that as discussed
in [11], the sampling complexity of non-specific T-tests can be further reduced
by considering two fixed classes (rather than a fixed and a random one).

A tempting shortcoming. In view of these advantages and limitations, it is
sometimes considered that the TVLA methodology is “a pass-fail test which

determines whether the crypto implementation is safe or not” [26]. But this
naturally raises the question of what is precisely meant by “safe”. For example, it
is tempting (and as will be shown, incorrect) to expect that a device successively
passing a non-specific T-test with Q traces is secure against side-channel attacks
with up to Q traces. Clearly, this cannot hold in general. Indeed, and even
assuming that the aforementioned false positives and negatives do not occur,
another limitation of the original TVLA methodology is that it is inherently
univariate. This implies that whenever multivariate attacks are more powerful
than univariate ones, a leaking device can pass a non-specific T-test despite being
weak in the general sense (i.e., breakable with less traces than used by the TVLA
methodology). Concrete examples of this situation include the exploitation of
static leakages [20, 24], and serial implementations of masking schemes for which
the number of exploitable leakage samples grows quadratically in the number
of shares, which implies that univariate attacks become less and less relevant to
evaluate their security level as this number of shares increases [3]. Note that the
work of Schneider and Moradi in [27] mitigates this limitation by integrating the
possibility to estimate mixed statistical moments in their leakage detection. Yet,
even in that case the resulting evaluation remains insufficient since corresponding
to the exploitation of one tuple of leaking samples, while the optimal attack
should take advantage of all the informative tuples in the leakage traces [14].



Note also that this kind of limitation was already mentioned from the intro-
duction of the TVLA methodology. In particular, [16] (Section 5) clearly points
out that blinded RSA implementations suffering from SPA leakages (which are
one more example of highly multivariate attacks) may pass the T-test despite
being vulnerable to other attacks, and therefore require additional analyses.

The case of parallel masked (e.g., threshold) implementations. In prac-
tice, non-specific T-tests have been the method of choice for the security eval-
uation of higher-order threshold implementations manipulating their shares in
parallel, such as discussed in [4, 6, 7]. Based on this state-of-the-art, our goal
in this note is to further clarify what is learned (and what is missed) by the
standalone application of the TVLA methodology in this case. Admittedly, our
results do not contradict the published literature. (Precisely: the previous pa-
pers did not claim that the application of this methodology was correlated with
a quantitative security level). We only recall that performing univariate T-tests
is only an ingredient of a sound side-channel security evaluation that has to be
combined with other ones, and that the gap between the standalone application
of this methodology and a sound security evaluation increases with the security
levels. More precisely, in the case of masking the TVLA methodology is good
to detect a “security order” (i.e., the lowest key-dependent statistical moment
of the leakage distribution). But in general a high security order is not suffi-
cient to guarantee a high security level (e.g., number of traces for key recovery):
one also needs to ensure a sufficient noise. So in order to claim quantitative re-
sults for masked /threshold implementations, the TVLA methodology has to be
combined with a noise analysis and/or information theoretic evaluation.

In order to make our discussion concrete, we next consider side-channel at-
tacks exploiting a single leakage sample corresponding to the parallel manipu-
lation of several shares in a masked / threshold implementation. Based on this
example, we compare the number of samples needed to detect fixed and random
(or fixed) classes with a non-specific T-test and the DPA security of the imple-
mentation. None of our conclusions are new from the theoretical point-of-view.
We only use this example to make explicit that even ignoring the issue of highly
multivariate attacks, the standalone application of the TVLA methodology can
be highly misleading regarding the actual security level of an implementation
(i.e., the number of traces needed for key recovery). In this respect, the main
concern of this note is not the use of the TVLA methodology for research pur-
poses, but its potential misuse in the security evaluation of real products.

Cautionary remarks. Despite the goal of this note is to prevent the misuse of
the TVLA methodology when evaluating real products, we are not claiming that
it is currently misused by any evaluation laboratory. We wrote it as a complement
to several informal discussions that we had over the last months with researchers
and engineers unconvinced that applying the TVLAmethodology is not sufficient
to state quantitative conclusions on the physical security of a cryptographic
implementation, which is now clarified by the next example. Conceptually, this
example in fact falls under the general (and known) observation that the TVLA



methodology is unable to detect SPA leakages (e.g., mentioned in [16]). So it
should be viewed as a reminder that such SPA leakages can happen even in
the case of univariate attacks against parallel masking schemes. In this respect,
the note is also of (mostly) prospective nature, since the limitation it points
out relates to (very) high order masking schemes, while the TVLA methodology
has mostly been used for low order masked implementations so far. Besides,
and as will be clear in Section 3, our results do not contradict the value of the
TVLA methodology, as an ingredient to detect the security order of a masked
implementation, or as a useful first step before more advanced analyses.

2 Case study: how not to use the T-test

2.1 Setup & metrics

Our following discussions will be based on the parallel implementation of a simple
masking scheme such as described in [2]. More precisely, we will consider the
simplest example where all the shares are in GF(2) (generalizations to larger
fields follow naturally). In this setting, we have a sensitive variable x that is split
into m shares such that x = x1⊕x2⊕. . .⊕xm, with ⊕ the bitwise XOR. The first

m − 1 shares are picked up uniformly at random: (x1, x2, . . . , xm−1)
R

← {0, 1},
and the last one is computed as xm = x⊕ x1 ⊕ x2 ⊕ . . .⊕ xm−1.

Denoting the vector of shares (x1, x2, . . . , xm) as x̄, we will consider an adver-
sary who observes a single leakage sample corresponding to the parallel manip-
ulation of these shares. A simple model for this setting is to assume this sample
to be a linear combination of the shares, namely:

L1(x̄) =

(

m
∑

i=1

αi · xi

)

+N,

where +, · are the addition and multiplication in R, the αi’s are coefficients in
R and N is a noise random variable that we will assume Gaussian distributed
with variance σ2

n. The case with all αi’s equal to one corresponds to the popular
Hamming weight leakage function. A slightly more sophisticated model would
additionally consider quadratic terms, leading to:

L2(x̄) =

(

m
∑

i=1

αi · xi

)

+





m
∑

i,j=1

βi,j · (xi ∧ xj)



+N,

with ∧ the bitwise AND. The algebraic degree of this function can be extended
similarly up to d ≤ m, capturing increasingly complex leakages.

A standard (worst-case) metric to capture the informativeness of these leak-
ages is the mutual information [29] that can be computed as follows:

MI(X; Ld(X̄)) = H[X] +
∑

x∈X

Pr[x] ·
∑

l∈L

f(l|x) · log2 Pr[x|l].



In this equation, f(l|x) is the conditional Probability Density Function (PDF) of
the leakages L(X̄) given the secret X, which (assuming Gaussian noise) can be
written as the following Gaussian mixture model:

f(l|x) =
∑

x̄∈Xd−1

N
(

l|(x, x̄), σ2
n

)

,

and the conditional probability Pr[x|l] is computed thanks to Bayes’ theorem as:

Pr[x|l] =
f(l|x)

∑

x∗∈X
f(l|x∗)

·

We recall that this mutual information metric is correlated with the measurement
complexity of a worst-case template attack, as demonstrated in [10], which we
next use as a relevant (quantitative) metric to capture side-channel security.

In our simple (single-bit secret) case, the TVLA methodology works by col-
lecting Q0 (resp. Q1) traces corresponding to the secret value X = 0 (resp.
X = 1) and stores them in vectors L̄0 (resp. L̄1). In order to capture higher-
order security, and following what was done in [4, 6, 7, 27], we then process these
vectors by removing their mean (so that we next estimate central moments) and
raise them to a power o, that we will denote as the attack order. This leads to
vectors L̄′

0 (resp. L̄′
1) of which the samples equal (e.g., for L̄′

0):

L̄′
0(i) =

(

L̄0(i)− Ê(L̄0)
)o

,

with Ê the sample mean operator and for 1 ≤ i ≤ Q0. Based on these leakage
vectors, the TVLA methodology computes Welch’s T statistic as follows:

∆ =
Ê(L̄′

0)− Ê(L̄′
1)

√

v̂ar(L̄′

0
)

Q0

+
v̂ar(L̄′

1
)

Q1

,

with v̂ar the sample variance operator. The side-channel literature usually as-
sumes this T statistic to be significant when a threshold of 5 is passed.2

2.2 Experimental results

Based on the setup in the previous section, we started by performing an informa-
tion theoretic evaluation of our parallel implementation of a Boolean encoding,
which is reported in Figure 1. In order to allow an easier interpretation of the
results, we use the Signal-to-Noise Ratio (SNR) as X axis, defined as the vari-
ance of the noise-free traces (e.g., m/4 for a Hamming weight model) divided
by the variance of the noise. It better reflects the fact that the impact of the
noise depends on the scaling of the signal. The figure carries the usual intuitions:

2 In general, this threshold has to be set in function of the number of samples in the
traces, to reflect the probability that a high ∆ is observed by chance [9].
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Fig. 1. Information theoretic evaluation of the (parallel) Boolean encoding.

Boolean masking provides limited security for low noise levels; the slope of the IT
curve reveals the security order of the implementation (i.e., relates to the small-
est key-dependent moment of the leakage distribution) for high noise levels; and
a leakage function mixing the shares in a non-linear manner (e.g., a quadratic
one for the dotted curve) reduces the security order according to its algebraic
degree.3 For our discussions, it is mostly the first observation that matters.

Note that in the case of the degree 1 leakage function with all αi’s equal to 1, it
is easy to see that the high information observed for low noise levels corresponds
to a powerful and concrete attack. Namely, without noise the adversary just has
to check whether the leakage sample he obtains is odd or even.

As a complement to this information theoretic evaluation, we launched the
TVLA methodology. For this purpose, we started with the case of an m = 4-
share masking, leaking according to a linear leakage function (i.e., d = 1) and
for a very low noise level (σ2

n = 10−2). It corresponds to the rightmost point of
the plain blue curve of Figure 1 and therefore to an insecure implementation.
Since the security order in this 4-share case study is expected to be four, we
carried out Welch’s T-test with traces raised to powers o = 3 and o = 4 and
reported the results of ten independent experiments in Figure 2. As expected,
the third-order test does not succeed while the fourth-order one does. However,
it already requires a couple of hundreds traces to detect with confidence, which
seems a lot compared to the (large) information leaked by this sample.

3 A higher-degree leakage function manipulating shares in parallel is in fact the natural
mathematical model to capture the independence issues discussed in [2], which can
be caused in practice by glitches, transition-based leakages or couplings.
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Fig. 2. Results of the TVLA methodology for 4-share (parallel) masking.

In order to confirm this first impression, we then launched the TVLA method-
ology for the cases of of anm = 8-share andm = 12-share masking (same leakage
function, same noise level). As expected again, the lowest successful detection
orders were respectively 8 and 12. But as reported in Figure 3, the complexity of
the detection task increases significantly (in fact, exponentially) with the num-
ber of shares, which clearly contradicts the information theoretic analysis of the
Boolean encoding for low noise levels. Hence, this case study highlights an issue
with the (tempting shortcoming of the) TVLA methodology, since the number
of traces needed to detect with it can be made arbitrarily larger than the one
needed to recover the secret (by increasing the number of shares m).
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Fig. 3. Results of the TVLA methodology for 8- and 12-share parallel masking.

2.3 Interpretation

What went wrong? In short, the main issue of TVLA methodology as applied
in the previous subsection is that it assumes an adversarial strategy, which relies
on estimating the statistical moments of the leakage distribution. In theory this



is a risky approach since security arguments generally aim at being independent
of the adversarial strategy. Our example shows that even in practice, estimating
statistical moments is in fact not the best strategy to attack a masked imple-
mentation with low noise levels (which naturally follows from the hypotheses
in masking proofs [10]). Furthermore, the gap between this strategy and the
optimal one increases with the security order. Note that our previous examples
focus on parallel implementations (which are a more natural target for the ap-
plication of Welch’s T-test since mitigating the dimensionality issue discussed in
introduction), but the same observation holds for serial implementations.4

An analogy. A similar situation was observed in [15, 17] when comparing the
Gaussian mixture and Gaussian adversaries: the latter one does in fact exactly
the same “mistake” as the TVLA methodology since “summarizing” a mixture
into a statistical moment, namely the (co)variance. So for low noise levels, the
Gaussian adversary will generally overstate the security level of a protected
implementation, by interpreting mask (or supply voltage) variations as a single
Gaussian with larger (co)variance. As in our previous example, this amounts to
implicitly assume the existence of a large enough noise without testing it.

Impact for threshold implementations. These results illustrate that testing
a masked / threshold implementation with the TVLA methodology only is not
sufficient to gain accurate insights on its security level, especially as the security
order increases. However, our observations do not contradict the results in [4, 6,
7] where the authors only claimed a security order (which is exactly what the
TVLA methodology is good for – see next). Reading these papers, it is also clear
that their authors are well aware that noise is needed for their countermeasure to
provide security. So concretely, the only limitation of these works is that they are
not quantitative. In this respect, our results come with the important cautionary
remark that a quantitative approach is increasingly needed when masking secu-
rity orders increase, since the gap between the number of traces needed to detect
fixed and random (or fixed) classes with the TVLA methodology and the actual
(worst-case) security level of an implementation also increases in this context.
In order to avoid this caveat, the TVLA methodology has to be combined with
an analysis of the noise (and ideally, an information theoretic evaluation of the
leakages), which then enables a quantified implementation security assessment.
As mentioned in introduction, we again insist that the main concern in this note
is not the use of the TVLA methodology for research purposes (where claiming
a security order and assuming noise to be a security parameter is acceptable),
but its potential misuse in the security evaluation of real products for which the
noise is fixed (i.e., not a security parameter) and the most relevant metric is the
number of traces needed to perform a successful key recovery.

We note also that we would obtain similar conclusions with more complex
(i.e., not only linear) leakages since noise is in general a necessary condition for
the security of the masking countermeasure. Yet, trivial examples (e.g., checking

4 In a trivial manner: an adversary getting d noise-free leakages corresponding to the
d shares of a secret x will not estimate moments but simply XOR them together.



whether the leakage is odd or even in the parallel case and XORing leakage
samples in the serial cas) would not work anymore in this case.

Impact for other security evaluation tools. Quite naturally, the TVLA
methodology is not the only side-channel distinguisher focusing on the estimation
of statistical moments. In fact, the higher-order DPAs described in [30, 25] or
higher-order variations of the Correlation Power Analysis (CPA) described in [21]
suffer from the same drawback. Namely, they are only indicative of the actual
security level of an implementation if the best adversarial strategy is to estimate
statistical moments of the leakage distribution. Yet, not sufficient does not mean
not necessary. In the next section, we will show that moment-based evaluations
remain a useful ingredient for sound side-channel security evaluations.

3 Clarification: how to use the T-test

3.1 Separation of duties

First recall that the only thing our previous experiments showed is that launching
a T-test cannot be sufficient for the side-channel security evaluation of a masked
/ threshold implementation (even in univariate case studies that seem the most
suitable context for such tests). In fact, this observation again derives from
masking security proofs (e.g., in [10]) where it is explicitly mentioned that such
a countermeasure provides security under two hypotheses: sufficient noise and
independence. So recast positively from this more theoretical viewpoint, the
take home message of this note becomes that the TVLA methodology is useful
to determine the security order of an implementation, and that the noise level
(which also depends on the number of exploitable leakage samples [14]) has to
be tested independently. Interestingly, looking back at the information theoretic
plot of Figure 1 allows putting these observations together, since it shows that
when the noise is sufficiently large, the slope of the IT curves reflects the security
order, suggesting that the best adversarial strategy is indeed to estimate higher-
order statistical moments in this case (e.g., as discussed in [21, 10]).

3.2 Beyond the TVLA methodology

Given that we restrict the goal of the TVLA methodology to the detection of the
security order of a masked / threshold implementation, the remaining question
is to know whether it is an efficient solution for this purpose. In this respect, one
can notice that the main drawback of the processing described in Section 2.1
is that it directly raises the leakage samples to a certain power o. This implies
that as the noise increases, the number of samples needed to detect will increase
exponentially with the number of shares (because the noise is amplified), just
as expected from secure masking. But this also implies that this approach is
inherently limited if one wants to claim very high security levels. So as for other
security evaluation tasks (e.g., key enumeration vs. rank estimation [23]), one
can wonder whether an evaluator can benefit from some shortcut to determine
the security order, thanks to additional knowledge he may have access to?
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Fig. 4. Comparison between the TVLA and TVLA2 methodologies.

A natural option for this purpose is to take advantage of mask knowledge
(if available). That is, say the evaluator has access to the shares’ vector x̄ for
each of his leakage samples. Then, he will be able to identify repeated samples
for each of the 2m−1 possible sharings of the sensitive variable x. Further say
that the number of samples per sharing is Na for simplicity, then the evaluator
can pre-process his leakage samples by averaging them (for each sharing). As a
result of this pre-processing, the vectors L̄0 and L̄1 of Section 2.1 now have Q̃0 =
Q̃1 = 2m−1 values (rather than Na ·2

m−1 ones without this pre-processing). But
the noise of these pre-processed samples has been reduced before raising them to
the power o, which mitigates the “noise amplification” of the masking scheme.
Concretely, it then remains to determine the averaging parameter Na which
naturally depends on the SNR. Typically, one can choose it so that SNR·Na = 10
(which means that the pre-processed measurements have SNR= 10).

For illustration, the results of such a “TVLA + averaging” methodology (next
denoted as TVLA2) for a smaller SNR of 0.1, with m = 4 and m = 8 shares,
are represented in Figure 4. Note that the value of the X axis corresponds to
Q0 + Q1 for the standard TVLA methodology, and to Na · 2

m for the TVLA2

one. In other words, it represents the total number of leakage samples used to
detect in both cases (which explains why the TVLA2 curves are shifted by a
factor Na). Several interesting observations can be highlighted. First, the TVLA
methodology starts detecting with confidence after 107 leakage samples for the
m = 4 case. This value is nicely related to the MI value of Figure 1 for the same
case (m = 4, SNR=10−1), which is worth ≈ 10−6 and implies that the number
of samples to perform a key recovery should be larger than 106 [10]. Similarly, we
see that the TVLA methodology does not detect anything for the m = 8 case,
which is expected since the the MI is then below 10−10 for a SNR=10−1. Second,
the average pre-processing of the TVLA2 methodology significantly improves the
complexity of the detection task. This is due to the previously mentioned noise
reduction before amplification. In order to make this gain more explicit, Figure 5
additionally compares the results of the TVLA2 methodology for SNRs of 10−1
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Fig. 5. Results of the TVLA2 methodology for different noise levels.

and 10−2. It confirms that the reduction of the SNR by a factor 10 causes an
increase of the number of traces needed to detect by a similar factor 10 (and not
a factor 10m as would be observed with the TVLA methodology).

Note that when applying the TVLA2 methodology, the number of traces
needed to detect is even less correlated with the security level of the target
implementation than with the TVLA methodology (since concrete adversaries
do not know mask values and are not able to perform an average pre-processing).
Yet, in view of the limited quantitative meaning of the TVLA methodology in
general, and if the TVLA2 methodology is only used to detect a security order,
this drawback is not very critical (when mask knowledge is accessible!).

Eventually, and more negatively, we see from Figure 4 that the complexity
of the TVLA2 detection still (inevitably) increases exponentially in the number
of shares m (since the left and right plots of the have the same SNR). This is
in fact exactly the cause of our negative examples in Section 2.2. So the average
pre-processing is only useful to mitigate the exponential increase of the noise.

Quite naturally, the improvement in this last section can be combined simi-
larly with other statistical tools such as the previously mentioned higher-order
DPAs (in [30, 25]) or higher-order variations of the CPA (in [21]). In those cases as
well, the trick is to take advantage of the masks knowledge in order to pre-process
the traces by averaging before estimating higher-order statistical moments. And
of course, there as well, the effectiveness of the distinguisher will then only reflect
the security order, and be uncorrelated with the attack complexity.

4 Conclusions

Evaluating the security of a leaking device is a challenging problem (see [28] for
a recent survey). For the masking countermeasure, it implies to test whether the
hypotheses required to deliver its security promises are fulfilled.



The first hypothesis is that the leakage of the shares are independent of each
other. Concretely this can be tested by computing a security order, which is
the lowest statistical moment of the leakage PDF that depends on the target
secret. The TVLA methodology is good for this purpose. Yet, as the security
order increases, the exponential amplification of the noise provided by masking
renders the sampling complexity of such an approach unreachable. In case the
evaluator can access the masks during a profiling phase, it is possible to mitigate
this noise amplification, by averaging the leakage traces before computing the
security order (i.e., before raising the samples to some power).

Independent of the security order, the second hypothesis is that the leakages
are sufficiently noisy. In this respect, the main observation of this note is that
launching the TVLA methodology does not allow to guarantee a sufficient noise
(since it in fact only tests the security order). This implies that claiming concrete
security levels for masked / threshold implementations requires an additional
step such as a noise analysis or an information theoretic evaluation with worst-
case profiling – an approach that is not yet systematically followed. While it is
not a big issue for research works, where claiming a security order is sufficient to
indicate that the countermeasure has a potential for noise amplification, it may
be a serious limitation for the concrete security evaluations of real products, of
which the goal eventually is to determine the number of measurements needed
for key recovery (which is a function of the security order and noise level).

In general, our results provide a nice illustration of the separation given in [2].
Namely, “bounded moment security” is a strictly weaker notion than “noisy
leakage security”, and can only imply it under the necessary condition that the
leakages are noisy. More concretely, they also recall that as cryptographic imple-
mentations become more and more protected, the gap between (cost-efficient)
“conformance/validation-style” testing and (more expensive) “evaluation-style”
testing is likely to increase. In this respect, combining conformance/validation-
style testing for checking simple properties that implementations have to fulfill
“locally” (e.g., a security order and a noise level in the case of masking, or their
combination via an information theoretic metric) with more formal approaches
to analyze security “globally”, such as proposed in [1], seems promising.

As a closing note, we mention that the detection of a security order discussed
in this paper is based on univariate statistics. While one may (intuitively) expect
that reductions of the security order via glitches, transitions or coupling (as men-
tioned in Footnote 2) happen mostly at this univariate level, and that increasing
the number of dimensions exploited by the adversary will be more prejudicial to
the noise level of the implementations, this is certainly something that requires
further practical investigations (e.g., by analyzing security order reductions via
mixed statistical moments for serial masked implementations – a task for which
the tools of Schneider and Moradi in [27] are a good starting point). In this re-
spect, it is worth observing that most tools used to extend the T-test to multiple
samples rely on an independence assumption. Investigating the impact of this
assumption is yet another interesting open problem.
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1. Gilles Barthe, Sonia Beläıd, François Dupressoir, Pierre-Alain Fouque, Benjamin
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