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How Powerful is the Evidence in Criminology? 
On Whether We Should Fear a Coming Crisis of Confidence 

 
Abstract 

A crisis of confidence has struck the behavioral and social sciences. A key factor driving the 

crisis is the low levels of statistical power in many studies. Low power is problematic because it 

leads to increased rates of false-negative results, inflated false-discovery rates, and over-

estimates of effect sizes. To determine whether these issues impact criminology, we computed 

estimates of statistical power by drawing 322 mean effect sizes and 271 average sample sizes 

from 81 meta-analyses. Results indicated criminological studies, on average, have a moderate 

level of power (mean = 0.605), but there is variability. This variability is observed across general 

studies as well as those designed to test interventions. Studies using macro-level data tend to 

have lower power than studies using individual-level data. To avoid a crisis of confidence, 

criminologists must not ignore statistical power and should be skeptical of large effects found in 

studies with small samples. 
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A crisis of confidence is gripping the behavioral and social sciences, causing scholars to 

revisit debates that were long thought settled and to view scientific “breakthroughs” with healthy 

skepticism (Baker, 2016; Earp & Trafimow, 2015; Gelman & Loken, 2014b; National Academy 

of Science, Engineering, & Medicine, 2016). Scientists—and the public—have been bombarded 

by findings that are often contradictory to prevailing wisdom, suggesting confidence in any given 

result is weak. It is reasonable to be confused, for example, when science suggests coffee is good 

for your health and that it also might kill you (Higdon & Frei, 2006; Woodward & Tunstall-

Pedoe, 1999); that you should eat eggs, but maybe not (Lajous et al., 2015; Nakamura et al., 

2006); and that spanking your kids will do long-term damage (Lansford et al., 2014) or it might 

do nothing at all (Ferguson, 2013).  

Although much of the current crisis seems to be playing out in other fields like 

psychology (see Schmidt & Oh, 2016), there are signs that these same concerns impact 

criminological1 research. Indeed, there are recent examples of uncertainty over research evidence 

in our discipline. Take, for example, the correctional intervention known as Project HOPE. 

Nearly a decade ago, a single evaluation (one with a relatively low level of statistical power) of a 

correctional program in Hawaii found that threatening offenders on probation with a short but 

immediate stint in jail for even minor technical violations substantially reduced recidivism 

(Hawken & Kleiman, 2009). On the coattails of this single small study, HOPE-like programs 

spread rapidly to over a hundred locations in dozens of states, and have even gone international 

(Bartels, 2017). But then replications of programs based on the HOPE model started to trickle 

in—studies with the kind of statistical power the original evaluation lacked (see, e.g., Hamilton 

et al., 2016)—and the results were unequivocal: HOPE programs had no appreciable effect on 

                                                
1 We recognize the conceptual distinctions between the terms criminology and criminal justice. For simplicity, we 
will use criminology to refer to both in this article. 
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recidivism (Lattimore et al., 2016; O’Connell, Brent, & Visher, 2016). That thousands of 

offenders, victims, and community members have been subjected to the consequences of what 

now appears to be a failed program underscores the importance of exercising caution when 

studies reveal startling results (Cullen, Pratt, & Turanovic, 2016). 

For this and other reasons spelled out below, it is our position that criminologists must 

take the crisis of confidence seriously and that we should consider whether it affects our own 

evidence base. This raises a fundamental question: how would we know if criminology were 

headed for a crisis of confidence? We see at least two ways to forecast that outcome. One is to 

survey scientists and ask them whether they trust the evidence base (see, generally, American 

Academy of Arts & Science, 2018). No such information exists for criminologists, so we must 

rely on the second approach, which is to look for indicators that trouble is brewing. One of the 

most obvious indicators is that studies begin to fail tests for direct replication (see Clemens 

[2017], Duvendack et al. [2017], and Pridemore et al. [2018], for discussions of the definitions of 

replications). When this happens, scientists question which findings are true-positives and which 

are false-positives. This all came to the forefront recently in psychology when a large-scale effort 

(Open Science Collaboration, 2015) suggested only about one-third of psychology experiments 

could be replicated (Nosek et al., 2012; Pashler & Wagenmakers, 2012; but see Gilbert et al., 

2016; Johnson et al., 2017; Maxwell, Lau, & Howard, 2015; Stroebe & Strack, 2014). In the 

aftermath of that study, a survey of scientists revealed that 90% of researchers agree there is a 

reproducibility crisis in science (Baker, 2016).  

Criminology has not experienced anything like the reproducibility crisis that is currently 

afflicting psychology, so there has been comparatively less discussion of the possibility of a 

crisis of confidence in our discipline. This may incline some to conclude that criminology does 
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not suffer the same fate as psychology. But we believe this conclusion is premature if for no 

other reason than criminologists do not place a high priority on replication (McNeely & Warner, 

2015) and, therefore, we have little idea what proportion of our evidence base would replicate if 

an attempt were made. As evidence, Pridemore and colleagues (2018) reported that less than 1% 

of nearly 40,000 criminology articles published up to 2014 were replication efforts. 

Criminologists must, therefore, look for other indicators to determine whether we are 

headed for a crisis of confidence. So what are those other indicators? The recent survey 

conducted by Nature (Baker, 2016) identified a short list of problems that scientists believe 

contributed to the current reproducibility crisis in other disciplines. A large majority of the 

survey participants indicated that selective reporting of statistically significant results—a practice 

the public finds morally objectionable (Pickett & Roche, 2018)—and pressures to publish novel 

findings as a result of the ever-changing structure of science contributed to the problem (see also, 

Hagan, 1973; King, 1995; Merton, 1957; Simmons et al., 2011; Vostal, 2016). Related concerns 

stem from publication bias (i.e., reviewers and editors prefer statistically significant results), P-

hacking (i.e., researchers run lots of tests but only report the ones that result in statistically 

significant P values), and researcher degrees of freedom (i.e., researchers have wide latitude 

when deciding how to conduct a study and can, therefore, end up publishing a result that is 

unlikely to hold up) (Bailystok et al., 2015; Carter & McCullough, 2014; Ferguson & Heene, 

2012; Franco et al., 2014; Gelman & Loken, 2014b; Schmidt & Oh, 2016).2  

But there is another indicator that can reliably forecast a crisis of confidence in an area of 

research: the level of statistical power that prevails in that area (Button et al., 2013; Ioannidis, 

                                                
2 These concerns are, practically speaking, impossible to eliminate and one might argue that it is undesirable to 
eliminate them altogether. Instead, finding small ways to incentivize transparent and accountable research practices 
is likely the best way forward. As an anonymous reviewer noted, the badge systems used at top psychology journals 
(e.g., Psychological Science) appear to have had the intended effects. 
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2005). Statistical power is an important indicator because it is the fulcrum upon which applied 

statistical analysis is balanced. Statistical power provides an estimate of the probability that a 

researcher will correctly reject the null hypothesis when the null is in fact false.3 Moreover, 

statistical power plays a central role in other computations such as the false-discovery rate, 

which is the probability that a statistically significant effect is not real (meaning the “true” effect 

is zero) (see Colquhoun, 2014; Ioannidis, 2005). When statistical power is low, study findings 

become less trustworthy, leading to a loss of confidence. When an entire discipline is built on 

underpowered research, that entire body of evidence becomes suspect. For context, consider that 

more than 80% of the researchers surveyed by Nature indicated that low statistical power or poor 

analysis contributed to the reproducibility crisis in other disciplines (Baker, 2016).  

Statistical power played a central role in the arguments developed by Ioannidis (2005) in 

his now classic article, “Why Most Published Research Findings are False.” Ioannidis showed 

that the positive predictive value for a study—which is the complement to the false-discovery 

rate, meaning it is the probability that a statistically significant result reflects a true effect—is 

directly tied to the level of statistical power in that study. All else being equal, as the statistical 

power for a study goes up, so too does its probability of reaching an accurate conclusion (i.e., the 

positive predictive value goes up). The inverse is also true: as statistical power goes up, the false-

discovery rate goes down. Building on these observations, Ioannidis (2005) was able to show 

that low levels of statistical power: a) lowers the probability of discovering true effects; b) 

lowers the probability that a statistically significant effect reflects a true effect; and c) makes it 

more likely that statistically significant effect size estimates will be inflated. This latter point 

                                                
3 This statement presupposes that the null hypothesis is either true or false. The validity of this perspective has been 
drawn into question by leading statisticians (see, for example, Gelman & Loken, 2014a). We will briefly return to 
this point in the Discussion section, but interested readers are directed to introductory Bayesian texts for more 
thorough considerations (e.g., Gill, 2014; Lee, 2012).  
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came to be known as the “winner’s curse” because, “…the ‘lucky’ scientist who makes the 

discovery in a small study is cursed by finding an inflated effect” (Button et al., 2013:367).  

The winner’s curse recently garnered attention in criminological circles after Gelman and 

colleagues (2018) suggested it provides a plausible explanation for the counterintuitive finding 

that effect sizes tend to decrease as sample sizes increase in experimental criminology. Prior to 

Gelman et al.’s study, this relationship was widely known as Weisburd’s paradox—which 

suggested that effect sizes drop as studies get bigger because researchers are unable to maintain 

quality control (see also Nelson et al. [2015]). This is all to say that statistical power is an 

important indicator for criminologists to follow given its ability to explain counterintuitive 

findings and its ability to forecast false-discovery rates (Button et al., 2013). 

It might come as a surprise, then, that criminologists have not studied statistical power 

more thoroughly. Indeed, as we will show below, over the past 25 years, there have only been 

four attempts to estimate statistical power in criminological research. As such, we will assess and 

summarize the level of statistical power that prevails among studies in criminology. This issue 

matters generally in terms of the quality of basic scientific research that the discipline produces, 

but it also matters in a very practical way. Criminology is an applied field, with its published 

knowledge used to inform policy and practice. In an era of increasing calls for the field to be 

evidence-based in policy matters, criminology has the potential to be influential in 

unprecedented ways (Clear, 2010; Petrosino et al., 2001; Sherman et al., 2002). To do so 

effectively and ethically, that research evidence must be reliable and trustworthy, which is to say 

it should be gleaned from studies that are likely to identify true-positive results. Do we have 

reason to be confident that the knowledge we share with policymakers and practitioners is true? 
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Or, similar to other disciplines, is criminology going to confront a crisis of confidence? An 

assessment of statistical power will indicate where things stand.  

Accordingly, in the present paper we have three objectives. First, we consider what 

statistical power is and how we should be thinking about it in the context of criminological 

research. Second, inspired by work in economics, psychology, and neuroscience (Bakker et al., 

2012; Button et al., 2013; Ioannidis et al., 2015), the present study will report on one of the first 

discipline-wide power analyses (see Brown, 1989; Weisburd, Lum, & Yang, 2003). Third, we 

will explore the implications of our findings for evidence-based policy and for criminological 

research more broadly. 

 
“Ingredients” for Statistical Power 

 Statistical power is best understood in the context of the null hypothesis significance test 

(NHST). NHSTs estimate the compatibility between the observed data and the null hypothesis 

(H0), which is typically set to zero. The compatibility between the observed data and H0 is 

summarized with a P value, where smaller P values (i.e., those closer to 0.00) indicate the data 

and H0 are less compatible (Wasserstein & Lazar, 2016). To understand how this works, let us 

consider the sampling distribution under H0. A sampling distribution represents the universe of 

estimates that would be observed with repeated sampling from the population of focus. The 

mean of a sampling distribution will equal the population parameter of interest, but note that 

there will be variation. Indeed, there will be a distribution, meaning some estimates will be larger 

than the population parameter and some will be smaller.  

Any given NHST will result in one of four outcomes, each of which is shown in Table 1. 

The top row of Table 1 reveals the two possible outcomes of an NHST when H0 is actually true. 

Notice that in this scenario there is only one distribution and it is centered on the H0 value. When 
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H0 is in fact true, the researcher will commit a Type I error by rejecting H0. This will occur at the 

rate of ! and it is represented as the shaded region in the top-left panel of Table 1. We demarcate 

the !-level with the vertical drop lines, so the Type I error region is the region that lies at or 

beyond the ! threshold. Alternatively, the researcher can make a correct decision by failing to 

reject H0, which will occur at the rate of 1− !. This is represented as the shaded region in the 

top-right panel of Table 1.  

***Insert Table 1 about Here*** 

 When H0 is in fact false, two distributions will prevail and there are two possible 

outcomes of an NHST (bottom row of Table 1). As before, there will be a distribution under H0 

(denoted with the bold line). The second distribution—denoted with the grey line—is sometimes 

referred to as the non-central distribution and it reveals the sampling distribution that would 

prevail if the population parameter were not equal to H0. In these situations, the researcher will 

reject H0, which is the correct decision, at the rate defined by the level of statistical power (1−

!). This rate can be calculated as the proportion of the non-central distribution that lies beyond 

the !-level threshold, which is set in the distribution under H0. We represent this as the shaded 

region in the bottom-left panel of Table 1. The other scenario is that the researcher can make a 

Type II error by failing to reject H0. This will occur at the rate of !, which is represented as the 

shaded region in the bottom right panel of Table 1. 

 So what are the “ingredients” for statistical power? In other words, what makes the 

shaded region in the bottom-left panel of Table 1 larger or smaller? There are, generally 

speaking, three factors that affect the statistical power of any study (Britt & Weisburd, 2010; 
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Cohen, 1988)4: 1) the critical region, which is demarcated by the α-level specified by the 

researcher; 2) the effect size of the relationship in question; and 3) the sample size (n) of the 

study. The first ingredient, the !-level set by the researcher, is a threshold that differentiates a 

statistically significant effect from one that is not statistically significant (Fisher, 1925[1973]). 

This value is set by the researcher a priori and convention is ! ≤ 0.05. Note that if a researcher 

chooses a more stringent !-level (e.g., ! = 0.01), the statistical power of that study will be 

reduced compared to a less stringent !-level. This can be visualized by looking at the bottom-left 

panel of Table 1 and imagining the vertical bars are shifted more toward the tails of the 

distribution under H0. Doing so would reduce the shaded region in the non-central distribution. 

 The second ingredient is the effect size. Larger effect sizes, all else being equal5, push the 

non-central distribution further from the distribution under H0. Smaller effect sizes allow these 

two distributions to overlap. The degree to which the two distributions overlap directly affects 

the statistical power of the study because statistical power is calculated as the proportion of the 

non-central distribution that lies beyond the α-level threshold. This can be visualized in the 

bottom-right panel of Table 1. A larger effect size would move the non-central distribution 

further to the right, resulting in a greater proportion of that distribution lying beyond the !-level 

threshold (i.e., the shaded region would increase). 

The last ingredient is the n for the study. All else being equal, studies with a larger n will 

produce sampling distributions with less variation, meaning any estimate gleaned from the 
                                                
4 Sherman (2007) raises a fourth factor—heterogeneity in effect size—that should also be considered. Because we 
seek to offer a broad discussion of statistical power here, we consider heterogeneity of effect sizes to be part of the 
more general effect size component but we do recognize its unique contribution to average estimates of statistical 
power. Interested readers are encouraged to see Sherman’s comments. 
5 We thank an anonymous reviewer for pointing out that, in applied research contexts, all else is typically not equal. 
Funding constraints mean researchers must balance various issues, where maximizing sample size is just one 
concern of many. It is important to note, then, that we are not implying criminologists have intentionally overlooked 
statistical power. It is more likely the case that statistical power is but one concern among a landscape of issues that 
confront scientists in any project. Our goal here is to provide context for why statistical power is and should remain 
a key concern.  
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sampling distribution will have greater precision. This is reflected by standard errors, which are 

estimates of the standard deviation of the sampling distribution. Standard errors decrease as n 

increases. As n grows, the non-central distribution is narrower with a much more obvious peak 

around the population parameter. The reverse is also true; as n drops, the sampling distribution 

has greater variation. 

Considering these three ingredients reveals a few ways a researcher might affect the 

statistical power of any given analysis. First, s/he could adjust the α-level. Increases in the α-

level will increase statistical power (e.g., move from P < 0.05 to P < 0.10). But this is not a 

recommended strategy—and we do not mean to imply that researchers actually use this 

strategy—because it increases the probability of a false-positive finding. Second, all else being 

equal, an increase in the effect size would increase statistical power. But it goes without saying 

that the researcher cannot change the effect size of a relationship, so this is not a viable strategy. 

This leaves sample size as the primary target. If a researcher wants to increase statistical power 

in any given study, the most appropriate strategy for doing so is to increase the sample size for 

the analysis.6 For this reason, in our analysis we will highlight the sample sizes that are typical in 

criminological research.  

 
Prior Estimates of Statistical Power in Criminology 

                                                
6 But, as an anonymous reviewer noted, it is not always easy for researchers to increase sample sizes given a) 
budgetary constraints on primary data collection efforts and b) the reality that secondary data analysis affords no 
flexibility on sample size. We agree with these concerns but would also point out that calculating statistical power 
prior to conducting a study (whether it be primary or secondary data) allows one to gain insight into whether 
prevailing sample sizes are appropriate for testing the question at hand given an expected effect size. Doing so also 
affords the researcher the opportunity to estimate the probability of other types of inferential errors prior to carrying 
out an analysis (Gelman & Carlin, 2014). This, however, should not give the misleading impression that statistical 
significance is the goal of any study and that one simply needs a “big enough” sample size to achieve P < 0.05. We 
will return to these points in the Discussion section, particularly when we recommend that criminologists consider 
adopting alternative approaches. 
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Our discussion has led to the central question that motivates this study: how (statistically) 

powerful is the evidence in criminology? Discussions of statistical power are rare in the 

criminological literature, but attempts to estimate and summarize it are not completely absent. To 

date, four studies have sought to provide an overall (or an average) estimate of the prevailing 

level of statistical power for certain areas of criminological research (Brown, 1989; Nelson et al., 

2015; Weisburd et al., 1993; Weisburd et al., 2003).  

The first of these was published more than a quarter-century ago (Brown, 1989). Brown 

(1989) analyzed 53 individual articles published in eight leading criminology journals.7 Brown’s 

analysis revealed that roughly half of the published studies analyzed samples that were smaller 

than 250 and fully 83% of the studies analyzed samples smaller than 1,000. Based on the 

different effect size thresholds defined by Cohen’s d (1988), Brown reported that very few of the 

published studies had enough power—typically, statistical power of 0.80 is the threshold—to 

detect small effect sizes. And just over half of the studies had enough statistical power to reliably 

detect moderate effect sizes. The focus on small and moderate effect sizes is quite important 

because, as Weisburd and Piquero’s (2008) analysis revealed, the typical criminology study is 

expected to produce small-to-moderate effect sizes.  

The second study was conducted by Weisburd and colleagues (1993) who sought to 

determine whether design features like the sample size impacted the findings gleaned from 

criminology experiments. Their analysis of 74 intervention studies suggested that only 15% had 

enough statistical power (i.e., power > 0.80) to reliably detect a small effect size (again, using 

Cohen’s d). They did conclude, though, that most studies had plenty of statistical power to detect 

moderate and large effect sizes.  

                                                
7 The journals were Journal of Criminal Law & Criminology, Criminology, Journal of Research in Crime and 
Delinquency, Crime & Delinquency, Journal of Criminal Justice, Journal of Police Science & Administration, 
Criminal Justice Review, and Criminal Justice and Behavior. 
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The third study, Weisburd et al.’s (2003) analysis of 58 effect sizes from the “Maryland 

Report” by Sherman et al. (1997), found that the vast majority (70%) of the studies reported an 

average effect size that was substantively small (Cohen’s d between 0.00 and 0.20). Based on the 

assumption of a small effect size, Weisburd and colleagues (2003) calculated that 83% of the 

studies analyzed were underpowered to detect the effects that they produced.  

And finally, Nelson and colleagues (2015) drew effect size estimates from 66 

experiments in the Campbell Collaboration’s Crime and Justice Coordinating Group. These 

authors reported that experiments in the Campbell Collaboration tended to be underpowered, 

with a total average estimate of statistical power coming in at 0.32, well below the suggested 

0.80 threshold.  

The four analyses that are currently available suggest statistical power in criminology is 

quite low (Brown, 1989; Nelson et al., 2015; Weisburd et al., 1993; Weisburd et al., 2003), but 

there is reason to be cautious about generalizing to the typical criminological study. Two 

concerns give us pause. First, several of these prior studies are now somewhat dated (e.g., 

Brown, 1989; Weisburd et al., 1993; Weisburd et al., 2003). Given the recent popularity of large, 

nationally representative datasets in criminology (e.g., the Add Health data), it may be the case 

that statistical power has increased over the past two-to-three decades.  

Second, three of the prior power analyses were focused on specific research topics or 

designs used by criminologists. Weisburd and colleagues (1993) focused exclusively on 

randomized experiments, Weisburd et al. (2003) only analyzed studies in crime prevention, and 

Nelson et al. (2015) restricted their analysis to randomized controlled trials drawn from the 

Campbell Collaboration. Each of these studies might be expected to produce lower levels of 

statistical power (relative to other areas of inquiry) due to the smaller sample sizes that are 
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typical of studies in those areas. In other words, it may not be appropriate to generalize the 

results from any of the available power analyses to the rest of the field.  

Thus, we sought to expand the existing literature in two ways. First, we provide an up-to-

date assessment of statistical power. Second, we estimate statistical power across a broad range 

of research topics and research designs in criminological studies. This sort of “metascience”—

studying science itself (Munafò et al., 2017)—is not frequently conducted in criminology (for 

notable examples, see Bushway et al., 2006; Gelman et al., 2018; McNeely & Warner, 2015; 

Pridemore et al., 2018). Thus, while studying statistical power is important in its own right, we 

believe there is value in conducting metascience reviews like this because they can act as a check 

on the direction our field is going. 

Before we move on, however, it is important to explicitly acknowledge a key point. That 

is, statistical power might be considered a second-order concern, conditional on the assumption 

that an effect size has been properly identified. Put a different way, a reasonable argument can be 

made that concerns over statistical power should be secondary to concerns over confounding and 

other sources of bias. We certainly agree that proper identification of effect sizes is a major issue 

in criminological research because most hypotheses and research questions in criminology are 

not amenable to experimental designs (Sampson, 2010), raising questions about whether any 

given effect size estimate has been properly identified. But to note the concern of effect size 

identification does not diminish the importance of statistical power for an applied field like 

criminology. If anything, we believe it heightens its relevance because properly identified effect 

size estimates can only be trusted proportional to the statistical power of the test used to produce 

them. As Gelman and Carlin (2014) demonstrated, variation in the sampling distribution of an 

effect size is a function of statistical power. If a study has low statistical power, then the effect 
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size estimate—even if it is properly identified—will vary and could, in some cases, come out in 

the wrong direction. 

 
Methods 

Adopting the strategies that have been applied in psychology (Bakker et al., 2012; 

Nuijten et al., 2018) and neuroscience (Button et al., 2013), we gathered average effect size and 

average sample size (n) estimates from criminology meta-analyses. There are several benefits to 

relying on evidence from meta-analyses.8 First, the effect sizes estimated in meta-analyses are 

often more stable than those estimated from any single study (Lipsey & Wilson, 2001). Second, 

meta-analyses can provide estimates of the average n that prevails among criminology studies. 

Third, meta-analyses are topic-specific, meaning we can summarize vast bodies of evidence by 

drawing on the information reported in a manageable number of sources. Thus, in the sections 

that follow, we will outline the adopted procedures for identifying meta-analyses in criminology 

and how we calculated the average effect size and the average n.9 Knowing these bits of 

information allowed us to estimate the average level of statistical power in criminological 

research.10  

                                                
8 But, as an anonymous reviewer pointed out, published meta-analyses do not perfectly represent the complexity of 
research in criminology. For example, focusing on meta-analyses means we necessarily are restricted to quantitative 
studies. It is not clear whether findings from our study have anything to say about qualitative research. This point, to 
our knowledge, has not been raised in other fields that are currently experiencing the crisis of confidence. We 
therefore encourage criminologists to engage in this discussion given the rich pieces of information that have been 
gleaned from qualitative research in our field. 
9 Ideally, we would have collected additional information such as the sample size per cell, manipulations that were 
carried out, and statistical tests that were estimated. But most of the meta-analyses did not include this information. 
We encourage scholars to follow-up on our efforts with more nuanced foci like those mentioned here. To do so will 
most likely necessitate a review of primary studies instead of meta-analyses. 
10 An anonymous reviewer noted that meta-analysis “…provides an effective solution to the problems of sampling 
error and low power and precision in individual studies” (Schmidt & Oh, 2016:34). This is an important point. 
Because we rely on the average effect size and the average sample size reported in each meta-analysis, we are able 
to provide an estimate of the average level of statistical power for each meta-analysis included in our sample. But, to 
the degree that reliance on meta-analysis has affected our estimates of statistical power, given the comments by 
Schmidt and Oh, one might be inclined to conclude that our estimates are inflated (i.e., that statistical power is 
actually lower than we report). Also, by extension, our study does not consider research that has not been meta-
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Literature Search, Inclusion Criteria, and Coding 

In order to include as many meta-analyses as possible, we searched Google Scholar and 

the Web of Science databases for any studies published between 1990 and 2015 that included 

some combination of key-word terms like: “meta-analysis,” “crime,” “delinquency,” or 

“recidivism”.11 To be considered for inclusion in the analysis, all studies were required to be 

written in English, peer-reviewed, and published in a criminology journal. Additionally, three 

other inclusion criteria were established: 1) the study must provide an effect size estimate (e.g., 

Cohen’s d, r); 2) the meta-analysis must report on the association between two variables (i.e., 

descriptive meta-analyses were not included); and 3) the outcome of the study must be a form of 

criminal behavior if using individual-level data or a form of criminal activity/crime rates if 

macro-level data. Although not an inclusion criterion per se, all of the meta-analyses were 

searched for an indicator of sample size (n) for the original studies.12  

After applying the inclusion criteria, 81 meta-analyses were deemed eligible and were 

included in the analysis. This number of meta-analyses is consistent with Farrington et al. (2016) 

who recently found 43 systematic reviews published between 2000 and 2016 that were focused 

on the risk factors for violence, offending, and delinquency. Recall our time window spanned 

1990 to 2015 so it is reasonable that we found nearly twice as many as Farrington and 

colleagues. Nonetheless, we conduct supplemental analyses to gauge how robust our estimates 

are to overlooked studies (see the Findings section below). 

                                                                                                                                                       
analyzed. Based on Schmidt and Oh’s (2016) arguments, we have reason to believe statistical power will be higher 
in our study than if one were to assess a sample of findings in criminology that have not been meta-analyzed. 
11 Specifically, the advanced search codes for the Web of Science search were: “TI=(meta*) AND TI=(crim* OR 
delinq* OR antisocial OR anti-social OR recidivism) AND WC=(Criminology & Penology) Timespan: 1990-2015.” 
The codes for the Google Scholar search were: “allintitle: meta-analysis crime, OR delinquency, OR antisocial, OR 
anti-social, OR recidivism” and the date range was restricted to studies published in 1990-2015. 
12 An example of a study that did not meet the inclusion criteria and was, therefore, omitted from the analysis is the 
meta-analysis on the relationship between self-control and victimization by Pratt and colleagues (2014). This study 
met the first two criteria, but it did not meet the third criterion. 
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These 81 meta-analyses covered more than 6,000 individual primary studies. All studies 

included in the analysis are indexed in the reference list with an asterisk (*). The information 

coded from each meta-analysis is available in downloadable format on the first author’s GitHub 

page (https://github.com/jcbarnescrim/power). Additionally, all of the Stata and R code used to 

conduct the analysis is posted to that same GitHub page. Thus, readers are free to reproduce the 

present findings or expand on the analysis as they see fit (see Nosek et al., 2015). 

Summarizing a body of literature is often challenging due to different reporting 

conventions, the variety of statistical techniques available, and the various operationalizations of 

key constructs. These were important issues to be dealt with in the current analysis. As a result, 

we adopted the following guidelines for study coding. Whenever available, we coded the 

weighted—rather than the unweighted—effect sizes. In a few cases, effect sizes from both fixed 

and random effects models were reported. Given the option, we always coded the random effects 

estimates because random effects models allow for variation between studies that is not strictly 

due to random error (Lipsey & Wilson, 2001). Our primary focus was on “overall” or “average” 

effect sizes, so we coded those in lieu of effect sizes from moderator analyses. This was done to 

keep the analysis tractable and so that the between study variation in effect sizes would not be a 

function of moderator effects being explored in study A but not in study B.13  

 
Findings 

 

                                                
13 For example, the meta-analysis by Welsh and Farrington (2009) analyzed the effect of CCTV on local crime rates. 
Moderator analyses explored whether the effect of CCTV was specific to a particular crime type (violent versus 
vehicle crime). For the purposes of this study, we recorded information on the overall crime analysis. Another 
example is the meta-analytic results presented by Gobeil et al. (2016). This study presented the results of 
interventions on recidivism for female offenders. The authors provide an “overall” effect, which was included in our 
analysis. Gobeil and colleagues also performed several additional analyses to address questions about whether the 
type of intervention affected the outcome. These latter estimates were not coded for the present analysis. Again, our 
point here was to gather broad estimates of effect sizes and average sample sizes across the discipline—not to 
explore variability of effects due to moderator analyses. 
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Effect Sizes in Criminology 

Effect sizes were collected from each of the 81 meta-analyses and were coded according 

to the metric used in the original study. Seven different effect size metrics were observed: 

Cohen’s d, r, z(r), phi, Hedge’s g, odds ratio, and risk ratio.14 We relied on well-documented 

conversion formulae to transform the above effect sizes into the Pearson product-moment 

correlation r (Borenstein et al., 2009; Lipsey & Wilson, 2001; Rosenthal & DiMatteo, 2001). 

Thus, all effect sizes discussed from this point forward are on the standard r scale. Because we 

are not testing the directionality of any given relationship, but instead are simply interested in the 

magnitude of effect sizes in criminology, we carried out an absolute value transformation of r 

(i.e., |r|). Positive and/or negative values are thus treated equivalently in our analysis.  

As shown in the first row of Table 2, there were 322 effect sizes reported across the 81 

meta-analyses. The distribution of effect sizes is presented in Figure 1. The mean of the 

distribution is plotted as an open circle, along with the 25th percentile value (triangle on the left), 

the median (diamond), and the 75th percentile value (triangle on the right). The mean was r = 

0.148, revealing the average effect size in criminology is small-to-medium (Cohen, 1988). This 

finding is consistent with prior work (Sherman et al., 1997; Weisburd et al., 1993). 

***Insert Table 2 about Here*** 

***Insert Figure 1 about Here*** 

 We performed four supplemental analyses to examine the robustness of our estimate of 

the average effect size. First, we estimated the degree to which overlooked meta-analyses might 

have biased our findings. In essence, we tested the sensitivity of our estimate to missing data. Let 

                                                
14 Risk ratios were treated as odds ratios during conversion, which is unlikely to have biased the results due to the 
fact that our analysis generally focuses on rare outcomes. Risk ratios are approximately equal to odds ratios when 
the outcome is rare, but they will diverge such that the odds ratio will grow larger than the risk ratio as the 
prevalence of the outcome increases. Only 21 of the total 322 effects sizes were reported as risk ratios and our effect 
size estimates do not substantively change when we omit the risk ratios from the analysis. 
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us imagine our literature search overlooked 180 effect size estimates that all had an effect size of 

0.20 (i.e., a large effect size relatively speaking). If we were to add these estimates to our sample, 

the resulting mean value would be r revised  = 0.166. In other words, even if we overlooked a very 

large number of relatively large effect sizes, the conclusions we reach below are unlikely to be 

affected because the resulting bias will only change r  by roughly 0.018 units. 

 The second supplemental analysis estimated whether the inclusion of more than one 

effect size estimate per study had any impact on our estimate of r . When we randomly drew an 

effect size estimate for each meta-analysis, the resulting value for r unclustered  was 0.151, a value 

that is only 0.003 units larger than the r  reported above. This served to indicate that our 

findings are robust to any concerns that might arise due to the clustering of effect sizes within 

studies. 

For the third supplemental test, we considered whether effect sizes among intervention 

studies (41 total) were different than effect sizes from non-intervention studies (281 total). 

Estimates were identified as coming from an intervention study if it (the effect size estimate) 

reflected the impact of a program on criminal behavior or crime rates. Meta-analyses with at 

least one intervention estimate are demarcated with a superscript “i” in the reference list. Our 

analysis revealed no meaningful substantive difference between intervention and non-

intervention studies. The mean effect size for intervention studies was rint = 0.120 and it was 

rnon-int = 0.152 for non-intervention studies. A combined histogram is provided in Panel A of 

Appendix A. 

Our fourth supplemental test assessed whether effect sizes among individual-level studies 

(253 total) were different than effect sizes from macro-level studies (69 total). There did not 
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appear to be a meaningful difference in the effect size estimates between individual-level studies 

( rind−level = 0.147) and macro-level studies ( rmacro−level = 0.150). A combined histogram is provided in 

Panel A of Appendix B. 

 
Sample Sizes (n) in Criminology 

 The average n reported in criminology meta-analyses is provided in the second block of 

rows in Table 2. We report on n observed among the studies that were used to compute the 

corresponding effect sizes. There were a number of studies that did not provide any details we 

could use to draw this information. Specifically, n was only available for 271 effect sizes 

(84.2%). We performed a t-test to assess whether the effect sizes among studies with available n 

differed from those with missing n. This test showed only a small substantive difference and the 

confidence interval included 0.00 (mean difference in r  = 0.016, 95% confidence interval = [-

0.015, 0.046], t = 0.989, P = 0.323 [two-tailed test]), so we assume there is no systematic 

difference among effect sizes gleaned from studies with and without n. 

As shown in Table 2, the mean was n = 2,929.821, but the median was n = 327.429, 

indicating considerable right skew. Approximately 70% of all effect sizes were drawn from 

studies with n less than 1,000 and more than 90% of all effect sizes were drawn from studies 

with n less than 5,000. Thus, we also present summary statistics for all studies where n ≤ 5,000 

(see the third block of rows in Table 2). It is worth noting the similarity of these results to those 

reported by Brown (1989), who found the vast majority of studies used samples smaller than n = 

1,000. 

The histogram plotted in Figure 2 shows the distribution of n for all corresponding 252 

effect sizes where n ≤ 5,000. Even among this (slightly) restricted sample, the right skew is 

obvious. The mean of the distribution, which is marked with an open circle, appears at n = 
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710.122. The median, which is marked by the diamond, appears much further to the left, at n = 

291.125.  

***Insert Figure 2 about Here*** 

 As with the effect size analysis, we performed two supplemental tests: 1) to determine 

whether intervention studies substantively differed from non-intervention studies and 2) to 

determine whether individual-level studies differed from macro-level studies. First, intervention 

studies were found to have a more restricted range of sample sizes compared to non-intervention 

studies. More specifically, the mean was n  = 627.084 among all intervention studies (the 95% 

range was 27.333 to 3,492.763) and n  = 3,184.632 among all non-intervention studies (the 95% 

range was 44 to 24,353.630) (results for studies where n ≤ 5,000 are provided in the third block 

of rows in Table 2). In short, non-intervention studies have a wider range of n and a larger mean 

n. This could impact statistical power in a predictable way: we might expect intervention studies 

to have lower statistical power compared to non-intervention studies. See Panel B of Appendix A 

for a combined histogram of n for intervention and non-intervention studies where n ≤ 5,000. 

 As for individual-level and macro-level studies, individual-level studies presented with a 

mean n  = 3,292.281 (the 95% range was 62 to 24,911.130) and macro-level studies presented 

with a mean n  = 485.804 (the 95% range was 44 to 6,476.400). Similar to our prediction about 

intervention studies, these observations suggest macro-level studies will have lower statistical 

power compared to individual-level studies—at least on average. A combined histogram is 

presented in Panel B of Appendix B. 

 
Statistical Power (1 - β) in Criminology 

Statistical power estimates were calculated for each effect size/sample size combination 

that was observed in the meta-analyses. All power calculations were conducted using the power 



 
 

20 
 

package in Stata 14.1. As was noted above, all meta-analyses provided an effect size, but not all 

of them provided the information necessary to calculate n. Thus, we were only able to estimate 

statistical power using 270 effect sizes. This number is one value smaller than the total number 

of sample size estimates (271) because one study reported a mean effect size of 0.00. Statistical 

power calculations are unnecessary for this case because the effect size was equal to the null 

hypothesis value.  

Statistical power estimates are presented in the last block of rows in Table 2 and as a 

histogram in Figure 3. The figure has a distinct U shape, with a cluster of very low-powered 

studies on the left and a cluster of high-powered studies on the right. In that respect, the 

distribution looks very similar to statistical power estimates observed in other behavioral science 

disciplines (for a similar pattern from neuroscience, see Button et al., 2013; Nuijten et al., 2018). 

The open circle demarcates the average level of statistical power, which was 0.605. The average 

level of statistical power can be interpreted as the expected probability that any randomly drawn 

study will reject the null hypothesis when the null is in fact false. Because the average level of 

statistical power is below the typical 0.80 threshold, we can conclude that the average study is 

underpowered to detect the effect sizes that are observed. This conclusion is consistent with the 

four statistical power analyses that preceded ours (Brown, 1989; Nelson et al., 2015; Weisburd et 

al., 1993; Weisburd et al., 2003). 

***Insert Figure 3 about Here*** 

Note that the median level of statistical power is somewhat higher than the mean. 

Specifically, the median level of statistical power (denoted by the diamond in Figure 3) was 

0.706. Based on this value and using the standard 0.80 power threshold as a benchmark, one can 

conclude that more than half of all criminology studies are underpowered to detect the effect 
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sizes they observe. This finding is sobering evidence that much of the published literature is 

reporting results that could be incorrect. 

But there was variation in the observed level of statistical power. The 75th percentile 

value was located at statistical power = 0.992, meaning that at least 25% of all criminology 

research is very well powered. This finding is mainly driven by the right-skew observed for n; 

about 25% of all studies have very large n and, therefore, are well powered to detect even small 

effect sizes. Still, a large number of studies have troublingly low levels of statistical power. Note 

that the 25th percentile was located at statistical power = 0.236. This means that nearly one-

quarter of all research has statistical power below 0.24.  

We performed two supplemental analyses to determine whether statistical power varied 

between 1) intervention and non-intervention studies and 2) between individual-level and macro-

level studies. As was predicted due to the observation that intervention studies tended to have 

smaller n, we found that the mean level of statistical power among intervention studies was 

smaller (0.534) than the mean level of statistical power among non-intervention studies (0.613). 

Yet the distribution of statistical power is substantively similar across the two types of studies. 

Panel C of Appendix A reveals the distribution of statistical power estimates for intervention 

studies and Panel D reveals the distribution for non-intervention studies. Both types of studies 

presented with the same U shaped distribution that was observed among all studies. As can be 

seen, the problem of low statistical power thus marks both types of studies.  

Similarly, our prediction for the difference in statistical power between individual-level 

and macro-level studies was borne out: the mean level of statistical power for individual-level 

studies (0.654) was substantively larger than the mean for macro-level studies (0.274). 
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Distributions can be found in Panel C (individual-level studies) and Panel D (macro-level 

studies) of Appendix B. 

 
Discussion 

How much of our evidence base is trustworthy? Although answering this question is 

difficult, one can rely on the level of statistical power that prevails in the literature as an indicator 

because low statistical power portends high false-negative rates and high false-discovery rates 

(Ioannidis, 2005). Based on the results of our assessment of more than 300 effect sizes and more 

than 250 sample sizes gleaned from more than 80 meta-analyses—meta-analyses that cut across 

a wide range of criminological topics and span a quarter-century of research—two key findings 

emerged. We will now consider those two key findings and we will discuss the implications that 

stem from them. After that, we will consider potential solutions to the problems that can be 

caused by low statistical power.  

 
Key Findings 

 The first key point to take away from this analysis is that studies in criminology have 

relatively high levels of statistical power compared to other areas of behavioral and social 

science. It is, however, important to emphasize the word relatively here. Criminology has high 

statistical power (on average) compared to fields like psychology (Bakker et al., 2012), 

neuroscience (Button et al., 2013), and behavioral genetics (Duncan & Keller, 2011; Sham & 

Purcell, 2014), but those disciplines have confronted very low levels of statistical power. Thus, 

we should not consider ourselves free from the problems that come from low statistical power. 

At the same time, it is important to point out that high statistical power—either in an absolute 

sense or a relative one—does not mean all is well. Higher statistical power may be an indicator 
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that researchers perceive more flexibility in research designs, meaning there are greater 

perceived researcher degrees of freedom. As we discussed in the introduction to this study, 

flexibility in research design is a major concern and likely a key contributor to the crisis of 

confidence in psychology and other areas of behavioral research (Simmons et al., 2011).15 Also, 

high statistical power might lead researchers to put too much emphasis on substantively small 

effect sizes, directing attention and resources to efforts that may have little impact. Thus, for 

these reasons, we encourage criminologists to remain cautious when interpreting results—even if 

the study boasts a high level of statistical power. 

Nevertheless, our second—and related—point is that there is wide variability in statistical 

power across studies in our field. Indeed, the 95% range of statistical power estimates is between 

0.052 and nearly 1.00. Comfortingly, a good portion of studies exhibit high statistical power 

(about 25% were in the 0.99 to 1.00 range), something that should not be surprising given that 

scholars in our field often rely on large, publicly available datasets to conduct their research 

(Woodward et al., 2016; Worrall, 2000).  

But there is also a large portion of studies that are (on average) dangerously 

underpowered. About 25% of all studies have power between 0.01 and 0.24. This means that 

roughly one-quarter of all studies in criminology have levels of statistical power that make it 

nearly impossible to identify the effects they are estimating. And, given that low statistical power 

forces one to find larger effects to reject the null, this result raises the possibility that a sizable 

portion of our evidence base suffers from the “winner’s curse” (Button et al., 2013). The “curse”, 

recall, is that the researcher who finds a statistically significant result in an underpowered study 

is likely to have overstated the effect size (Gelman & Carlin, 2014; Ioannidis, 2005).  

 
                                                
15 We thank an anonymous reviewer for raising this point. 
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Implications 

For decades, criminology was marginalized and dismissed as irrelevant when it came to 

informing policy decisions about how to control crime (Austin, 2003; Cressey, 1978). In more 

recent times, however, criminology has earned a seat at the criminal justice policy-making table. 

This new-found legitimacy has been fueled primarily by the broader acceptance of an evidence-

based approach to criminal justice policy (Braga & Apel, 2016; Petrosino et al., 2001; Sherman 

et al., 2002); an approach that defers to criminologists as the experts who produce the necessary 

evidence and who should be in a good position to translate that evidence into practice. In short, 

criminology arguably matters more now than it ever has.  

Thus, a sizable body of underpowered research is cause for concern. Because nearly any 

study with a statistically significant P value is likely to be published somewhere, problems 

arising from low levels of statistical power could have an impact on evidence-based practices. 

This raises an interesting question: which studies are policymakers reading? If policymakers are 

reading the top journals in our field, then it may be that concerns about low statistical power are 

not as acute (working on the assumption that higher ranked journals tend to published stronger 

studies [in this context, meaning higher powered]). But the rate at which policymakers read 

Justice Quarterly, for instance, is an unknown and certainly a question worthy of empirical 

scrutiny. Thus, for the present study, we relied on the assumption that all articles are treated 

equally by policymakers and should, therefore, be given equal weight in our analysis. This was 

both practical and necessary because meta-analyses summarize evidence from numerous primary 

studies, so it would be exceedingly difficult to try and identify an appropriate weighting 

mechanism that would take these points into account. Nonetheless, this is an important 
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assumption that should be examined in future work—perhaps by performing power analyses on 

primary studies that have proven impactful in the policy arena.16  

To the extent that scholars make recommendations based on underpowered research, it is 

possible that they will advise policymakers with faulty evidence (see, e.g., Maruna, 2015). This 

may mean policymakers overlook interventions or policy changes that work and instead waste 

time and resources on those that do not. If policymakers are advised based on underpowered 

studies, they may invest in strategies that are unlikely to yield returns that would be expected 

based on the research evidence. Criminologists should prioritize studies and research strategies 

that maximize statistical power because it will afford policymakers the ability to differentiate 

between evidence that is actionable and evidence that is not.  

Arguably the most risky kind of evidence is a large effect size gleaned from a statistically 

underpowered study. When we see findings like this, our reaction should be one of “organized 

skepticism” (Merton, 1973)—where caution is exercised and a call for replication is made before 

we get too excited about the single study (see also Kulig, Pratt, & Cullen, 2017; Pratt, Turanovic, 

& Cullen, 2016). But demonstrating such caution is not something humans are either wired for or 

socialized to do very well (Kahneman, 2011). And as a discipline, criminology has a sketchy 

track record with demonstrating caution in the wake of a splashy new finding. Recall the case of 

Project HOPE. 

 
Moving Forward 

This all raises a very important question: what are we to do? One obvious 

recommendation comes to mind: scholars should, all else being equal, prioritize and prefer 

studies with larger sample sizes. Scholars and the public alike tend to trust evidence that comes 

                                                
16 We thank an anonymous reviewer for raising these points. 
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from larger studies. But we would be remiss if we did not acknowledge recent recommendations 

(Gelman et al., 2018) that advised against the use of statistical power altogether. The reason for 

this recommendation was based on the fact that a focus on statistical power implicitly touts the 

importance of statistical significance as a research goal. We agree that statistical significance 

should not be viewed as a research goal, but alternative approaches (meaning alternatives to the 

null hypothesis significance test) require a drastic shift in the way criminological research gets 

done. Specifically, it would require a shift toward Bayesian statistical analysis. We do not have 

the space necessary to compare and contrast Bayesian statistics with the standard frequentist 

paradigm that currently dominates criminological research practices (for some discussion, see 

Gill [2014] or Lee [2012]). Suffice to say, we second Gelman and colleagues’ (2018) 

recommendation and we encourage scholars in the discipline to take these points seriously. In the 

meantime, we have three additional recommendations. 

First, criminologists should place more emphasis on substantive significance and less 

emphasis on statistical significance (see, generally, Maltz, 1994; McShane & Gal, 2015). 

Criminologists have an abundance of theories that guide us when we seek to answer questions 

about relationships of interest. Those theories are almost always silent, though, on how large the 

relationships (i.e., effect sizes) are expected to be. Thus, a systematic consideration of the 

expected effect sizes for the various areas of criminology would be beneficial to the discipline 

because it would give scholars a more realistic benchmark to use when considering the relative 

importance of any given result. It might also allow scholars to perform tests for statistical power 

prior to any inferential statistical analysis (Cohen, 1988; see, for example, Weisburd et al., 2003). 

A systematic consideration of effect sizes in criminology could help scholars assess the degree to 

which certain estimates might have been inflated/exaggerated (Gelman & Carlin, 2014). 
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Second, criminologists should place a greater emphasis on confidence intervals than they 

do on P values and statistical significance. Rosnow and Rosenthal (1989:1277) noted that, 

“surely, God loves the .06 nearly as much as the .05”. This quote highlights the reality that the P 

< 0.05 statistical significance criterion is arbitrary. Emphasizing confidence intervals might, 

therefore, help to redirect our focus back to the magnitude of the effects we are estimating—

something that may ultimately prove to be more useful than P values. But it is important to note 

confidence intervals come with their own set of misunderstandings and fallacies (Morey et al., 

2015). Thus, while we urge criminologists to think about confidence intervals as a substitute for 

P values, we do so with full understanding that confidence intervals are not the end game. Rather 

we see them as a stepping-stone that moves us in the right direction—toward a better 

appreciation of substantive significance and, perhaps eventually, to Bayesian inferential 

methods. 

Third, we call upon authors, journal editors, and manuscript reviewers to place a greater 

emphasis on conducting and presenting sensitivity analyses in published studies. When we 

estimate our models and we get the result we think we want, how committed are we to avoiding 

the trap of confirmation bias (Jussim et al., 2016)? How often do we subject our finding to all of 

the alternative specifications that might have been thrown at it (see, e.g., Gorman, 2015; 

Nickerson, 1998)? Are the results robust enough to withstand empirical challenges, or do they 

disappear upon introducing the slightest methodological tweak? Put simply, what we are 

suggesting is that all of those engaged in the research enterprise ask themselves one simple but 

tough question before publishing any result: do I trust this finding?  

 
Conclusion 
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The primary theme of this study concerns whether criminologists can be confident in the 

evidence-base we have created. A binary response to such an inquiry would not do justice to the 

nuances we have uncovered, but a broad-based assessment would suggest criminology is not 

immune to the same ills that caused the crisis of confidence in other disciplines like psychology. 

The indicators are already beginning to emerge: Weisburd’s paradox (1993; see also Nelson et 

al., 2015) is likely explainable as a result of the winner’s curse and publication bias toward 

statistically significant findings (Gelman et al., 2018); more than half of the studies we analyzed 

were underpowered; more than one-fourth of all criminology studies have dangerously low 

levels of statistical power; and statistical power is quite low, on average, in macro-level research.  

It is important to recognize that scientific evidence about the causes of crime is inherently 

difficult to pin down. Criminologists face the dual task of producing evidence and constructing a 

narrative that may explain that evidence. It is therefore easy to understand how a crisis of 

confidence might emerge. If said evidence is drawn into question, then the narratives built on top 

of it become suspect. This brings to mind a point made by the Nobel Laureate Daniel Kahneman 

(2011:212): “Confidence is a feeling, which reflects the coherence of the information and the 

cognitive ease of processing it. It is wise to take admissions of uncertainty seriously, but 

declarations of high confidence mainly tell you that an individual has constructed a coherent 

story in his mind, not necessarily that the story is true.”  

Criminologists have the difficult job of trying to piece together noisy evidence to arrive at 

a coherent story. We have reason to be optimistic that many studies in criminology show 

something real about the causes of crime because statistical power is relatively high on average 

and many studies have a very high level of statistical power. But separating the signals from the 
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noise is never an easy task. It is, however, a little easier when researchers use well powered 

research designs. 
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Table 1. Four Results of a Null Hypothesis Significance Test 
 
 
 
 
 

Reality 
 

H0 = True 
 
 
 
 
 
 
 
 
 
 
 
 

H0 = False 
 
 

 
Researcher’s Decision 

                                        Reject H0                                                                            Fail to Reject H0  
 

 
α; Type I Error 

 

 
1 – α; Correct Decision 

 

 
1 – β; Statistical Power; Correct Decision 

 

 
β; Type II Error 

 

 

−1.96 0.00 1.96 −1.96 0.00 1.96

−1.96 0.00 1.96 −1.96 0.00 1.96
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Table 2. Effect Sizes (|r|), Sample Sizes (n), & Statistical Power (1 - β) Drawn from Criminology Meta-analyses 

 Observations Mean Median Mode 
Standard 
Deviation Min Max 95% Range 

Effect Size, |r|         
  All Studies 322 0.148 0.132 0.030 0.103 0.000 0.530 0.010; 0.409 
  Intervention Studies 41 0.120 0.110 0.138 0.095 0.015 0.495 0.015; 0.485 
  Non-Intervention Studies 281 0.152 0.143 0.030 0.104 0.000 0.530 0.010; 0.409 
  Individual-Level Studies 253 0.147 0.138 0.030 0.101 0.000 0.530 0.010; 0.380 
  Macro-Level Studies 69 0.150 0.110 0.072 0.109 0.012 0.445 0.012; 0.441 
         
Sample Size, n         
  All Studies 271 2,929.821 327.429 44 14,196.600 27.333 190,586.500 44; 21,890.740 
  Intervention Studies 27 627.084 331.778 3,492.763 774.695 27.333 3,492.763 27.333; 3,492.763 
  Non-Intervention Studies 244 3,184.632 320.239 44 14,940.510 44 190,586.500 44; 24,353.630 
  Individual-Level Studies 236 3,292.281 351.638 62 15,172.19 27.333 190,586.500 62; 24,911.130 
  Macro-Level Studies 35 485.804 44 44 1,541.675 44 6,476.400 44; 6,476.400 
         
Sample Size, where n <5,000         
  All Studies 252 710.122 291.125 44 1,005.293 27.333 4,791.833 44; 4,138.697 
  Intervention Studies 27 627.084 331.778 3,492.763 774.695 27.333 3,492.763 27.333; 3,492.763 
  Non-Intervention Studies 225 720.086 288.250 44 1,030.455 44 4,791.833 44; 4,433.586 
  Individual-Level Studies 219 798.632 332.613 62 1,040.195 27.333 4,791.833 62; 4,491.143 
  Macro-Level Studies 33 122.738 44 44 382.651 44 2,225.667 44; 2,225.667 
         
Statistical Power (1 - β)         
  All Studies 270 0.605 0.706 1.000 0.364 0.051 1.000 0.052; 1.000 
  Intervention Studies 27 0.534 0.515 1.000 0.352 0.055 1.000 0.055; 1.000 
  Non-Intervention Studies 243 0.613 0.755 1.000 0.365 0.050 1.000 0.052; 1.000 
  Individual-Level Studies 235 0.654 0.786 1.000 0.351 0.051 1.000 0.055; 1.000 
  Macro-Level Studies 35 0.274 0.184 0.184 0.270 0.051 1.000 0.051; 1.000 
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Figure 1. Distribution of 322 Effect Sizes Observed in 81 Criminology Meta-analyses 
 

 
 
Notes: The location of the 25th percentile value is denoted with the triangle marker on the left, 
the location of the median value is denoted with the diamond marker, the location of the mean 
value is denoted with the circle marker, and the location of the 75th percentile value is denoted 
with the triangle marker on the right.  
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Figure 2. Distribution of 252 Average Sample Sizes Observed in Criminology Meta-
analyses, where n ≤ 5,000 
 

 
 
Notes: The location of the 25th percentile value is denoted with the triangle marker on the left, 
the location of the median value is denoted with the diamond marker, the location of the mean 
value is denoted with the circle marker, and the location of the 75th percentile value is denoted 
with the triangle marker on the right.  
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Figure 3. Statistical Power Estimates from 270 Effect Size & Sample Size Combinations 
Observed in Criminology Meta-Analyses 

 

 
 
Notes: The location of the 25th percentile value is denoted with the triangle marker on the left, 
the location of the median value is denoted with the diamond marker, the location of the mean 
value is denoted with the circle marker, and the location of the 75th percentile value is denoted 
with the triangle marker on the right.  
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Appendix A. Intervention & Non-Intervention Studies 
 

 
Notes: The location of the 25th percentile value is denoted with the triangle marker on the left, the location of the median value is 
denoted with the diamond marker, the location of the mean value is denoted with the circle marker, and the location of the 75th 
percentile value is denoted with the triangle marker on the right.
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Appendix B. Individual-level & Macro-level Studies 
 

 
Notes: The location of the 25th percentile value is denoted with the triangle marker on the left, the location of the median value is 
denoted with the diamond marker, the location of the mean value is denoted with the circle marker, and the location of the 75th 
percentile value is denoted with the triangle marker on the right.  
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