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#### Abstract

Empirically observed intertemporal choices about money have long been thought to exhibit present bias, i.e. higher short-term compared to long-term discount rates. Recently, this view has been called into question on both empirical and theoretical grounds, and a spate of recent findings suggest that present bias for money is minimal or non-existent when one allows for curvature in the utility function and transaction costs are tightly controlled. However, an alternative interpretation of many of these findings is that, in the interest of equalizing transaction costs across earlier and later payments, small delays were introduced between the time of the experiment and the soonest payment. We conduct a laboratory experiment in Kenya in which we elicit time and risk preference parameters from 494 participants, using convex time budgets and tightly controlling for transaction costs. We vary whether same-day payments are made immediately after the experimental session or at the close of the business day. Using the Kenyan mobile money system M-Pesa to make real-time transfers to subjects' phones allows us to make the soonest payments truly immediate. We find strong evidence of present bias, with estimates of the present bias parameter ranging from 0.902 to 0.924 - but only when same-day payments are made immediately after the experiment. This result suggests that present bias for money does in fact exist, but only for truly immediate payments.
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## 1 Introduction

How people trade off immediate and delayed consumption is a question of fundamental importance in economics (von Böhm-Bawerk 1890, Fisher 1930). The canonical economic model of time preferences is the discounted utility model, first proposed by Samuelson (1937); in it, all future payments are discounted by a constant factor each period, leading to exponential discounting ${ }^{1}$ In the second half of the $20^{\text {th }}$ century, the discounted utility model was called into question by the finding that empirically observed discounting behavior, both in animals and humans, did not correspond to the predictions of exponential discounting; in particular, short-term discount rates were found to be higher than long-term discount rates (Ainslie 1975, Thaler 1981). These findings led to the development of alternative models of intertemporal tradeoffs in which agents are present-biased in the sense that they overweight immediate payments relative to those that occur in the future ${ }^{2}$ In economics, the most widely used example is the quasi-hyperbolic model, first proposed by Phelps and Pollak (1968) and adapted to the case of time preferences by Laibson (1997) and O'Donoghue and Rabin (1999). ${ }^{3}$ The quasi-hyperbolic model has since been used to explain empirical phenomena ranging from retirement saving (Laibson, Repetto, Tobacman, Hall, Gale, and Akerlof 1998) to gym attendance (Acland and Levy 2015, DellaVigna and Malmendier 2006). Present bias is important in a range of policy settings because it predicts preference reversals: agents who exhibit present bias will make consumption and savings plans that they fail to carry out; more generally, present-biased agents tend to invest less than they intend to in goods that yield long-run benefits (e.g. education and exercise), and to consume more than they intend to when goods are associated with future costs (e.g. unhealthy foods).

In recent years, just as present bias has begun receiving widespread attention from policymakers (cf. World Bank 2015), some scholars have come to question the experimental evidence documenting violations of the discounted utility model. On the one hand, as many have pointed out, it is not clear that we should observe present bias in decisions about money - even if humans are present-biased. Utility is defined over consumption, so if subjects are able to borrow and save, intertemporal tradeoffs over dated money payments should depend on market interest rates, not individual preferences (Coller and Williams 1999, Dean and Sautmann 2016, Augenblick, Niederle, and Sprenger 2015). Experimental economists, in contrast, have long argued that experimental subjects "narrowly bracket" their decisions in the lab, viewing dated monetary payments as though they were a consumption plan, and numerous experimental studies have supported this view (Andersen, Harrison, Lau, and Rutström 2008, Rabin and Weizsacker 2009). However, recent evi-

[^0]dence has called narrow bracketing assumption into question. For example, Augenblick, Niederle, and Sprenger (2015) find evidence of present bias in effort tasks, but only limited evidence of present bias in decisions about money. Dean and Sautmann (2016) find that intertemporal tradeoffs in their lab-in-the-field experiment are associated with both expenditure shocks and savings, suggesting that narrow bracketing fails in their data. These results have sparked a lively debate, with some scholars arguing that choices in time preference experiments are driven primarily by liquidity constraints and interest rates outside the lab (Dean and Sautmann 2016, Epper 2015, Carvalho, Meier, and Wang 2016), while others maintain that there is little evidence that agents integrate moderately-sized monetary payments into their optimal lifetime consumption plan through smoothing and arbitrage (Halevy 2014, Halevy 2015).

Paralleling this rising chorus of theoretical objections, there is mounting concern that standard experimental designs used to measure time preferences may be confounded. For example, Frederick, Loewenstein, and O'Donoghue (2002) point out that most experimental studies documenting present bias among humans ask subjects to choose between smaller, immediate cash payments - which are typically given out at the end of the experimental session - and larger, delayed payments. If subjects are not sure that they will actually receive the later payments, or if collecting delayed payments involves larger transaction costs (because, for example, subjects would need to return to the lab to pick up a check), they may appear present-biased when in fact they are not (Halevy 2008, Andreoni and Sprenger 2012b, Gabaix and Laibson 2017). Another concern is that many experiments assume that utility is linear in money; such an assumption will lead to over-estimates of the degree of present bias if subjects are risk averse - because the utility difference between larger future payments and smaller immediate payments is not as large as the dollar difference between the payment amounts (Andersen, Harrison, Lau, and Rutström 2008).

In an attempt to address many of these methodological issues, Andreoni and Sprenger (2012a) introduced a novel experimental design - the convex time budget (CTB) experiment. In a CTB experiment, a subject divides an endowment between two time periods subject to a budget constraint and an interest rate that makes the delayed payment date relatively attractive. Because subjects are not restricted to the endpoints of the budget line, this method allows for separate estimation of the time preference parameters and the curvature of the utility function. Under the right conditions, CTB experiments also allow for explicit tests of the hypothesis that subjects are arbitraging between lab and non-lab savings technologies - as we would expect if they were integrating experimental payments into an optimal forward-looking consumption plan. Andreoni and Sprenger (2012a) conduct CTB experiments in a university lab setting that allows them to take a number of steps to equalize transaction costs and uncertainty across time periods. Importantly, they make same-day payments using the same technology as delayed payments (checks in campus mailboxes). After introducing such protocols, they find no evidence of present bias among university undergraduates, casting further doubt on the existence of present bias over money payments.

One concern with several recent studies focused on equalizing transaction costs across immediate
delayed payments is that the steps taken to to do so also introduce a small front-end delay. For example, as discussed above, Andreoni and Sprenger (2012a) make "immediate" payments by placing a personal check in each subject's mailbox before the close of the business day ${ }^{4}$ Thus, "immediate" payments may not always be accessible immediately. If subjects do, in fact, have preferences consistent with the quasi-hyperbolic model, it is possible that they may view such almost-immediate payments as "later" rather than "now" - in which case, some of the recent failures to reject the discounted utility model may be attributable to the use of under-powered experimental tests 5

We test whether delaying payments until the end of the day attenuates present bias by conducting a series of convex time budget experiments at the Busara Center for Behavioral Economics in Nairobi, Kenya. We conducted two experimental treatments which differ in terms of payment timing. In our immediate payment treatment, all dated payments arrived at the time of day when experimental sessions concluded; hence, same-day payments arrived immediately after the experimental session. In our end-of-day payment treatment, all payments arrived at the end of the business day. In both treatments, all payments were made using Kenya's mobile money payment system, M-Pesa, which made it possible to send payments to participants in real-time. M-Pesa payments are widely accepted throughout Kenya, and could be converted to cash by walking into a shop across the street from the experimental lab. Same-day payments in the immediate payment treatment were delivered to participants through their phones as they left the experimental session - so, the earliest possible payments were truly immediate. Thus, we are able to equalize transaction costs and uncertainty by delivering both truly immediate and delayed payments through M-Pesa - while making "now" more immediately accessible than in many previous CTB experiments ${ }^{6}$

We implemented our CTB experiment using a user-friendly touchscreen computer interface that allowed us to collect a large data set of 48 CTB decisions from every subject - while working in a population that is substantially less affluent, educated, and elite than standard subject pools of students at top universities in the U.S. and Europe. This allows us to estimate preference parameters at the individual level (including the curvature of the utility function, eliminating one of

[^1]the confounds discussed above), and to explore the association between liquidity constraints and estimated preference parameters - in a population of economically-independent adults characterized by substantial heterogeneity in terms of socioeconomic status and involvement in the credit market. Moreover, the stakes in our experiment were large in terms of subjects' purchasing power: the median total payment was more than four times the median level of daily expenditure. $7^{7}$ Thus, subjects had every incentive to think carefully about their decisions, and our design provides a powerful test of the extent of arbitrage between lab and non-lab savings vehicles.

We report three main results. First, and most importantly, our results suggest a substantial degree of present bias over money in the immediate payment treatment, but little or no present bias when the earliest possible payments occur at the end of the day. Our preferred empirical specifications suggest that delayed payments are discounted by between 7.6 and 9.8 percent relative to truly immediate payments (i.e. estimated $\beta$ parameters for the immediate payment treatment range from 0.902 to 0.924 ), while immediate payments that arrive at the end of the day are discounted by less than 1 percent relative to future payments. Our design allows us to control for risk aversion and individual-level variation in background consumption (proxied by average daily expenditures), both of which help to explain individual choices in the experiment - hence, ignoring either factor could bias one's estimate of the level of present bias. Our estimated treatment effect of the immediate payment treatment on present bias is not confounded by variation in risk preferences or background consumption, and is also robust when we estimate preference parameters at the individual level.

Our second finding is that individual time preference parameters are not significantly related to measures of liquidity constraints, suggesting that such constraints are not a plausible alternative account of our findings ${ }^{8}$ Moreover, subjects do not display any tendency to shift experimental payments toward days when they anticipate having limited cash-on-hand. Thus, it is highly unlikely that we are falsely ascribing to present bias patterns of behavior that are actually driven by liquidity constraints.

Third, we find that most subjects who are not liquidity-constrained do not engage in the sorts of arbitrage we would expect if they were integrating their experimental payments into an optimal forward-looking consumption and savings plan. The overwhelming majority of subjects who hold substantial liquid savings sometimes choose interior allocations in CTB decision problems which offer gross interest rates over 100 percent (over a 4 week time horizon) — well above those available through the credit market 9 Thus, they do not fully exploit the investment opportunities offered

[^2]by the experiment, even though doing so would increase the net present value of their income (and therefore consumption) stream.

Taken together, our results demonstrate that present bias over money is not simply an artifact of experimental design flaws in previous studies; we find strong evidence of present bias in an experiment that controls for risk aversion, using protocols that equalize transaction costs and payment modalities across all possible payment dates. However, present bias does appear to depend on immediacy: it is nearly eliminated when the earliest possible payments do not arrive until the end of the day. Our study also provides clear evidence that subjects - specifically, a diverse sample of adults in a lower middle income country - are not arbitraging between lab and outside savings vehicles; we also find no evidence that choices in our experiment are driven by liquidity constraints. Taken together, the results support the view that individual choices in time preference experiments are driven by time preferences, not market interest rates. However, present bias is quite sensitive to payment timing: even minor delays may mute the extent to which tradeoffs are perceived as "now" versus "later."

The remainder of the paper is structured as follows. Section 2 describes the design and implementation of the study. Section 3 presents our theoretical framework and derives testable predictions. Section 4 presents our experimental main results. Section 5 discusses the relationship between our work and other recent time preference experiments, and Section 6 concludes.

## 2 Experimental Design and Procedures

### 2.1 Experimental Design

We employ the convex time budget (CTB) design first utilized by Andreoni and Sprenger (2012a). In a CTB experiment, each subject divides a budget between two payment dates subject to the early-valued budget constraint:

$$
\begin{equation*}
c_{t}+\frac{c_{t+k}}{(1+r)}=m \tag{1}
\end{equation*}
$$

In this framework, $t$ denotes the front-end delay, the number of days between the experiment and the earlier payment date; and $k$ denotes the delay between the earlier and later payment dates. The CTB design has a number of advantages over more traditional discrete choice approaches to eliciting time preferences. First, choices from continuous budget sets contain more information than discrete (typically binary) choices - in each decision, a utility-maximizing subject reveals her most preferred allocation relative to a continuum of alternatives, not just a single less-preferred option.
interior and 61 percent of their student subjects (in the U.S.) never choose an interior allocation, while Sun and Potters (2016) report that 30 percent of chosen monetary allocations are interior and 37 percent of student subjects (in the Netherlands) never choose an interior allocation. In contrast, Giné, Goldberg, Silverman, and Yang (2017) report that only 16.5 percent of CTB decisions by Malawian farmers are at corners. Though comparisons across studies are inherently speculative, the pattern of evidence appears to suggest that adult subjects in low-income countries (Kenya and Malawi) are less likely to behave in a manner consistent with arbitrage than student subjects in wealthy countries (the U.S. and the Netherlands).

This additional information allows us to estimate both risk and time preferences parameters using data from a single experiment ${ }^{10}$ CTB experiments can also provide evidence that intertemporal tradeoffs in the lab are not driven by market interest rates and individual liquidity constraints (as opposed to time preferences) - if subjects who are not liquidity-constrained choose interior allocations when the interest rates offered through the experiment exceed those that would be available outside the experiment $\sqrt{11]}$

Subjects in our experiment faced a total of 48 CTB decision problems, each of which was presented using a user-friendly touchscreen computer interface ${ }^{12}$ This design generates an extremely rich data set and allows us to estimate preference parameters at the individual level. The CTB decisions included in our experiment were organized into eight sets of six decision problems. The earlier and later payment dates were fixed within each set. The front end delay was either 0,14 , or 28 days after the experimental session, and the delay between payments was either 14 or 28 days 13 Within each decision set, the maximum earlier payment was fixed at either 400 or 600 Kenyan shillings ${ }^{14]}$ Thus, each decision set corresponded to a triple: the front-end delay, the delay between payments, and the maximum earlier payment ${ }^{15}$ The eight decision sets were presented in a random order.

Within each decision, the maximum later payment depended on the gross interest rate, $1+r$ : reducing the earlier payment $\left(c_{t}\right)$ by 1 shilling meant increasing the later payment $\left(c_{t+k}\right)$ by $1+r$ shillings. Within each set of decisions, subjects faced six gross interest rates: 1.1, 1.25, 1.75, 2, 3, and 4. Gross interest rates always appeared in increasing order within a decision set to minimize the potential for confusion. The Online Appendix lists the front-end delay, delay between payments, budget size, and gross interest rate for each of the 48 CTB decisions included in our experiment ${ }^{16}$

[^3]At the end of the experiment, one decision problem was randomly chosen to determine final payments. This randomization was done separately for each subject, guaranteeing that all information on the timing and size of experimental payments remained private. In addition to their payments from the experiment, subjects received a fixed show-up fee which was evenly divided between the earlier and later payment dates - so every subject, including those who chose corner solutions, received two dated payments ${ }^{17}$ We describe the procedures used to deliver payments to subjects in detail below.

### 2.2 Experimental Procedures

The experiment was conducted at the Busara Center for Behavioral Economics in Nairobi, Kenya. Subjects were drawn from two of Nairobi's informal settlements, Kawangware and Kibera. Our sample includes data from 494 adult subjects. Summary statistics on the subjects in our sample are reported in Table A1 of the the Online Appendix.

Experimental sessions were conducted in a dedicated computer lab at the Busara Center ${ }^{18}$ Instructions were presented orally in Swahili, one of Kenya's official languages and a local lingua franca ${ }^{19}$ Our user-friendly touchscreen interface was programmed using z-tree (Fischbacher 2007), and was intended to be easily comprehensible by subjects with limited levels of formal education. As discussed above, the dates of the earlier and later payments were fixed within each decision set; these were announced aloud before subjects began making decisions within a given set. The
six gross interest rates included in the CTB decision problems (1.1, 1.25, 1.75, 2, 3, and 4). In MPL experiments such as this, we expect all but the most impatient subjects to eventually switch to preferring the delayed payment as the implied interest rate increases. In the four sets of MPL decisions included in our experiment, the front-end delay was either 0 or 14 days and the delay between payments was either 14 or 28 days. Thus, the MPL tasks covered a subset of the payment dates, budget sizes, and interest rates included in the CTB experiment.
${ }^{17}$ This approach is also taken by Andreoni and Sprenger (2012a). Haushofer (2014) presents a theoretical model suggesting that a mental cost of keeping track of time-dated payments may act as an additional (cognitive) transaction cost, pushing subjects toward corner solutions and immediate payments when the show-up fee is paid (in its entirety) on the day of the experiment. However, this cost would apply to both payment dates in our setting because half of the show-up fee is paid on each payment date. Thus, if any transaction cost enters as an additively separable (from money/consumption utility) term in the utility function, it should not impact allocation decisions at all (because choosing a corner solution would not reduce the amount received on either date to 0 ). Alternatively, if the transaction cost enters as a reduction in money utility that is larger for delayed payments, allocations to the earlier payment date should be lower when the earliest payments are immediate, since utility is (weakly) concave. Taken together with stated beliefs about the likelihood that payments will arrive on time (and subjects' experience with the Busara lab's reliability), it is quite unlikely that differential transaction could explain behavior in our experiment.
${ }^{18}$ No experimental sessions were held on Fridays or weekends to avoid any potential end-of-week effects. When considering a potential date for a session, we verified that no payment dates associated with that (potential) session fell on holidays or any other day that would lead to a foreseeable change in the desire for cash on hand (for example, the day when school fees are due).
${ }^{19}$ Rigorous translation procedures were used to ensure fidelity to the intended meaning of the instructions. The investigators first worked with experienced members of the Busara Center staff to refine the English instructions to produce a version that would make sense when translated into colloquial Kenyan Swahili. This multilingual team then translated the English and reviewed the translation as a group. The translated instructions were then sent to a separate team (not involved in administering the experiments); this team produced a back-translation to English that was then checked for equivalence to the original English text. English instructions are included in the Online Appendix; Swahili versions are available from the authors upon request.
dates also appeared in large font on the computer screen for each decision - the earlier payment date on the left and the later payment date on the right. The maximum possible payments at each date appeared directly below the dates on the screen. Subjects shifted money from the earlier to the later payment date (or vice versa) by sliding their finger along a brightly colored touchscreen bar ${ }^{20}$ The amounts allocated to the earlier and later payment dates initially displayed as zeros; these amounts updated every time a subject touched the colored bar. After arriving at a desired allocation, the subject touched an "OK" button to confirm her choice and proceeded to the next decision. Full experimental instructions and screenshots of the computer interface are included in the Online Appendix.

At the end of the experiment, the computer randomly selected one decision for payment. Payments from the chosen decision were added to a show-up fee, which was divided evenly between the earlier and later payment dates (from the decision that was chosen to determine the final payment). Thus, all subjects received two dated payments. Subjects completed a short sociodemographic survey and then learned the dates and amounts of their final payments before departing from the lab.

All payments in our experiment - including payments made on the day of the experiment were made using the M-Pesa mobile money technology. M-Pesa is a money transfer service operated by Kenya's largest mobile phone company, Safaricom. Users can send and receive transfers and make direct payments to firms using their phones, and they can also withdraw cash from their MPesa accounts at over 80,000 M-Pesa agents throughout the country. All subjects in our experiment had active M-Pesa accounts, and all had received transfers from the Busara Center via M-Pesa prior to the experiment. So, transaction costs for immediate and delayed payments were equalized - all payments were sent from a trusted source (the Busara Center) via the familiar M-Pesa technology.

This payment method addresses an important concern with many experimental studies of intertemporal preferences: behavior that appears present-biased may in fact be driven by differential transaction costs or uncertainty - for example, if subjects realize that they will need to cash a check or return to the lab to collect cash if they choose a delayed (rather than immediate) payment (Frederick, Loewenstein, and O'Donoghue 2002). We follow several recent studies (cf. Andersen, Harrison, Lau, and Rutström 2008, Andreoni and Sprenger 2012a, Giné, Goldberg, Silverman, and Yang 2017, Carvalho, Meier, and Wang 2016) in equalizing the financial and cognitive transaction costs associated with immediate and delayed payments. For example, we adopt Andreoni and Sprenger's (2012a) approach of dividing the show-up fee into two equal, dated payments; and we use a payment technology (M-Pesa) with which subjects are extremely familiar. However, as we discuss further below, our study differs from Andersen, Harrison, Lau, and Rutström (2008), Andreoni and Sprenger (2012a), Giné, Goldberg, Silverman, and Yang (2017) and Carvalho, Meier,

[^4]and Wang (2016) because the steps taken to equalize transaction costs do not necessitate any delay in payments. Instead, we experimentally test whether introducing a small front-end delay - by sending payment at the end of the day rather than at the end of the experiment - impacts the tendency toward present bias.

### 2.3 Experimental Treatments

To test whether small front-end delays of less than 1 day reduce present bias, we conducted two experimental treatments which differ in terms of payment timing. In the immediate payment treatment, same-day payments were guaranteed to arrive no more than two hours after the start of the experimental session. All sessions were conducted in the morning, and the experimental instructions stated that on every payment date, subjects' payments would be sent to their phones within two hours of the time the experiment started. So, for example, if the experimental session started at 10 o'clock in the morning, the instructions clearly stated that all payments would be sent no later than noon on the relevant payment date. Subjects receiving payments on the day of the experiment would typically receive them before they departed from the Busara Center, while they were completing the post-experiment survey. Thus, in the immediate payment treatments, same day payments were truly immediate in the sense that they could be spent as soon as the experiment was over ${ }^{[21}{ }^{22}$

In the end-of-day payment treatment, payments were guaranteed to arrive by 6 o'clock in the evening. Thus, same day payments arrived on the day of the experiment, but were not immediately accessible ${ }^{23}$ In both treatments, all sessions were held in the mornings, so subjects assigned to the end-of-day treatments had to wait at least four hours before they could access their experimental payments. Within each session, payments arrived at the same time on every possible payment date, so the only difference between the immediate payment treatment and the end-of-day payment treatment was that payments arrived late in the afternoon, several hours after the time of the experiment, in the end-of-day payment condition ${ }^{24}$

[^5]
## 3 Theoretical Framework

Each subject in our experiment divides a budget of $m>0$ between two accounts: one associated with an earlier payment date ( $t \geq 0$ days in the future) and one associated with a later payment date ( $t+k>0$ days in the future). Following Laibson (1997) and O'Donoghue and Rabin (1999), we consider a subject $i$ who maximizes her (additively separable) utility

$$
u\left(c_{t}, c_{t+k}\right)= \begin{cases}u\left(c_{t}+\omega\right)+\beta \delta^{k} u\left(c_{t+k}+\omega\right) & \text { if } t=0  \tag{2}\\ u\left(c_{t}+\omega\right)+\delta^{k} u\left(c_{t+k}+\omega\right) & \text { if } t \neq 0\end{cases}
$$

subject to the budget constraint

$$
\begin{equation*}
c_{t}+\frac{c_{t+k}}{(1+r)}=m \tag{3}
\end{equation*}
$$

$\omega$ denotes background consumption (from outside the experiment); this will be equal to 0 if subjects narrowly bracket their decisions in the experiment (Rabin and Weizsacker 2009). The tangency condition is given by

$$
\begin{equation*}
\frac{u^{\prime}\left(c_{t}^{*}+\omega\right)}{u^{\prime}\left(c_{t+k}^{*}+\omega\right)}=\left[\beta \mathbf{1}_{t=0}+\left(1-\mathbf{1}_{t=0}\right)\right] \delta^{k}(1+r) \tag{4}
\end{equation*}
$$

where $\mathbf{1}_{t=0}$ is an indicator for decision problems where the front-end delay is equal to 0 . When individual preferences are dynamically consistent (i.e. when $\beta=1$ ), the optimal $c_{t}^{*}$ depends on the size of the budget $(m)$, the gross interest rate $(r)$, and the delay between payments $(k)$ but not on the front end delay $(t)$. However, the exponential discounting model is the only model that generates dynamically consistent choices. In the equation above, when $\beta<1$, the optimal $c_{t}^{*}$ depends on $t$ : the optimal allocation to the earlier period is higher when $t=0$ than for all $t>0$. Such changes in the optimal $c_{t}^{*}$ as $t$ changes are termed static preference reversals.

If we assume that utility takes the constant relative risk aversion (CRRA) form such that

$$
\begin{equation*}
u\left(c_{t}\right)=\frac{c_{t}^{1-\rho}}{1-\rho}, \tag{5}
\end{equation*}
$$

then we can solve for the demand function for $c_{t}$ :

$$
\begin{equation*}
c_{t}^{*}=\frac{\left\{\left[\beta \mathbf{1}_{t=0}+\left(1-\mathbf{1}_{t=0}\right)\right] \delta^{k}(1+r)\right\}^{-1 / \rho}(1+r) m-\left(1-\left\{\left[\beta \mathbf{1}_{t=0}+\left(1-\mathbf{1}_{t=0}\right)\right] \delta^{k}(1+r)\right\}^{-1 / \rho}\right) \omega}{1+\left\{\left[\beta \mathbf{1}_{t=0}+\left(1-\mathbf{1}_{t=0}\right)\right] \delta^{k}(1+r)\right\}^{-1 / \rho}(1+r)} \tag{6}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
c_{t}^{*}=\frac{m}{1+\left\{\left[\beta \mathbf{1}_{t=0}+\left(1-\mathbf{1}_{t=0}\right)\right] \delta^{k}(1+r)\right\}^{1 / \rho} /(1+r)} \tag{7}
\end{equation*}
$$

when $\omega=0$. The parameters $\beta, \delta$, and $\rho$ can then be estimated by non-linear least squares or maximum likelihood, so we can test the hypothesis that $\beta<1$ directly in a structural framework. As we discuss further below, we also estimate the effect of our end-of-day payment treatment on
the estimated $\beta$ parameter; this allows us to assess the extent to which present bias is attenuated when payments are not immediate ${ }^{25}$

## 4 Analysis

### 4.1 Comprehension and Consistency

An important question in all preference elicitation experiments is whether subjects make coherent choices that are consistent with utility maximization. Such concerns are particularly salient in our context, because our subjects have less education and experience with computers than typical experimental subject pools composed of university students. We take two approaches to assessing the consistency of subjects' choices. First, we test choices for consistency with the Generalized Axiom of Revealed Preference (GARP). GARP provides a direct test of whether individual choices can be rationalized by a utility function that is continuous, increasing, concave, and piecewise linear (Afriat 1967, Varian 1982, Varian 1983). As we discuss in detail below, the majority of subjects in our experiment do not violate GARP. However, because of the small number of intersecting budget lines in our experiment, the power of our GARP test is somewhat limited. We therefore adopt a second approach: testing the extent of adherence to the law of demand. Taken together, both approaches suggest that subjects understood the experiment and made consistent decisions that can be viewed through the lens of utility maximization.

### 4.1.1 Rationality

One of the most important questions one can ask about individual decision data is whether choices are consistent with utility maximization. When budgets are linear, revealed preference theory offers a direct test of rationality: choices can be rationalized by a utility function that is well-behaved (in the sense of being continuous, increasing, concave, and piecewise linear) if and only if they satisfy GARP (Afriat 1967).

Our experimental design contrasts with many time preference experiments because - by varying both the (early-valued) budget size and the gross interest rate for fixed pairs of earlier and later payment dates (i.e. fixed values of $t$ and $t+k$ ) - we confront subjects with sets of intersecting budget lines that create the possibility of violating GARP. Specifically, our experiment includes two sets of 12 intersecting budget lines in which the earlier and later payment dates are fixed but the budget sizes and interest rates vary across decision problems. ${ }^{26}$ Our tests of consistency with

[^6]GARP are based on choices in these 24 decision problems.
Unfortunately, the power of revealed preference tests based on relatively small numbers of decisions (i.e. intersecting budget lines) is often quite low (Choi, Fisman, Gale, and Kariv 2007b, Andreoni, Gillen, and Harbaugh 2013). Our design creates, in essence, two separate tests of GARP, each of which involves 12 decision problems; though we are able to add the number of violations across the two sets of intersecting budget lines, two GARP tests involving only 12 decisions may not generate sufficient power to be confident that one will detect violations of rationality. To assess the power of our GARP test, we follow the standard approach, which builds on Becker (1962) and Bronars (1987), generating a population of 1,000 simulated subjects who choose points at random from each budget line (according to a uniform distribution). 86.9 percent of these simulated subjects violate GARP at least once, suggesting that our revealed preference test does, in fact, have a reasonable level of power. The median number of violations in the sample of simulated subjects is 8 . In contrast, 61.3 percent of subjects in our experiment never violate GARP, and only 19.2 percent have 8 or more violations. Figure 1 presents histograms of the distributions of GARP violations in our actual and simulated samples. Though the power of our GARP test is lower than in some recent experiments (cf. Fisman, Jakiela, Kariv, and Markovits 2015), the evidence suggests that our subjects are substantially closer to consistency with utility maximization than could occur at random.

### 4.1.2 Adherence to the Law of Demand

To further gauge the extent to which subjects in our experiment made meaningful and consistent choices, we follow Giné, Goldberg, Silverman, and Yang (2017) in examining "basic consistency" - a measure of adherence to the law of demand. The idea underlying basic consistency is that, for a fixed $t$ and $k$ (i.e. fixed earlier and later payment dates), an increase in the gross interest rate is equivalent to a decrease in the price of consumption in the later period. So, if we consider two interest rates, $r^{\prime}$ and $r^{\prime \prime}$ such that $r^{\prime \prime}>r^{\prime}$, the amount allocated to the later period should be at least at large under $r^{\prime \prime}$ as under $r^{\prime}$.

Subjects in our experiment made 8 sets of 6 CTB decisions. Within each set, the budget size (i.e. the maximum earlier payment), $t$, and $k$ were fixed. Each set of decisions included 6 gross interest rates: $1.1,1.25,1.75,2,3$, and 4 . There are therefore 15 possible pairs of interest rates in each set of decisions. For each pair, we generate an indicator for a basic consistency violation that is equal to 1 if the allocation to the later account is higher under the lower of the two interest rates. We then calculate individual-level frequency of such violations. One minus the frequency of basic consistency violations provides an index of the level of adherence to the law of demand. The median rate of basic consistency is 0.93 , suggesting that subjects understood the experiment and
delay between payments of 14 days, but the maximum earlier payment in Decision Set 4 was 600 (rather than 400) Kenyan shillings (i.e. 6.12 USD as opposed to 4.08 USD). Similarly, Decision Sets 3 and 7 both involved a front-end delay of 0 days and a delay between payments of 14 days, but the maximum earlier payment in Decision Set 7 was 600 (as opposed to 400) Kenyan shillings.
were able to implement purposeful choices using the computer interface.
For comparison, we again follow the approach suggested by Bronars (1987), generating a population of simulated subjects who choose points from each budget line randomly (according to a uniform distribution). The median rate of basic consistency among simulated subjects is only 0.72 , and only 6.2 percent have basic consistency indices of at least 0.8 (versus 76.5 percent of actual subjects). Figure 2 compares the distribution of the basic consistency index in our (actual) sample to the simulated distribution. It is clear that a large majority of subjects make choices that are much more consistent than what would occur by chance.

### 4.2 Summarizing Individual Choices in the Experiment

With consistency established, we now examine the intertemporal tradeoffs made by subjects in our experiment. Figure 3 plots the fraction of the (early-valued) budget allocated to the earlier payment date as a function of front-end delay and the gross interest rate. Panel A summarizes subjects' choices in the immediate payment treatment (where the earliest possible payment occurred immediately after the experiment). The figure suggests some degree of present bias: when the frontend delay is 0 , subjects allocate more to the early payment date. The effect is relatively modest, however. Subjects in the immediate payment treatment allocate an average of 47.7 percent of their early-valued budgets to the earlier payment date when there is no front-end delay, versus 44.9 percent when the front-end delay is either two or four weeks ${ }^{27}$ Although the effect is fairly small, it is consistent: subjects allocate more to the earlier payment date when early payments are immediate across the full range of interest rates in the experiment.

Panel B of Figure 3 presents results from the end-of-day payment treatment, when the earliest possible payments arrived late in the afternoon on the day of the experimental session. Here, we observe little if any evidence of present bias: the budget fraction allocated to the earlier payment when the front-end delay is 0 days (but several hours, since all payments in these treatments occurred at the end of the day) is virtually identical to the fraction allocated to the earlier payment date when the front-end delay is longer. Subjects allocate an average of 43.6 percent of their earlyvalued budgets to the earlier payment date when the front-end delay is 0 , versus 42.9 percent when the front-end delay is more than 1 day. Thus, the aggregate pattern suggests that present bias is almost entirely eliminated when immediate payments are delayed until several hours after the experimental session.

Next, we explore these patterns in a regression framework. We regress the budget fraction allocated to the earlier payment date on an indicator for decisions where the front-end delay is 0 , an indicator for the end-of-day payment treatment, and an interaction between the two. In all specifications, we also include controls for the budget size, the interest rate, and the delay between

[^7]payments. We report OLS specifications as well as Tobit specifications that adjust for censoring of the dependent variable at 0 and 1 . Standard errors are clustered at the session level (Cameron and Miller 2015).

Results are reported in Table 1. In all specifications, subjects allocate significantly more money to the earlier payment date when the front-end delay is 0 - suggesting some degree of present bias in the immediate payment treatment. Point estimates indicate that subjects allocated 2.9 to 4.3 percentage points more of their early-valued budgets to the earlier payment date when early payments occurred immediately after the experiment (i.e. when the front-end delay was 0 in the immediate payment treatment). Though the effect is relatively modest, it is significant at the 99 percent level in both the OLS and the Tobit specifications (p-values $<0.001$ ) ${ }^{28}$

In contrast, we can never reject the hypothesis that allocation decisions do not depend on the degree of front-end delay in the end-of-day payment treatments. The interaction between the indicators for the end-of-day payment treatment and for decisions involving no front-end delay is consistently negative and significant; this indicates that the treatment effect of the front-end delay of 0 is smaller in the end-of-day payment treatments than in the immediate payment treatments. Tests of the overall impact of same-day payments on the allocation to the earlier payment date consistently fail to reject the null for the end-of-day payment treatment ( p -values 0.462 and 0.693 ). Thus, our reduced form results suggest that delaying payments by a few hours all but eliminates present bias.

### 4.3 Estimating the Degree of Present Bias

Next, we test for the presence of present bias by estimating $\beta$ directly in a structural framework. We estimate

$$
\begin{equation*}
c_{t}^{*}=\frac{\left\{[\boldsymbol{\beta}] \boldsymbol{\delta}^{k}(1+r)\right\}^{-1 / \boldsymbol{\rho}}(1+r) m-\left(1-\left\{[\boldsymbol{\beta}] \boldsymbol{\delta}^{k}(1+r)\right\}^{-1 / \boldsymbol{\rho}}\right) \omega}{1+\left\{[\boldsymbol{\beta}] \boldsymbol{\delta}^{k}(1+r)\right\}^{-1 / \boldsymbol{\rho}}(1+r)} \tag{8}
\end{equation*}
$$

where, given an indicator for the end-of-day payment treatment, $\mathbf{1}_{\text {eod }}$, and an indicator for decisions with a the front-end delay of 0 days, $\mathbf{1}_{t=0}$, we define

$$
\begin{gathered}
\boldsymbol{\beta}=\beta_{\text {immediate }} \times \mathbf{1}_{t=0} \times\left(1-\mathbf{1}_{e o d}\right)+\beta_{e o d} \times \mathbf{1}_{t=0} \times \mathbf{1}_{\text {eod }}+\left(1-\mathbf{1}_{t=0}\right), \\
\boldsymbol{\delta}=\delta_{\text {immediate }} \times\left(1-\mathbf{1}_{e o d}\right)+\delta_{e o d} \times \mathbf{1}_{e o d},
\end{gathered}
$$

and

$$
\boldsymbol{\rho}=\rho_{\text {immediate }} \times\left(1-\mathbf{1}_{e o d}\right)+\rho_{\text {eod }} \times \mathbf{1}_{\text {eod }} .
$$

[^8]We begin by estimating the $\beta, \delta$, and $\rho$ parameters via non-linear least squares (NLS) ${ }^{29}$ We report three specifications which take different approaches to the background consumption parameter, $\omega$. First, we impose the assumption that subjects narrowly bracket their decisions in the experiment by setting $\omega$ equal to 0 . We then allow $\omega$ to vary across subjects by proxying for background consumption with self-reported average daily expenditure, $\omega_{i}$. Finally, we estimate $\omega$ as one of the model parameters. Results are reported in Table 2,

Though parameter estimates differ slightly across specifications, they paint a consistent picture. The estimated $\beta$ parameters are significantly less than 1 in the immediate payment treatment, indicating that subjects' choices are present-biased. The estimates of $\beta$ range from 0.902 to 0.924 , and all coefficients are significantly different from 1 at the 99 percent confidence level (all p-values $<0.001$ ). In the end-of-day payment treatment, we do not observe a statistically significant degree of present bias. The estimates of $\beta$ are higher, ranging from 0.982 to 0.992 - suggesting at most an extremely modest amount of present bias when payments are made several hours after the experimental session. In all specifications, we can reject the hypothesis that the degree of present bias is equal in the immediate and end-of-day payment treatments ( p -values range from 0.014 to 0.025 across specifications).

Turning to the estimated $\delta$ parameters, we find that subjects in both the immediate and the end-of-day payment treatments are extremely impatient. Estimated weekly discount factors range from 0.942 to 0.950 in the immediate payment treatment, versus 0.961 to 0.972 in the end-of-day payment treatment. All are significantly different from 1 at at least the 95 percent confidence level. These estimates suggest that payments 1 year in the future are discounted by between 77 and 96 percent. Though point estimates are higher in the end-of-day payment treatment, we can only reject the hypothesis that $\delta$ is the same in the two treatments in 1 of 3 specifications ( p -values range from 0.050 to 0.132 across specifications).

The estimates of $\rho$ and $\omega$, in contrast, are broadly comparable in the immediate and end-of-day payment sessions. The estimates of $\rho$ are (unsurprisingly) higher in the specifications that allow for positive background consumption (Columns 2 and 3 of Table 22), but do not differ substantially across experimental treatments. Estimates suggest moderate risk aversion, with estimated values of $\rho$ between 0.5 and 1 in all specifications ${ }^{30}$ Estimating the background consumption parameter, $\omega$, structurally and allowing it to vary across experimental treatments (in Column 3 of Table 2) generates results that are quite similar to those obtained by using self-reported daily expenditures as a measure of background consumption (in Column 2 of Table 2). This is reassuring since not all estimation approaches allow for the direct estimation of $\omega{ }^{31}$ We do not find evidence that $\omega$

[^9]differs significantly across treatments.

### 4.3.1 Robustness Checks

Alternative Approaches to Parameter Estimation. A weakness of the NLS approach is that it does not adjust for censoring. This limitation could potentially bias parameter estimates in our context because allocations were constrained to $[0, m]$ for the earlier payment date and to $[0,(1+r) m]$ for the later payment date. In what follows, we report two alternative sets of parameter estimates that address this issue. First, we estimate $\beta, \delta$, and $\rho$ parameters for each experimental treatment via maximum likelihood. We assume an additively separable error term and let $z_{i n}$ denote subject $i$ 's observed allocation to the earlier payment date in decision problem $n$ :

$$
\begin{equation*}
z_{i n}=c_{t}^{*}\left(m_{n}, k_{n}, r_{n}, \omega_{i} \mid \beta, \delta, \rho\right)+\varepsilon_{i n} \tag{9}
\end{equation*}
$$

where $c_{t}^{*}$ is the optimal allocation to the earlier payment date, as defined by Equation 8 , and $\varepsilon_{i n}$ is a normally-distributed error term with mean 0 and variance $\sigma_{\varepsilon}\left[{ }^{32}\right.$ After adjusting for censoring of $c_{t}^{*}$ at 0 and $m$, the log-likelihood function takes the standard form:

$$
\begin{align*}
\ell(\beta, \delta, \rho, \sigma)= & \ln \left[1-\Phi\left(\frac{c_{t}^{*}}{\sigma_{\varepsilon}}\right)\right] \times \mathbf{1}_{z_{i n}=0} \\
& +\ln \left[\phi\left(\frac{c_{t}^{*}}{\sigma_{\varepsilon}}\right) / \sigma_{\varepsilon}\right] \times\left(1-\mathbf{1}_{z_{i n}=0}-\mathbf{1}_{z_{i n}=m_{n}}\right)  \tag{10}\\
& +\ln \left[1-\Phi\left(\frac{m_{n}-c_{t}^{*}}{\sigma_{\varepsilon}}\right)\right] \times \mathbf{1}_{z_{i n}=m_{n}} .
\end{align*}
$$

Results are reported in Table 3. We estimate two specifications: in Column 1, we set background consumption to 0 for all subjects; in Column 2, we use self-reported daily expenditures, $\omega_{i}$.

We find no major differences between our maximum likelihood estimates of the model parameters and the NLS estimates reported above. Most importantly, our estimates of $\beta_{\text {immediate }}$ are significantly less than 1 in both specifications ( p -values $<0.001$ ), indicating a significant degree of present bias in the immediate payment treatment. Our estimates of $\beta_{\text {eod }}$ are consistently higher (though still less than 1), and we can never reject the hypothesis of no present bias in the end-ofday payment treatment ( p -values 0.207 and 0.246 ). We can reject the hypothesis that the degree of present bias is equal across treatments ( p -values 0.002 and 0.004 ).

As in our NLS specifications, we observe estimates of the $\delta$ parameters that are well below 1 , suggesting that subjects are quite impatient. Parameter estimates indicate that subjects in the immediate payment treatment reveal an annual discount rate of approximately 99 percent, while those in the end-of-day payment treatment reveal an annual discount rate of approximately 96

[^10]percent. We also observe moderate risk aversion in both experimental treatments.
Following Andreoni and Sprenger (2012a), we also consider an alternative estimation approach to censoring: taking logs of the tangency condition characterizing the optimal interior solution. When consumption utility takes the CRRA form, Equation 11 can be re-written as
\[

$$
\begin{equation*}
\frac{c_{t}^{*}+\omega}{c_{t+k}^{*}+\omega}=\left[\boldsymbol{\beta} \boldsymbol{\delta}^{k}(1+r)\right]^{-1 / \boldsymbol{\rho}} \tag{11}
\end{equation*}
$$

\]

taking logs of both sides yields

$$
\begin{equation*}
\ln \left(\frac{c_{t}^{*}+\omega}{c_{t+k}^{*}+\omega}\right)=\left(\frac{-1}{\boldsymbol{\rho}}\right) \ln \boldsymbol{\beta}+\left(\frac{-1}{\boldsymbol{\rho}}\right) \ln \boldsymbol{\delta} \times k+\left(\frac{-1}{\boldsymbol{\rho}}\right) \ln (1+r) \tag{12}
\end{equation*}
$$

which can be re-written as

$$
\begin{align*}
\ln \left(\frac{c_{t}^{*}+\omega}{c_{t+k}^{*}+\omega}\right)= & \left(\frac{-1}{\rho_{\text {immediate }}}\right) \ln \beta_{\text {immediate }} \times\left(1-\mathbf{1}_{\text {eod }}\right) \times \mathbf{1}_{t=0}+\left(\frac{-1}{\rho_{\text {eod }}}\right) \ln \beta_{\text {eod }} \times \mathbf{1}_{\text {eod }} \times \mathbf{1}_{t=0} \\
& +\left(\frac{-1}{\rho_{\text {immediate }}}\right) \ln \delta_{\text {immediate }} \times k \times\left(1-\mathbf{1}_{\text {eod }}\right)+\left(\frac{-1}{\rho_{\text {eod }}}\right) \ln \delta_{\text {eod }} \times k \times \mathbf{1}_{\text {eod }} \\
& +\left(\frac{-1}{\rho_{\text {immediate }}}\right) \ln (1+r) \times\left(1-\mathbf{1}_{\text {eod }}\right)+\left(\frac{-1}{\rho_{\text {eod }}}\right) \ln (1+r) \times \mathbf{1}_{\text {eod }} . \tag{13}
\end{align*}
$$

We estimate Equation 13 via two-limit Tobit, adjusting for censoring of $c_{t}^{*}$ at 0 and $m{ }^{33}$ Results are reported in Table 4.

Tobit estimates are consistent with our earlier findings. Again, we find a significant degree of present bias in the immediate payment treatment; again, estimated $\beta$ parameters are higher and are not significantly less than 1 - in the end-of-day payment treatment (though, in the Tobit specifications reported in Table 4, we cannot reject the hypothesis that the degree of present bias is comparable across treatments). Our Tobit results differ from our NLS and ML estimates in that the estimated $\beta$ parameters are lower in the Tobit specifications, while the estimated $\delta$ and $\rho$ parameters are somewhat higher. Nonetheless, the overall pattern of findings remains unchanged: we observe a statistically significant degree of present bias in the immediate payment treatment, but not in the end-of-day payment treatment.

Sample Restrictions. As an additional robustness check, we replicate our NLS estimation in sub-samples of subjects who showed high levels of comprehension and consistency: those subjects who never violated GARP and those with basic consistency indices above 0.85 (i.e. those who display a degree of adherence to the law of demand that is never observed among simulated subjects

[^11]who choose random points on each budget line). Results (which are reported in Online Appendix Tables A3 and A4) are consistent with those observed in the unrestricted sample. Specifically, we can always reject the hypothesis that $\beta_{\text {immediate }}$ equals 1 ; the estimates of $\beta_{\text {eod }}$ are consistently higher (though still typically less than 1 ), and we can never reject the hypothesis that $\beta_{\text {eod }}$ equals 1. We can also typically reject the hypothesis that $\beta_{\text {immediate }}$ equals $\beta_{\text {eod }}{ }^{34}$ Thus, our results are robust to the exclusion of those subjects who might have misunderstood the experiment; our findings hold in a restricted sample of individuals who appear to make unambiguously rational and consistent choices.

CARA Utility. To address concerns that our results might be driven by our assumption that consumption utility takes the CRRA form, we also report NLS estimates of $\beta$ and $\delta$ derived under the assumption that utility takes the constant absolute risk aversion (CARA) form:

$$
\begin{equation*}
u\left(c_{t}\right)=-e^{-\alpha c_{t}} \tag{14}
\end{equation*}
$$

Under CARA utility, the optimal allocation to the earlier payment date is:

$$
\begin{equation*}
c_{t}^{*}=\frac{1}{(2+r)}\left[\frac{\ln (\beta)}{-\alpha}+\frac{k \ln (\delta)}{-\alpha}+\frac{\ln (1+r)}{-\alpha}+m(1+r)\right] . \tag{15}
\end{equation*}
$$

The optimal allocation to the earlier payment date does not depend on background consumption when utility takes the CARA form, so we report only one set of results (in Table 5).

Our results are, again, consistent with our earlier findings: $\beta_{\text {immediate }}$ is significantly less than 1 ( p -value $<0.001$ ), while $\beta_{\text {eod }}$ is significantly higher than $\beta_{\text {immediate }}$ ( p -value 0.038 ) and not significantly less than 1 ( p -value 0.542 ). The assumption of CARA utility also does not impact our conclusion that subjects are fairly impatient, with estimated $\delta$ parameters well below 1 . Thus, our results appear to hold across specifications and functional form assumptions: choices in our immediate payment treatment provide strong evidence of present bias over money, but present bias appears to be attenuated substantially when payments occur at the end of the day.

### 4.4 Individual-Level Analysis

We next examine decisions in our experiment at the individual level. An advantage of our experimental design is that it allows us to estimate $\beta$ and $\delta$ at the subject level without needing to assume that the distribution of individual-level parameters takes a specific functional form ${ }^{35}$ We

[^12]estimate subject-level $\hat{\beta}_{i}, \hat{\delta}_{i}$, and $\hat{\rho}_{i}$ parameters via non-linear least squares while controlling for self-reported background consumption (average daily expenditure) ${ }^{36}$

CDFs of the estimated individual-level $\hat{\beta}_{i}, \hat{\delta}_{i}$, and $\hat{\rho}_{i}$ parameters are presented in Figure $4^{37}$ The distribution of individual-level $\hat{\beta}_{i}$ parameters in the immediate payment treatment is consistently to the left of the distribution the end-of-day payment treatment, suggesting greater present bias when payments are truly immediate. Indeed, the median individual-level $\hat{\beta}_{i}$ in the immediate payment treatment is 0.938 , versus 0.978 in the end-of-day payment treatment, and we can reject the hypothesis that the medians are equal in the two treatments ( p -value 0.059 ). 61 percent of subjects in the immediate payment treatment have estimated $\hat{\beta}_{i}$ parameters below 1, versus 55 percent of those in the end-of-day payment treatment $\left.{ }^{38}\right]^{39}$ Thus, subjects who show some degree of present bias outnumber those who tend toward future bias by a wide margin, though present bias is far from universal 40

Panel A of Figure 5 compares the proportion of subjects displaying a statistically significant degree of present bias across treatments ${ }^{41} 26$ percent of subjects assigned to the immediate payment treatment have estimated $\hat{\beta}_{i}$ parameters that are significantly less than 1 , versus 17 percent of subjects assigned to the end-of-day payment treatment. In contrast, only 8 percent of subjects assigned to the immediate payment treatment and 9 percent of those assigned to the end-of-day payment treatment are future-biased (in the sense of having $\beta_{i}$ significantly greater than 1 ). Thus, (statistically significant) present bias is more common than (statistically significant) future bias - suggesting that the former does not only result from subjects' tendency to implement their choices with error - and it is more common in the immediate payment treatment than in the
contrasts with the estimation strategies used in Andersen, Harrison, Lau, and Rutström (2008), Von Gaudecker, van Soest, and Wengström (2011), and Jakiela and Ozier (2016), who estimate mixed logit models of individual choices.
${ }^{36}$ We are unable to estimate individual parameters for 17 of our 494 subjects. 6 subjects always allocated their entire endowment to the earlier payment date, and 9 always allocated their entire endowment to the later payment date. Estimation does not converge for 2 of the remaining subjects.
${ }^{37}$ Like other recent studies of individual preferences (cf. Choi, Fisman, Gale, and Kariv 2007a, Fisman, Kariv, and Markovits 2007, Andersen, Harrison, Lau, and Rutström 2008, Fisman, Jakiela, and Kariv 2014), we observe tremendous individual heterogeneity in preferences, much of which is not explained by demographic and socioeconomic characteristics. The $5^{t h}$ percentile of $\hat{\beta}_{i}$ is 0.164 , and the $95^{t h}$ percentile is 1.598 . The $5^{t h}$ percentile of $\hat{\delta}_{i}$ is 0.473 , and the $95^{t h}$ percentile is 1.388 . The $5^{t h}$ percentile of $\hat{\rho}_{i}$ is 0.243 , and the $95^{t h}$ percentile is 17.878 .
${ }^{38}$ We cannot reject the hypothesis that the proportion of subjects with estimated $\hat{\beta}_{i}$ parameters below 1 is equal in the immediate and end-of-day payment treatments (p-value 0.211).
${ }^{39}$ For comparison, when Augenblick, Niederle, and Sprenger (2015) estimate individual level $\hat{\beta}_{i}$ parameters using data from effort choices, they find that 56 percent of subjects have estimated $\hat{\beta}_{i}$ parameters below 0.99 . When parameters are estimated using data from CTB decisions over money payments, only 33 percent of subjects have estimated $\hat{\beta}_{i}$ parameters below 0.99 .
${ }^{40}$ Moreover, as the CDF presented in Figure 4 makes clear, the distribution of $\hat{\beta}_{i}$ is smooth and steep in the neighborhood of 1 in both treatments; thus, quite a few subjects have estimated $\hat{\beta}_{i}$ parameters that suggest an extremely weak tendency toward either present or future bias.
${ }^{41}$ We classify a subject as displaying a significant degree of present (resp. future) bias if $\hat{\beta}_{i}$ is less (resp. greater) than 1 and we can reject the hypothesis that $\hat{\beta}_{i}$ equals 1 at the 90 percent confidence level. Since subjects made only 48 CTB decisions, these individual-level statistical tests are, to some extent, under-powered - we may fail to reject the hypothesis that $\hat{\beta}_{i}$ equals 1 when subjects implement their (present-biased or future-biased) preferences with error.
end-of-day payment treatment. ${ }^{[42}$
Next, we examine our estimated $\hat{\delta}_{i}$ parameters. We observe considerable variation in patience, though - as the aggregate estimates suggest - most subjects tend to discount the future sharply. The median $\hat{\delta}_{i}$ in the immediate payment treatment is 0.938 , versus 0.958 in the end-of-day payment treatment ${ }^{[33}$ These weekly discount factors suggest that subjects in the immediate payment treatment discount payments 1 year in the future by 96 percent, versus 89 percent for the end-of-day payment treatment. Though the CDFs presented in Panel B of Figure 4 do not suggest a consistent difference in $\hat{\delta}_{i}$ across treatments, Panel B of Figure 5 shows that subjects are somewhat more likely to display a statistically significant degree of impatience in the immediate payment treatment ${ }^{44}$ Our results also suggest that present bias and impatience are positively correlated (Spearman's $\rho=0.176$ ) ${ }^{45}$

To further test whether delaying experimental payments attenuates present bias, we report OLS regressions of the estimated individual-level $\hat{\beta}_{i}, \hat{\delta}_{i}$, and $\hat{\rho}_{i}$ parameters on an indicator for the end-of-day payment treatment (Table 6). When no controls are included, coefficient estimates suggest that $\hat{\beta}_{i}$ is significantly higher in the immediate payment treatment than in the end-of-day payment treatment (p-value 0.044) ${ }^{46}$ In contrast, assignment to the end-of-day payment treatment does not impact patience ( $\hat{\delta}_{i}$ ) or risk aversion ( $\hat{\rho}_{i}$ ) ${ }^{47}$ Results are similar when we include controls for individual characteristics such as age, gender, and education level (in Columns 4 through 6 of Table 6). Thus, though we observe substantial heterogeneity in individual preference parameters, our individual-level analysis confirms the main conclusion of our aggregate analysis: present bias is reduced when payments are not made immediately after the experimental session.

[^13]
## 5 Discussion

Over the last few years, several theoretically sophisticated, technically rigorous experiments have sparked a lively debate about the use of lab experimental methods to measure intertemporal tradeoffs (cf. Andreoni and Sprenger 2012a, Augenblick, Niederle, and Sprenger 2015, Dean and Sautmann 2016, Halevy 2015, Epper 2015, Carvalho, Meier, and Wang 2016, Giné, Goldberg, Silverman, and Yang 2017, Janssens, Kramer, and Swart 2017). This body of work raises two critical questions. First, do lab experiments with money payments measure time preferences? Utility is defined over consumption, not money, and subjects have access to a range of credit products. So, sophisticated subjects may treat dated experimental payments as a(nother) form of credit, integrating their (present-discounted) experimental income into an optimal forward-looking consumption plan - in which case, choices in the lab will reflect market interest rates and (perhaps) individual liquidity constraints, but not individual preferences (Coller and Williams 1999, Dean and Sautmann 2016, Carvalho, Meier, and Wang 2016). Second, even if one assumes that tradeoffs in experiments with money payments are driven by time preferences, should static preference reversals be interpreted as evidence of present bias? As discussed at length in Halevy (2015) and Giné, Goldberg, Silverman, and Yang (2017), this interpretation assumes that subjects have stable utility functions and discount rates - that one's willingness to make tradeoffs between dated payments that arrive 1,2 , or 3 (or 100,200 , or 300 ) days from "now" does not depend on the calendar date upon which one is asked. Of course, the assumption that preferences are stable is standard in economics; however, even subjects with stable preferences may seek to shift money toward points in time when they expect the marginal utility of money to be high (because, for example, they anticipate needing to make a large payment or being short of income), particularly if credit markets are imperfect ${ }^{48}$

Providing definitive answers to these questions is beyond the scope of this paper. However, our experiment does allow for explicit tests of a number of the hypotheses under scrutiny. Moreover, it is incumbent upon us to show that phenomena other than present bias cannot explain the observed tendency to shift money toward immediate payments. In what follows, we compare our results to those of other recent studies and present several additional pieces of analysis that speak to these questions. First, we test whether subjects behave in the manner predicted by standard models of

[^14]intertemporal optimization, exploiting the high interest rates offered through the experiment to increase their present-discounted income stream. Second, we test whether subjects shift experimental payments toward dates when they expect to have limited liquidity. After presenting evidence against these alternative explanations for our main results, we examine our structural estimates of time preference parameters and discuss their policy implications.

### 5.1 Do Subjects Engage in Arbitrage?

Economists typically assume that people have access to perfect credit markets, and that their intertemporal tradeoffs are part of an optimal forward-looking consumption plan characterized by a set of Euler equations. However, most experimental economists - including those using lab experimental methods to study discounting - assume that subjects engage in narrow bracketing, viewing their dated lab experimental payments in isolation, as though they were consumption plans (Andersen, Harrison, Lau, and Rutström 2008, Rabin and Weizsacker 2009). Coller and Williams (1999) were some of the first to question this assumption, highlighting the fact that experimental subjects with access to credit should engage in arbitrage, choosing immediate payments when the gross interest rate within the experiment is lower than their return on savings, and choosing delayed payments when the experimental return is lower than their cost of borrowing. More recently, Dean and Sautmann (2016) provide evidence that the intertemporal tradeoffs made by subjects in their (lab-in-the-field) experiment are related to liquidity constraints and accumulated savings outside of the lab - suggesting that the narrow bracketing assumption fails in their data. Building on Harris and Laibson (2001), Dean and Sautmann (2016) propose a model in which sophisticated, potentially credit-constrained consumers make optimal forward-looking plans that integrate their experimental payments into their consumption streams. If the assumptions of their model hold, then lab experiments cannot be used to measure individual time preferences; instead, they measure marginal rates of substitution across periods, which depend on market interest rates and subjects' anticipated income and expenditures in all future periods. $4^{49}$

CTB experiments allow for explicit tests of the extent to which subjects engage in these types of arbitrage between lab and non-lab savings vehicles (Giné, Goldberg, Silverman, and Yang 2017): because (many of) the implicit interest rates offered in experiments are typically well above those available through the credit market, subjects who integrate lab payments into fully-optimal forward-looking consumption plans should only choose immediate consumption if

[^15]they are liquidity-constrained; those who hold liquid savings should allocate their entire endowment to the later payment date when the (implicit) lab interest rate exceeds the return on their savings (because this maximizes the net present value of their income stream) 50

We test this prediction in our data by dividing the sample into subjects known to have liquid savings in excess of the maximum early payment (the 28 percent of subjects who have more than 1,000 Kenyan shillings, or 10.20 USD, in a savings account) and those who might be liquidityconstrained (those who do not have 1,000 Kenyan shillings in a savings account). Figure 6 plots the proportion of subjects within each category who always allocate their entire endowment to the later payment date. The figure makes it clear that, though corner solutions are common, those subjects who are not liquidity-constrained do not appear to be engaging in arbitrage by consistently cashing in on the extremely high interest rates offered in the experiment. Across all interest rates, only 2.6 percent of subjects with liquid savings in the bank always allocate their entire endowment to the later payment date, versus 1.7 percent of those without 1,000 shillings in the bank ${ }^{51}$ Focusing on extremely high gross interest rates of at least 2 (i.e. guaranteed returns of at least 100 percent over a 2 to 4 week time horizon), which are very unlikely to be available outside the lab, we find that 13.8 percent of those who are not liquidity-constrained always allocate the entire endowment to the later payment date, versus 7.8 percent of those without 1,000 shillings in the bank. We can reject that the proportion of subjects engaging in such behavior is equal across groups (those who are not liquidity-constrained versus those who may be liquidity-constrained). Nonetheless, our data make it clear that most subjects are not engaging in the types of arbitrage that we would expect if lab payments were integrated into an optimal forward-looking consumption and savings plan $.52 \times{ }^{53}{ }^{54} \mid 55$

[^16]The results presented above demonstrate that most subjects who are not liquidity-constrained make choices that appear to reflect their preferences rather than their arbitrage opportunities. A related question is whether our main finding (of present bias when payments are truly immediate, but not when payments occur at the end of the day) might be explained by liquidity constraints, which could cause (liquidity-constrained) subjects to take immediate payments whenever possible. If our results were driven by liquidity constraints, we would expect our indicator of liquidity constraints to be correlated with the estimated individual-level $\hat{\beta}_{i}$ parameter. However, the individual-level regressions presented in Table 6 do not suggest that this is the case: the point estimate associated with the indicator for having at least 1,000 Kenyan shillings in a liquid savings account is close to 0 and not statistically significant ${ }^{56}$ Moreover, it is not clear why liquidity constraints would have a differential impact on allocation decisions that depends on the timing of the experimental payments within the space of a few hours (i.e. whether payments arrive immediately after the experimental session and not at the end of the day) ${ }^{57}$ Thus, neither liquidity constraints nor arbitrage opportunities can explain our overall pattern of results.

### 5.2 Real and Perceived Changes in Background Consumption

A more general mis-specification concern, suggested by Halevy (2015), is that consumption utility may not be stable over time. Though our main finding (the existence of present bias over money when payments are immediate) is robust to a range of assumptions about the background consumption parameter $\left(\omega_{i}\right)$, our estimates of the magnitude of the present bias parameter $\left(\beta_{i}\right)$ vary across specifications. Moreover, we have assumed that background consumption does not vary across payment dates. If background consumption is systematically higher in the future relative to the present (for example, because of optimism or overconfidence), subjects might appear presentbiased when in fact they are not. Alternatively, if background consumption reflects beliefs about future cash flow or liquidity (which might vary across payment dates), choice patterns that appear present-biased might result from subjects' attempts to shift payments toward dates when they anticipate that the marginal utility of consumption will be higher (for example, because they will have relatively little income or cash on hand), as suggested by Dean and Sautmann (2016), Halevy (2015), and Ambrus, Asgeirsdottir, Noor, and Sándor (2015). If subjects are shifting payments

[^17]toward days when they expect the marginal utility of income to be high (because of actual or perceived variation in $\omega_{i}$ over time, static preferences reversals may or may not constitute evidence of dynamic inconsistency (Halevy 2015).

We present two pieces of evidence that our results are not driven by intertemporal variation in background consumption or the perceived marginal utility of income. First, we expand our main NLS specification to allow background consumption to differ between the earlier and later payment dates. This would, for example, capture any optimism about future income streams relative to the present. For each treatment, we estimate separate parameters $\omega_{\text {treatment }}^{\text {earlier }}$ and $\omega_{\text {treatment }}^{\text {later }}{ }^{58}$ Results are reported in Table 7. Importantly, allowing background consumption to differ across earlier vs. later payment dates does not impact our main result: we still observe present bias in the immediate payment treatment but not in the end-of-day payment treatment, and we can still reject the hypothesis that the degree of present bias is equal across treatments. Turning to the estimated background consumption parameters, we can never reject the hypothesis that background consumption is equal across treatments. However, we do find some qualified support for differences in background consumption across payment dates. The estimated level of background consumption is higher at the later payment date in both treatments, though the (within-treatment) difference is only significant in the immediate payment treatment. This suggests that optimism about future income may play some role in intertemporal choices, but controlling for it does not eliminate present bias.

To further explore this issue, we added a series of questions about anticipated liquidity to the post-experiment survey. For each of the five possible payment dates in the experiment, we asked subjects whether they expected to have more cash-on-hand than normal, less than normal, or approximately the typical amount. These questions were only administered during the last 20 experimental sessions, so we have data from 324 of our 494 subjects. We observe substantial within-subject variation in anticipated liquidity: only 31.2 percent of subjects showed no variation in expected cash-on-hand across payment dates. As a result, we can use this self-reported measure of expected liquidity to test whether subjects shift income from the experiment toward dates when they expect to have relatively little cash-on-hand.

In Table 8, we replicate the reduced form regressions reported in Table 1 in the sample of subjects who answered our liquidity questions, regressing the fraction of the endowment allocated to the earlier payment date on an indicator for having a front-end delay of 0 days, an indicator for the end-of-day treatment, an interaction between the two, and controls for the delay between payments, the interest rate, and the endowment size. As expected, results are similar to those in the full sample (Table 8, Columns 1 and 4). In Columns 2 and 5, we add an indicator for having lower expected liquidity (cash-on-hand) at the later payment date, relative to the earlier payment date. If subjects were shifting their experimental payments toward periods of anticipated low liquidity, then the coefficient on our difference-in-liquidity variable should be negative and

[^18]significant (because subjects will allocate less to the earlier payment date when they anticipate having lower background consumption on the later payment date). In fact, we find the opposite: the coefficient on our difference-in-liquidity variable is positive and significant (Table 8, Columns 2 and 5). Moreover, including this variable has no impact on our main result: we continue to observe present bias in the immediate payment treatment (i.e. the amount allocated to the earlier payment date is higher when the front end delay is 0 days in the immediate payment treatment), and we do not observe present bias in the end-of-day payment treatment. Results are similar when we interact our difference-in-liquidity variable with the indicator for assignment to the end-of-day payment treatment (Table 8, Columns 3 and 6). Thus, we find no evidence that subjects reduce their allocation to the earlier payment date when they expect marginal utility to be higher at the later payment date, and we can rule out the possibility that such predictable changes in marginal utility explain our main results.

### 5.3 Parameter Magnitudes and Policy Implications

In our final piece of analysis, we discuss the implications of our results for policy. Our results suggest a statistically significant level of present bias over money when payments are truly immediate. An important question is whether the degree of present bias that we observe is economically significant. Our parameter estimates also suggest lower levels of patience in the immediate payment treatment than in the end-of-day payment treatment, though the difference between treatments is only statistically significant in some specifications.

In Figure 7, we illustrate the minimum per-period return that would induce subjects with preference parameters consistent with our NLS estimates (from Column 1 of Table 2) to make investments, comparing the results of our immediate payment and end-of-day payment treatments. The figure highlights several important implications of our results. First, though our structural estimate of $\beta$ in the immediate payment treatment (0.902) is not unusually low, it has a dramatic impact on the willingness to make short-term investments: a subject with $\beta=0.902, \delta=0.950$, $\rho=0.581$, and $\omega=0$ would like to commit her future self to invest whenever the per-period return exceeds 13 percent, but in reality she is only willing to invest today in a project that yields a return of 45 percent next week. Moreover, the difference in the estimated $\beta$ and $\delta$ parameters across treatments leads to large differences in the willingness to make short-term investments; in the short-term, most of this difference is explained by the higher estimated level of present bias in the immediate payment treatment. This suggests that policy instruments that introduce extremely short delays between decisions and "immediate" costs can lead to large increases in investment levels - increases that could increase long-run welfare 59

For longer-term investments, of course, the impact of present bias is much less important:

[^19]when considering investments that yield benefits 1 year from now, present bias raises the minimum required return by less than 1 percentage point.${ }^{60}$ This highlights the second conclusion suggested in the figure: the differences in estimated $\delta$ parameters appear at least as important, in terms of explaining the low willingness to make long-term investments, as the differences in the present bias across treatments (though they are less precisely estimated). As discussed above, our results suggest that subjects are quite impatient, and we find suggestive evidence of greater impatience in the immediate payment treatment than in the end-of-day payment treatment. When considering investment horizons of a month or a year, the differences in patience translate into large differences in the willingness to invest in the future. From a policy perspective, the key distinction between investment decisions driven by present bias and those driven by impatience are that low levels of investment explained by $\delta$ are unambiguously optimal from the perspective of individual welfare. Our results suggest that those who appear present-biased may also be quite impatient, so low observed willingness to invest may or may not be suboptimal from a welfare perspective. It is therefore critical that policymakers determine which structural parameters are driving investment decisions within a particular context before designing policy instruments, since interventions that increase investments may reduce welfare when low investment levels result from impatience rather than present bias. Moreover, the fact that small differences in payment timing appear to generate large differences in the willingness to invest (including economically meaningful differences in $\delta$ ) suggests that structural estimates of time preference parameters should be used with caution.

## 6 Conclusion

We conducted convex time budget experiments with truly immediate repayment to test whether small delays of less than a day attenuate present bias. We exploited Kenya's mobile money technology M-Pesa to equalize transaction costs and uncertainty across all payment times and dates; we also introduced experimental variation in whether same-day payments were available immediately after the experiment or at the end of the day.

We find substantial evidence of present bias over money, but only when payments are truly immediate. Parameter estimates suggest that all delayed payments are discounted by between 7.6 and 9.8 percent in our immediate payment treatments. In sessions where the earliest possible payments arrive at the end of the day, we do not observe a statistically significant level of present bias (and we can formally reject the hypothesis that the degree of present bias is the same in both treatments). We also observe substantial heterogeneity in time preferences across subjects. However, variables associated with likely liquidity constraints (or the lack thereof) do not predict individual-level time preference parameters.

Our results - and, in our view, the results of many of the related studies listed above - point

[^20]to a few broad conclusions. First, neither the standard model of intertemporal tradeoffs (in which lab payments are integrated into an optimal forward-looking consumption and savings plan) nor the simplest form of narrow bracketing (with background consumption equal to 0 ) provides an adequate description of the ways subjects make intertemporal tradeoffs in the lab. This suggests that researchers should devote greater attention to the development of experiments explicitly designed to test potential refinements of existing models, in order to build a more accurate positive description of the decision-making process ${ }^{61}$ Experiments intended to better understand the way humans use mental accounting and heuristics to simplify the process of organizing their financial lives seem likely to be particularly fruitful.

Second, our results suggest that (at least in some populations) present bias over money is important when the earliest payments are truly immediate; our findings are consistent with models such as the quasi-hyperbolic model (Laibson 1997, O'Donoghue and Rabin 1999) that predict a sharp distinction between immediate and slightly delayed payments. However, our experiment is not intended to trace out the relationship between individual discount factors and the level of the front-end delay over the minutes and hours after decisions are made. As such, we are unable to fully distinguish between the quasi-hyperbolic model and alternatives that do not suggest a clear discontinuity between immediate and nearly immediate payments (cf. Kirby 1997). We leave that to future work. It is also important to note that some other experiments involving immediate payments - most notably, Augenblick, Niederle, and Sprenger (2015) - find little evidence of present bias over money in university student samples. The differences between these findings and our work suggest that some socioeconomic groups may be more prone to arbitraging between lab and non-lab savings vehicles.

The development of the quasi-hyperbolic model of time preferences was motivated by the desire to provide a better positive explanation of the ways humans actually make intertemporal tradeoffs. However, since the advent of this tractable model of present bias, much of the energy has shifted toward exploring its predictions in field settings and testing between the quasi-hyperbolic model and the standard model. The new wave of theoretically-motivated time preference experiments, and the controversies generated by the conflicting results of these studies, highlights the need for more experimental work directed towards testing and refining the behavioral economic model of intertemporal decisionmaking, with a specific focus on not only the extent of present bias, but the ways subjects do or do not integrate controlled choices in the lab - or isolated decisions outside of the lab - into a larger, long-term optimization problem. Such an integrated framework has the potential to allow for a more complete reconciliation of existing results, and will also help policymakers seeking to nudge citizens and consumers toward achieving their long-term savings and consumption goals.

[^21]
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Table 1: The Impact of Front-End Delays on Allocation Decisions

|  | Specification: | OLS |
| :--- | :---: | :---: |
| $(1)$ | TOBIT |  |
| $(2)$ |  |  |

Robust standard errors clustered at the session level. The dependent variable in all specifications is the fraction of the early-valued budget allocated to the earlier payment date. Tobit regressions (in Columns 2 and 4) adjust for censoring of the dependent variable at 0 and 1 . All regressions include controls for the size of the early-valued budget, the interest rate, and the delay between payments.

Table 2: NLS Estimates of Model Parameters in Immediate vs. End-of-Day Payment Treatments

| Specification: | NLS <br> $(1)$ | NLS <br> $(2)$ | NLS <br> $(3)$ |
| :--- | :---: | :---: | :---: |
| $\beta_{\text {immediate }}$ | $0.902^{* * *}$ | $0.920^{* * *}$ | $0.924^{* * *}$ |
| $\beta_{\text {eod }}$ | $(0.014)$ | $(0.012)$ | $(0.012)$ |
|  | $0.982^{* * *}$ | $0.990^{* * *}$ | $0.992^{* * *}$ |
| $\delta_{\text {immediate }}$ | $(0.029)$ | $(0.024)$ | $(0.026)$ |
|  | $0.950^{* * *}$ | $0.942^{* * *}$ | $0.942^{* * *}$ |
| $\delta_{\text {eod }}$ | $(0.008)$ | $(0.007)$ | $(0.006)$ |
|  | $0.972^{* * *}$ | $0.965^{* * *}$ | $0.961^{* * *}$ |
| $\rho_{\text {immediate }}$ | $(0.012)$ | $(0.009)$ | $(0.010)$ |
| $\rho_{\text {eod }}$ | $0.581^{* * *}$ | $0.887^{* * *}$ | $0.945^{* * *}$ |
|  | $(0.021)$ | $(0.031)$ | $(0.055)$ |
| $\omega_{\text {immediate }}$ | $0.619^{* * *}$ | $0.920^{* * *}$ | $0.904^{* * *}$ |
|  | $(0.026)$ | $(0.042)$ | $(0.037)$ |
| $\omega_{\text {eod }}$ | 0 | $\omega_{i}$ | $248.477^{* * *}$ |
|  | - | - | $(38.541)$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | 0 | $\omega_{i}$ | $187.559^{* * *}$ |
| $H_{0}: \beta_{\text {eod }}=1$ | - | - | $(29.205)$ |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.000 | 0.000 | 0.000 |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.532 | 0.666 | 0.749 |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.000 | 0.000 | 0.025 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.032 | 0.001 | 0.000 |
| $H_{0}: \rho_{\text {immediate }}=\rho_{\text {eod }}$ | 0.253 | 0.050 | 0.000 |
| $H_{0}: \omega_{\text {immediate }}=\omega_{\text {eod }}$ |  | 0.523 | 0.544 |
| Observations | 23712 | 23712 | 23712 |
| Subjects | 494 | 494 | 494 |
|  |  |  | 0.215 |

Robust standard errors clustered at the session level. $\omega_{i}$ indicates self-reported average daily expenditure, which varies across subjects.

Table 3: ML Estimates of Model Parameters in Immediate vs. End-of-Day Payment Treatments

| Specification: | ML <br> $(1)$ | ML <br> $(2)$ |
| :--- | :---: | :---: |
| $\beta_{\text {immediate }}$ | $0.890^{* * *}$ | $0.905^{* * *}$ |
| $\beta_{\text {eod }}$ | $(0.013)$ | $(0.013)$ |
|  | $0.971^{* * *}$ | $0.976^{* * *}$ |
| $\delta_{\text {immediate }}$ | $(0.023)$ | $(0.021)$ |
| $\delta_{\text {eod }}$ | $0.914^{* * *}$ | $0.913^{* * *}$ |
|  | $(0.004)$ | $(0.003)$ |
| $\rho_{\text {immediate }}$ | $0.940^{* * *}$ | $0.940^{* * *}$ |
| $\rho_{\text {eod }}$ | $(0.006)$ | $(0.005)$ |
|  | $0.543^{* * *}$ | $0.840^{* * *}$ |
| $\omega$ | $(0.009)$ | $(0.012)$ |
|  | $0.590^{* * *}$ | $0.886^{* * *}$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | $(0.015)$ | $(0.020)$ |
| $H_{0}: \beta_{\text {eod }}=1$ | 0 | $\omega_{i}$ |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.000 | - |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.000 |  |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.000 | 0.246 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.000 | 0.000 |
| $H_{0}: \rho_{\text {immediate }}=\rho_{\text {eod }}$ | 0.0008 |  |
| Observations | 0.000 |  |
| Subjects | 23712 | 0.000 |
|  | 494 | 494 |

Parameters estimated via maximum likelihood. Standard errors calculated using the inverse Hessian. $\omega_{i}$ indicates self-reported average daily expenditure, which varies across subjects.

Table 4: Tobit Estimates of Model Parameters in Immediate vs. End-of-Day Payment Treatments

| Specification: | TOBIT <br> $(1)$ | TOBIT <br> $(2)$ |
| :--- | :---: | :---: |
| $\beta_{\text {immediate }}$ | $0.863^{* * *}$ | $0.902^{* * *}$ |
| $\beta_{\text {eod }}$ | $(0.030)$ | $(0.028)$ |
|  | $0.933^{* * *}$ | $0.958^{* * *}$ |
| $\delta_{\text {immediate }}$ | $(0.046)$ | $(0.036)$ |
| $\delta_{\text {eod }}$ | $0.991^{* * *}$ | $0.998^{* * *}$ |
|  | $(0.016)$ | $(0.014)$ |
| $\rho_{\text {immediate }}$ | $0.980^{* * *}$ | $0.960^{* * *}$ |
| $\rho_{\text {eod }}$ | $(0.018)$ | $(0.010)$ |
|  | $0.739^{* * *}$ | $1.417^{* * *}$ |
| $\omega$ | $(0.031)$ | $(0.055)$ |
|  | $0.759^{* * *}$ | $1.321^{* * *}$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | $(0.055)$ | $(0.110)$ |
| $H_{0}: \beta_{\text {eod }}=1$ | 0 | $\bar{\omega}_{i}$ |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.000 | - |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.001 |  |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.208 | 0.556 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.253 |  |
| $H_{0}: \rho_{\text {immediate }}=\rho_{\text {eod }}$ | 0.662 | 0.883 |
| Observations | 0.750 | 0.000 |
| Subjects | 23712 | 23712 |

Robust standard errors clustered at the session level. $\omega_{i}$ indicates self-reported average daily expenditure, which varies across subjects.

Table 5: NLS Estimates of Model Parameters Assuming CARA Utility

\left.| Specification: | NLS |
| :--- | :---: |
| (1) |  |$\right]$| $0.941^{* * *}$ |  |
| :--- | :---: |
| $(0.010)$ |  |
| $\beta_{\text {immediate }}$ | $0.988^{* * *}$ |
| $\beta_{\text {eod }}$ | $(0.020)$ |
|  | $0.937^{* * *}$ |
| $\delta_{\text {immediate }}$ | $(0.004)$ |
| $\delta_{\text {eod }}$ | $0.949^{* * *}$ |
|  | $(0.006)$ |
| $\alpha_{\text {immediate }}$ | $0.001^{* * *}$ |
|  | $(0.000)$ |
| $\alpha_{\text {eod }}$ | $0.001^{* * *}$ |
|  | $(0.000)$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | 0.000 |
| $H_{0}: \beta_{\text {eod }}=1$ | 0.542 |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.038 |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.000 |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.000 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.092 |
| $H_{0}: \rho_{\text {immediate }}=\rho_{\text {eod }}$ | 0.670 |
| Observations | 23712 |
| Subjects |  |
| Robust standard errors clustered at the |  |
| session level. |  |

Table 6: OLS Regressions of Individual-Level Parameter Estimates

| Estimated parameter: Specification: | $\beta_{i}$ OLS <br> (1) | $\delta_{i}$ OLS <br> (2) | $\rho_{i}$ OLS <br> (3) | $\beta_{i}$ <br> OLS <br> (4) | $\delta_{i}$ OLS <br> (5) | $\rho_{i}$ OLS <br> (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| End of day payout treatment | $\begin{aligned} & 0.061^{* *} \\ & (0.029) \end{aligned}$ | $\begin{gathered} -0.009 \\ (0.02) \end{gathered}$ | $\begin{gathered} 0.22 \\ (0.333) \end{gathered}$ | $\begin{gathered} 0.074^{* * *} \\ (0.027) \end{gathered}$ | $\begin{aligned} & -0.011 \\ & (0.023) \end{aligned}$ | $\begin{gathered} 0.288 \\ (0.339) \end{gathered}$ |
| Female |  |  |  | $\begin{aligned} & 0.022 \\ & (0.03) \end{aligned}$ | $\begin{gathered} 0.026 \\ (0.024) \end{gathered}$ | $\begin{aligned} & 0.671^{*} \\ & (0.342) \end{aligned}$ |
| Age | . | . | . | $\begin{gathered} 0.003 \\ (0.002) \end{gathered}$ | $\begin{aligned} & 0.002^{*} \\ & (0.001) \end{aligned}$ | $\begin{gathered} 0.011 \\ (0.018) \end{gathered}$ |
| Completed primary school | . | . | . | $\begin{aligned} & 0.074 \\ & (0.12) \end{aligned}$ | $\begin{gathered} 0.133 \\ (0.085) \end{gathered}$ | $\begin{aligned} & -1.153 \\ & (0.819) \end{aligned}$ |
| Completed secondary school | . | . | . | $\begin{gathered} -0.073^{* *} \\ (0.036) \end{gathered}$ | $\begin{aligned} & -0.024 \\ & (0.025) \end{aligned}$ | $\begin{gathered} 0.111 \\ (0.307) \end{gathered}$ |
| Married or cohabitating | . | . | . | $\begin{gathered} 0.06^{*} \\ (0.032) \end{gathered}$ | $\begin{gathered} 0.013 \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.175 \\ (0.255) \end{gathered}$ |
| Has a bank account | . | . | . | $\begin{aligned} & -0.029 \\ & (0.033) \end{aligned}$ | $\begin{gathered} 0.017 \\ (0.028) \end{gathered}$ | $\begin{aligned} & -0.321 \\ & (0.362) \end{aligned}$ |
| Has 1000 KSH in a bank account | . | . | . | $\begin{aligned} & -0.012 \\ & (0.042) \end{aligned}$ | $\begin{gathered} -0.034 \\ (0.031) \end{gathered}$ | $\begin{gathered} 0.33 \\ (0.438) \end{gathered}$ |
| Average daily expenditure (in shillings) | . | . | . | $\begin{gathered} -0.0002 \\ (0.0001) \end{gathered}$ | $\begin{aligned} & -0.00002 \\ & (0.0001) \end{aligned}$ | $\begin{aligned} & 0.004^{* *} \\ & (0.001) \end{aligned}$ |
| Describes self as very patient | $\cdot$ | $\cdot$ | $\cdot$ | $\begin{gathered} 0.037 \\ (0.039) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.024) \end{gathered}$ | $\begin{gathered} 0.049 \\ (0.299) \end{gathered}$ |
| Observations | 477 | 477 | 477 | 446 | 446 | 446 |
| $R^{2}$ | 0.007 | 0.0003 | 0.001 | 0.051 | 0.027 | 0.046 |

Robust standard errors clustered at the session level. The top 5 percent of parameter estimates are winsorized so that results are not driven by outliers.

Table 7: NLS Estimates Allowing Background Consumption to Differ across Dates

| Specification: | NLS <br> (1) |
| :---: | :---: |
| $\beta_{\text {immediate }}$ | $\begin{gathered} 0.941^{* * *} \\ (0.013) \end{gathered}$ |
| $\beta_{\text {eod }}$ | $\begin{gathered} 0.998^{* * *} \\ (0.023) \end{gathered}$ |
| $\delta_{\text {immediate }}$ | $\begin{gathered} 0.978^{* * *} \\ (0.005) \end{gathered}$ |
| $\delta_{\text {eod }}$ | $\begin{gathered} 0.976^{* * *} \\ (0.006) \end{gathered}$ |
| $\rho_{\text {immediate }}$ | $\begin{gathered} 0.942^{* * *} \\ (0.052) \end{gathered}$ |
| $\rho_{\text {eod }}$ | $\begin{gathered} 0.907^{* * *} \\ (0.045) \end{gathered}$ |
| $\omega_{\text {immmediate }}^{\text {earlier }}$ | $\begin{gathered} 218.304^{* * *} \\ (36.074) \end{gathered}$ |
| $\omega_{\text {eod }}^{\text {earlier }}$ | $\begin{gathered} 178.914^{* * *} \\ (29.058) \end{gathered}$ |
| $\omega_{\text {immediate }}^{\text {later }}$ | $\begin{gathered} 287.427^{* * *} \\ (38.907) \end{gathered}$ |
| $\omega_{\text {eod }}^{\text {later }}$ | $\begin{gathered} 204.220^{* * *} \\ (38.343) \end{gathered}$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | 0.000 |
| $H_{0}: \beta_{\text {eod }}=1$ | 0.939 |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.037 |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.000 |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.000 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.792 |
| $H_{0}: \rho_{\text {immediate }}=\rho_{\text {eod }}$ | 0.613 |
| $H_{0}: \omega_{\text {immediate }}^{\text {earlier }}=\omega_{\text {eod }}^{\text {earlier }}$ | 0.400 |
| $H_{0}: \omega_{\text {immediate }}^{\text {later }}=\omega_{\text {eod }}^{\text {later }}$ | 0.135 |
| $H_{0}: \omega_{\text {immediate }}^{\text {earlier }}=\omega_{\text {immediate }}^{\text {later }}$ | 0.000 |
| $H_{0}: \omega_{\text {eod }}^{\text {earlier }}=\omega_{\text {eod }}^{\text {later }}$ | 0.278 |
| Observations | 23712 |
| Subjects | 494 |

Robust standard errors clustered at the session level.

Table 8: Regressions of Fraction of Budget Allocated to Earlier Payment Date

| Specification: | OLS <br> (1) | OLS <br> (2) | OLS <br> (3) | Tobit <br> (4) | Tobit <br> (5) | Tobit <br> (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Front-end delay $=0$ days | $\begin{gathered} 0.031^{* * *} \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.034^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.034^{* * *} \\ (0.008) \end{gathered}$ | $\begin{gathered} 0.043^{* * *} \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.049^{* * *} \\ (0.013) \end{gathered}$ | $\begin{gathered} 0.049^{* * *} \\ (0.013) \end{gathered}$ |
| End-of-day payment treatment | $\begin{aligned} & -0.003 \\ & (0.025) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.026) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.026) \end{aligned}$ | $\begin{gathered} -0.007 \\ (0.042) \end{gathered}$ | $\begin{aligned} & -0.008 \\ & (0.042) \end{aligned}$ | $\begin{aligned} & -0.008 \\ & (0.043) \end{aligned}$ |
| Front-end delay $=0$ days $\times$ end-of-day treatment | $\begin{gathered} -0.025^{* *} \\ (0.012) \end{gathered}$ | $\begin{gathered} -0.025^{* *} \\ (0.012) \end{gathered}$ | $\begin{aligned} & -0.024^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & -0.04^{* *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & -0.04^{* *} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & -0.04^{*} \\ & (0.021) \end{aligned}$ |
| Lower expected liquidity at later payment date | . | $\begin{aligned} & 0.025^{* *} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.023^{*} \\ & (0.013) \end{aligned}$ | . | $\begin{gathered} 0.04^{*} \\ (0.019) \end{gathered}$ | $\begin{aligned} & 0.041^{* *} \\ & (0.021) \end{aligned}$ |
| End-of-day treatment $\times$ lower liquidity at later date | . |  | $\begin{gathered} 0.004 \\ (0.023) \end{gathered}$ | . | . | $\begin{gathered} -0.003 \\ (0.039) \end{gathered}$ |
| $H_{0}$ : no impact of front-end-delay $=0$ days in end-of-day treatment | 0.556 | 0.350 | 0.352 | 0.853 | 0.595 | 0.627 |
| Observations | 15552 | 15552 | 15552 | 15552 | 15552 | 15552 |
| Subjects | 324 | 324 | 324 | 324 | 324 | 324 |

Robust standard errors clustered at the session level. The dependent variable in all specifications is the fraction of the early-valued budget allocated to the earlier payment date. Tobit regressions (in Columns 2 and 4) adjust for censoring of the dependent variable at 0 and 1 . All regressions include controls for the size of the early-valued budget, the interest rate, and the delay between payments.

Figure 1: Frequency of GARP Violations for Actual vs. Simulated Subjects


The figure reports the total number of violations of the Generalize Axiom of Revealed Preference for experimental subjects and for 1,000 thousand simulated subjects who randomize uniformly on each budget line. Violations are calculated for the two pairs of (earlier and later) dates that were presented at both the 400 shilling (early-valued) budget size and the 600 shilling (early-valued) budget size (i.e. decision sets 1, 3, 4, and 7 from the CTB experiment), creating intersecting budget lines that allow for revealed preference tests.

Figure 2: The Basic Consistency Index for Actual vs. Simulated Subjects


To calculate the Basic Consistency Index (BCI), we consider all pairs of interest rates, $r^{\prime}$ and $r^{\prime \prime}$, such that $r^{\prime \prime}>r^{\prime}$; a subject's decisions satisfy basic consistency if the amount allocated to the later period is at least at large under $r^{\prime \prime}$ as under $r^{\prime}$. The BCI is fraction of all possible pairs of choices that satisfy this property.

Figure 3: Fraction of Budget Allocated to Earlier Account, by Interest Rate Panel A: Immediate Payouts


Panel B: End of Day Payouts

$\begin{array}{ll}\square & \text { Front end delay }=0 \\ \cdots & \text { Front end delay }>0\end{array}$

Figure 4: Individual-Level Parameter Estimates, by Treatment


Panel B: Estimated $\hat{\delta}_{i}$ Parameters


Immediate payment treatment $-\square$
End-of-day payment treatment ---------
Panel C: Estimated $\hat{\rho}_{i}$ Parameters


Immediate payment treatment -
End-of-day payment treatment - -------

Figure 5: Proportion of Subjects Displaying Significant Present Bias and Impatience
Panel A: Proportion of Subjects Displaying Significant Present or Future Bias


Panel B: Proportion of Subjects Displaying Significant Impatience or Patience


Figure 6: The Frequency of Behavior Consistent with Arbitrage


The figure plots the proportion of subjects who always allocate their entire endowment to the later payment date at a given gross interest rate. Potentially liquidity-constrained subjects are those who do not have at least 1,000 Kenyan shillings (USD 10.20) in a bank savings account.

Figure 7: Per-Period Return Required to Induce Investment


Immediate payment
Without present bias With present bias

End-of-day payment
Without present bias With present bias

Bars indicate the minimum per-period return required to induce an agent to invest over three possible time horizons, given the $\beta$ and $\delta$ parameters estimated in Column 1 of Table 2 Bars labeled "without present bias" indicate the minimum required return that would induce a dynamically consistent agent with the estimated level of patience $(\delta)$ to invest; this is also the level of return above which subjects would choose to invest if they were making commitments for their future selves. Bars labeled "with present bias" indicate the marginal increase in the per-period return required to induce present-biased agents (with the observed $\beta$ ) to invest.
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## Appendix A: Additional Tables and Figures

Table A1: Summary Statistics

| Variable: | Mean | S.D. | Median | Min. | Max. | Obs. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: Subject Characteristics |  |  |  |  |  |  |
| Female | 0.58 | 0.49 | 1 | 0 | 1 | 478 |
| Age | 33.26 | 9.75 | 32 | 18 | 69 | 461 |
| Completed primary school | 0.95 | 0.23 | 1 | 0 | 1 | 478 |
| Completed secondary school | 0.56 | 0.50 | 1 | 0 | 1 | 478 |
| Married or cohabitating | 0.57 | 0.50 | 1 | 0 | 1 | 478 |
| Has personal bank account | 0.52 | 0.50 | 1 | 0 | 1 | 478 |
| Has account with at least 1,000 shillings | 0.24 | 0.43 | 0 | 0 | 1 | 478 |
| Average daily expenditure (in shillings) | 201.49 | 198.53 | 146.43 | 0.14 | 2857.14 | 478 |
| Subject describes self as very-patient | 0.64 | 0.48 | 1 | 0 | 1 | 494 |
| Trusts that lab payments will be sent on time | 0.97 | 0.16 | 1 | 0 | 1 | 478 |

Table A2: Summary Statistics by Experimental Treatment

|  | Experimental Treatment: |  | Difference |
| :---: | :---: | :---: | :---: |
|  | Immediate Payouts | $\begin{gathered} \text { End-of-DAY } \\ \text { Payouts } \end{gathered}$ |  |
| Female | 0.60 | 0.55 | 0.04 |
|  | [0.49] | [0.50] | (0.05) |
| Age | 32.79 | 34.35 | -1.56 |
|  | [9.42] | [10.43] | (0.99) |
| Completed primary school | 0.96 | 0.92 | 0.04* |
|  | [0.20] | [0.28] | (0.02) |
| Completed secondary school | 0.55 | 0.59 | -0.04 |
|  | [0.50] | [0.49] | (0.05) |
| Married or cohabitating | 0.58 | 0.55 | 0.02 |
|  | [0.49] | [0.50] | (0.05) |
| Has personal bank account | 0.53 | 0.51 | 0.01 |
|  | [0.50] | [0.50] | (0.05) |
| Has account with at least 1,000 shillings | 0.27 | 0.17 | 0.10** |
|  | [0.45] | [0.38] | (0.04) |
| Average daily expenditure (in shillings) | 201.54 | 201.37 | 0.16 |
|  | [217.31] | [146.00] | (19.85) |
| Subject describes self as very-patient | 0.66 | 0.58 | 0.07 |
|  | [0.47] | [0.49] | (0.05) |
| Trusts that lab payments will be sent on time | 0.98 | 0.97 | 0.01 |
|  | [0.15] | [0.18] | (0.02) |

[^22]Table A3: NLS Estimates of Model Parameters - Subjects with No GARP Violations

| Specification: | NLS <br> (1) | NLS <br> (2) | NLS <br> (3) |
| :---: | :---: | :---: | :---: |
| $\beta_{\text {immediate }}$ | $\begin{gathered} 0.893^{* * *} \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.921^{* * *} \\ (0.014) \end{gathered}$ | $\begin{gathered} 0.928^{* * *} \\ (0.013) \end{gathered}$ |
| $\beta_{\text {eod }}$ | $\begin{gathered} 0.970^{* * *} \\ (0.029) \end{gathered}$ | $\begin{gathered} 0.981^{* * *} \\ (0.023) \end{gathered}$ | $\begin{gathered} 0.986^{* * *} \\ (0.025) \end{gathered}$ |
| $\delta_{\text {immediate }}$ | $\begin{gathered} 0.950^{* * *} \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.942^{* * *} \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.940^{* * *} \\ (0.008) \end{gathered}$ |
| $\delta_{\text {eod }}$ | $\begin{gathered} 0.971^{* * *} \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.963^{* * *} \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.956^{* * *} \\ (0.010) \end{gathered}$ |
| $\rho_{\text {immediate }}$ | $\begin{gathered} 0.533^{* * *} \\ (0.026) \end{gathered}$ | $\begin{gathered} 0.860^{* * *} \\ (0.041) \end{gathered}$ | $\begin{gathered} 1.226^{* * *} \\ (0.111) \end{gathered}$ |
| $\rho_{\text {eod }}$ | $\begin{gathered} 0.559^{* * *} \\ (0.032) \end{gathered}$ | $\begin{gathered} 0.887^{* * *} \\ (0.047) \end{gathered}$ | $\begin{gathered} 1.112^{* * *} \\ (0.090) \end{gathered}$ |
| $\omega_{\text {immediate }}$ | 0 | $\bar{\omega}_{i}$ | $522.753^{* * *}$ |
|  | - | - | (80.083) |
| $\omega_{\text {eod }}$ | 0 | $\bar{\omega}_{i}$ | 404.539*** |
|  | - | - | (54.431) |
| $H_{0}: \beta_{\text {immediate }}=1$ | 0.000 | 0.000 | 0.000 |
| $H_{0}: \beta_{\text {eod }}=1$ | 0.317 | 0.410 | 0.573 |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.026 | 0.029 | 0.045 |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.000 | 0.000 | 0.000 |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.052 | 0.003 | 0.000 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.261 | 0.161 | 0.211 |
| $H_{0}: \rho_{\text {immediate }}+\rho_{\text {eod }}$ | 0.537 | 0.677 | 0.429 |
| $H_{0}: \omega_{\text {immediate }}+\omega_{\text {eod }}$ |  |  | 0.229 |
| Observations | 14544 | 14544 | 14544 |
| Subjects | 303 | 303 | 303 |

Robust standard errors clustered at the session level. $\bar{\omega}_{i}$ indicates self-reported average daily expenditure, which varies across subjects.

Table A4: NLS Estimates of Model Parameters - Subjects with Basic Consistency Indices $\geq 0.85$

| Specification: |  | NLS <br> $(1)$ | NLS <br> $(2)$ |
| :--- | :---: | :---: | :---: |
|  | $(1)$ | NLS |  |
|  | $0.918^{* * *}$ | $0.938^{* * *}$ | $0.905^{* * *}$ |
| $\beta_{\text {immediate }}$ | $(0.018)$ | $(0.016)$ | $(0.016)$ |
| $\beta_{\text {eod }}$ | $0.999^{* * *}$ | $1.012^{* * *}$ | $0.958^{* * *}$ |
|  | $(0.031)$ | $(0.025)$ | $(0.028)$ |
| $\delta_{\text {immediate }}$ | $0.958^{* * *}$ | $0.951^{* * *}$ | $0.943^{* * *}$ |
| $\delta_{\text {eod }}$ | $(0.009)$ | $(0.008)$ | $(0.009)$ |
|  | $0.977^{* * *}$ | $0.971^{* * *}$ | $0.967^{* * *}$ |
| $\rho_{\text {immediate }}$ | $(0.016)$ | $(0.013)$ | $(0.015)$ |
|  | $0.463^{* * *}$ | $0.761^{* * *}$ | $0.193^{* * *}$ |
| $\rho_{\text {eod }}$ | $(0.018)$ | $(0.030)$ | $(0.013)$ |
|  | $0.491^{* * *}$ | $0.796^{* * *}$ | $0.237^{* * *}$ |
| $\omega_{\text {immediate }}$ | $(0.019)$ | $(0.031)$ | $(0.016)$ |
| $\omega_{\text {eod }}$ | 0 | $\omega_{i}$ | $-114.747^{* * *}$ |
|  | - | - | $(7.682)$ |
| $H_{0}: \beta_{\text {immediate }}=1$ | 0 | $\omega_{i}$ | $-103.761^{* * *}$ |
| $H_{0}: \beta_{\text {eod }}=1$ | - | - | $(10.837)$ |
| $H_{0}: \beta_{\text {immediate }}=\beta_{\text {eod }}$ | 0.000 | 0.000 | 0.000 |
| $H_{0}: \delta_{\text {immediate }}=1$ | 0.071 | 0.649 | 0.143 |
| $H_{0}: \delta_{\text {eod }}=1$ | 0.000 | 0.019 | 0.115 |
| $H_{0}: \delta_{\text {immediate }}=\delta_{\text {eod }}$ | 0.163 | 0.030 | 0.000 |
| $H_{0}: \rho_{\text {immediate }}+\rho_{\text {eod }}$ | 0.299 | 0.200 | 0.040 |
| $H_{0}: \omega_{\text {immediate }}+\omega_{\text {eod }}$ |  | 0.410 | 0.035 |
| Observations | 15888 | 15888 | 15888 |
| Subjects | 331 | 331 | 331 |

Robust standard errors clustered at the session level. $\bar{\omega}_{i}$ indicates self-reported average daily expenditure, which varies across subjects.

Table A5: Convex Time Budget Decision Problems

| Set | Decision | Front-End <br> Delay ( $t$ ) | Early vs. Later Delay (k) | Early Max | Later Max | $1+\mathrm{r}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 14 | 14 | 400 | 440 | 1.1 |
| 1 | 2 | 14 | 14 | 400 | 500 | 1.25 |
| 1 | 3 | 14 | 14 | 400 | 700 | 1.75 |
| 1 | 4 | 14 | 14 | 400 | 800 | 2 |
| 1 | 5 | 14 | 14 | 400 | 1200 | 3 |
| 1 | 6 | 14 | 14 | 400 | 1600 | 4 |
| 2 | 7 | 0 | 28 | 400 | 440 | 1.1 |
| 2 | 8 | 0 | 28 | 400 | 500 | 1.25 |
| 2 | 9 | 0 | 28 | 400 | 700 | 1.75 |
| 2 | 10 | 0 | 28 | 400 | 800 | 2 |
| 2 | 11 | 0 | 28 | 400 | 1200 | 3 |
| 2 | 12 | 0 | 28 | 400 | 1600 | 4 |
| 3 | 13 | 0 | 14 | 400 | 440 | 1.1 |
| 3 | 14 | 0 | 14 | 400 | 500 | 1.25 |
| 3 | 15 | 0 | 14 | 400 | 700 | 1.75 |
| 3 | 16 | 0 | 14 | 400 | 800 | 2 |
| 3 | 17 | 0 | 14 | 400 | 1200 | 3 |
| 3 | 18 | 0 | 14 | 400 | 1600 | 4 |
| 4 | 19 | 14 | 14 | 600 | 660 | 1.1 |
| 4 | 20 | 14 | 14 | 600 | 750 | 1.25 |
| 4 | 21 | 14 | 14 | 600 | 1050 | 1.75 |
| 4 | 22 | 14 | 14 | 600 | 1200 | 2 |
| 4 | 23 | 14 | 14 | 600 | 1800 | 3 |
| 4 | 24 | 14 | 14 | 600 | 2400 | 4 |
| 5 | 25 | 28 | 14 | 400 | 440 | 1.1 |
| 5 | 26 | 28 | 14 | 400 | 500 | 1.25 |
| 5 | 27 | 28 | 14 | 400 | 700 | 1.75 |
| 5 | 28 | 28 | 14 | 400 | 800 | 2 |
| 5 | 29 | 28 | 14 | 400 | 1200 | 3 |
| 5 | 30 | 28 | 14 | 400 | 1600 | 4 |
| 6 | 31 | 28 | 28 | 400 | 440 | 1.1 |
| 6 | 32 | 28 | 28 | 400 | 500 | 1.25 |
| 6 | 33 | 28 | 28 | 400 | 700 | 1.75 |
| 6 | 34 | 28 | 28 | 400 | 800 | 2 |
| 6 | 35 | 28 | 28 | 400 | 1200 | 3 |
| 6 | 36 | 28 | 28 | 400 | 1600 | 4 |
| 7 | 37 | 0 | 14 | 600 | 660 | 1.1 |
| 7 | 38 | 0 | 14 | 600 | 750 | 1.25 |
| 7 | 39 | 0 | 14 | 600 | 1050 | 1.75 |
| 7 | 40 | 0 | 14 | 600 | 1200 | 2 |
| 7 | 41 | 0 | 14 | 600 | 1800 | 3 |
| 7 | 42 | 0 | 14 | 600 | 2400 | 4 |
| 8 | 43 | 14 | 28 | 400 | 440 | 1.1 |
| 8 | 44 | 14 | 28 | 400 | 500 | 1.25 |
| 8 | 45 | 14 | 28 | 400 | 700 | 1.75 |
| 8 | 46 | 14 | 28 | 400 | 800 | 2 |
| 8 | 47 | 14 | 28 | 400 | 1200 | 3 |
| 8 | 48 | 14 | 28 | 400 | 1600 | 4 |

Table A6: Multiple Price List Decision Problems

| Set | Decision | Front-End <br> Delay ( $t$ ) | Early vs. <br> Later Delay $(k)$ | Early Max | Later Max | $1+r$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 14 | 14 | 400 | 440 | 1.1 |
| 1 | 2 | 14 | 14 | 400 | 500 | 1.25 |
| 1 | 3 | 14 | 14 | 400 | 700 | 1.75 |
| 1 | 4 | 14 | 14 | 400 | 800 | 2 |
| 1 | 5 | 14 | 14 | 400 | 1200 | 3 |
| 1 | 6 | 14 | 14 | 400 | 1600 | 4 |
| 2 | 7 | 0 | 28 | 400 | 440 | 1.1 |
| 2 | 8 | 0 | 28 | 400 | 500 | 1.25 |
| 2 | 9 | 0 | 28 | 400 | 700 | 1.75 |
| 2 | 10 | 0 | 28 | 400 | 800 | 2 |
| 2 | 11 | 0 | 28 | 400 | 1200 | 3 |
| 2 | 12 | 0 | 28 | 400 | 1600 | 4 |
| 3 | 13 | 0 | 14 | 400 | 440 | 1.1 |
| 3 | 14 | 0 | 14 | 400 | 500 | 1.25 |
| 3 | 15 | 0 | 14 | 400 | 700 | 1.75 |
| 3 | 16 | 0 | 14 | 400 | 800 | 2 |
| 3 | 17 | 0 | 14 | 400 | 1200 | 3 |
| 3 | 18 | 0 | 14 | 400 | 1600 | 4 |
| 4 | 19 | 14 | 28 | 400 | 440 | 1.1 |
| 4 | 20 | 14 | 28 | 400 | 500 | 1.25 |
| 4 | 21 | 14 | 28 | 400 | 700 | 1.75 |
| 4 | 22 | 14 | 28 | 400 | 800 | 2 |
| 4 | 23 | 14 | 28 | 400 | 1200 | 3 |
| 4 | 24 | 14 | 28 | 400 | 1600 | 4 |

Figure A1: Screenshot of a CTB Decision


Figure A2: Screenshot of an MPL Decision


## Appendix B: Experimental Instructions

This is a study of the different ways people make decisions about money. Please listen carefully to the instructions that are being read to you. Tell us if you have any questions or if there is anything that you do not understand.

Each of you will receive two payments for participating in this study, an EARLIER payment and a LATER payment. You will receive the EARLIER payment on an EARLIER date, and you will receive the LATER payment on a LATER date. These two payments will be sent via M-Pesa by XXXX o'clock on each date. So, if you receive a payment today, it will be sent to you before you leave the Busara Center. On the day that you are scheduled to receive one of your payments, we will send you a text message reminder that the payment is coming. After you receive the text message, your payment will be sent via M-Pesa. If you do not receive one of your payments, you should immediately contact the staff at Busara by flashing $+254(0)$ 704851141

Each of you will receive 300 shillings just for participating in the study. You will receive this money in two equal amounts of 150 shillings. These two payments of 150 shillings will be sent to you via M-Pesa on the two different dates (the EARLIER date and the LATER date). You'll receive your payments before XXXX o'clock on each date.

In addition to the 300 shillings, you will be paid money based on one of your decisions in this study. You will make 72 decisions in this study. The study has two parts. In the first part of the study you will make 48 decisions; in the second part you will make 24 decisions. After you've made all 72 decisions, the computer will choose one of the decisions to be the payment decision. We will use the payment decision to determine how much money you are paid in this study. All 72 decisions have the same chance of being chosen as the payment decision. So, you should make each decision as if it were the payment decision. At the end of the study, your computer will choose the payment decision. Because of the payment decision, you may receive more than 150 shillings on the EARLIER date, the LATER date, or both. We will add any money from the payment decision to your two payments of 150 shillings. So, you will receive at least 150 shillings by XXXX o'clock on each of the two dates (EARLIER and LATER). Both of these payments will be sent via M-Pesa.

In this part of the study, you will make 48 decisions about how to divide money between two times, one is on an EARLIER date and one is on a LATER date. So, you will decide how much money you want to be sent to you at the EARLIER date and how much you want at the LATER date. The easiest way to explain how you will make decisions in this study is to show you an example.

For each decision that you will make, you will see a screen like the one that you have in front of you now. These two boxes show you when you will receive the two payments. The box on the left shows the date of the EARLIER payment, and the box on the right shows the date of the LATER payment. In this example, you will receive the EARLIER payment by XXXX o'clock today (before you leave the Busara Center), and you will receive the LATER payment in two weeks later - on XXXX.

The boxes also show you the amount you will receive on each date. The box on the left shows the amount of money in the EARLIER payment, and the box on the right shows the amount of the LATER payment. The amounts are in red. You will be paid this money in addition to the 150 shillings that you will receive on each date (EARLIER and LATER) for participating in this study. For now, you can see that the two amounts are 0 .

Next, notice a thick blue and green line on the center of the screen. Touch anywhere on that thick line. You should see a black pointer above the thick line and two buttons at the bottom part of the screen. Now you also see that the two amounts are not zero anymore.

You can change the position of the pointer moving it from right to left, or left to right by touching anywhere on the thick line. You will see (in the two boxes) that you are moving money between the EARLIER payment and the LATER payment by touching different parts on the thick line. Thus, touching more towards the right side moves more money to the LATER payment from the EARLIER payment.

Please try this yourself. Touch anywhere on this thick line. As you touch more towards the left side, the amount of the EARLIER payment increases and the amount of the LATER payment decreases. As you touch more towards the right side, the amount of the EARLIER payment decreases and the amount of
the LATER payment increases. Touching more towards the right side moves more money to the LATER payment from the EARLIER payment.

In this part of the study, you will make 48 decisions. Each decision will be different. In the boxes on the screen, you will see the highest amounts of money that you can receive at the EARLIER and LATER dates in that decision. The highest amounts of money will not be the same in all decisions. Now practice touching different parts of the line and changing the size of the payments. The highest amounts of money will not be the same in all decisions. The highest amount that you can receive on the LATER date is always the same or more than the highest amount that you can receive on the EARLIER date.

Today, you will make decisions in 8 different rounds. Each round will have 6 decisions. The dates of the EARLIER and the LATER payments might be different in each of the rounds. At the beginning of each round, we'll announce when the EARLIER and LATER payments will take place for all the decisions in that round. This information is also shown in the boxes on your screen.Within a round, the date of the EARLIER payment is the same for all decisions and the date of the LATER payment is the same for all decisions.

In this part of the study, you will make 48 decisions. You will indicate your decision by touching anywhere you want on the line. To confirm your decision, you will be touching the "OK" button. After each round, you will see a screen with the words "Please wait for the study to continue".

As we said earlier, the computer will choose one of your 72 decisions to be the payment decision. All 48 decisions in the first part of the study have the same chance of being chosen, so you should think carefully about each decision.

We will start with a practice round. This practice round will be the same as the 8 later rounds. In this practice round, you will make 6 decisions about how you want to divide money between and EARLIER date and a LATER date. This round is just for practice; these decisions will not be the payment decision. Remember: this round is just for practice; these decisions will not be the payment decision.

Now we will start the second part of the study. You will make 24 decisions in this part of the study. In each decision, you will choose between a smaller EARLIER payment and a larger LATER payment. All 24 decisions in this part of the study have the same chance of being chosen as the payment decision, so you should think carefully about each decision. The computer will choose one of the decisions to be the payment decision at the end of the study. So, please listen carefully to the instructions being read to you. Tell us if you have any questions or if there is anything that you do not understand.

The easiest way to explain how you will make decisions in this study is by showing you an example. For each decision that you will make, you will see a screen like the one in front of you now. These two boxes show you when you will receive the two payments. In this example, you will receive the EARLIER payment on XXXX, and you will receive the LATER payment two weeks LATER on XXXX. The box on the left shows the amount of money you will receive in the EARLIER payment, and the box on the right shows the amount of money you will receive in the LATER payment. The amounts are in red colour. In this example, the EARLIER payment is XXXX, and the LATER payment is XXXX.

Each decision will be different. In each of the decisions in this study, you will see a screen like this one. You will decide if you want to receive the EARLIER payment or the LATER payment. There is no right or wrong answer - you just choose the payment that you prefer more. To choose the EARLIER payment, touch the green "CHOOSE THE EARLIER PAYMENT" button on the left side of the screen. To choose the LATER payment, touch the yellow "CHOOSE THE LATER PAYMENT" button on the right side of the screen. So, to make a decision, you touch the button which is below the payment that you prefer. When you touch the button, its colour will turn red. To confirm your decision, you touch the "OK" button at the bottom of you screen. You can change your decision before you touch the "OK" button.

Today, you will make decisions in 4 different rounds. Each round will have 6 decisions. The dates of the EARLIER and the LATER payments will be different in every round. At the beginning of each round, well announce when the EARLIER and LATER payments will take place for all the decisions in that round. This message is also shown in the boxes on your screen.

Within a round, the date of the EARLIER payment is the same for all decisions and the date of the LATER payment is the same for all decisions. After each round, you will see a screen with the words "Please wait for the study to continue." At the end of the study, the computer will choose one of your decisions
to be the payment decision. All 24 decisions in this part of the study also have the same chance of being chosen, so you should think carefully about each decision.

You will receive the payment that you chose - the EARLIER payment or the LATER payment - from the payment decision. If you chose the EARLIER payment and the EARLIER date is today, you will receive your payment before leaving Busara Center.

The computer will now choose one of your 72 decisions for payment.


[^0]:    ${ }^{1}$ In other words, consumption that occurs $t$ periods in the future is discounted by a factor $\delta^{t}$, where $\delta \leq 1$ and does not vary over time. See Frederick, Loewenstein, and O'Donoghue (2002) for an overview of the development of discounted utility model and its use in economics.
    ${ }^{2}$ In the discounted utility model, agents care more about immediate payments than about payments that occur $k$ days in the future, but only as much as they care more about payments at time $t$ than payments at time $t+k$.
    ${ }^{3}$ Within psychology, the most widely used model of present bias is the modified hyperbola (Kirby 1997). In that model, utility takes the form: $U\left(c_{t}\right)=\frac{1}{1+k t} u\left(c_{t}\right)$.

[^1]:    ${ }^{4}$ Other studies in a similar vein involve even greater delays. For example, in Giné, Goldberg, Silverman, and Yang (2017), the soonest payments occur 1 day after decisions are made. In Carvalho, Meier, and Wang (2016), checks are mailed on the day decisions are made, so they arrive at least 1 day later. Interestingly, Carvalho, Meier, and Wang (2016) still observe present bias over money among subjects who make CTB decisions prior to their payday, but not among those who make decisions after payday.
    ${ }^{5}$ Augenblick, Niederle, and Sprenger (2015) is an important exception: they deliver cash payments at the end of their experimental sessions, and report more limited evidence of present bias over money than over effort. However, their findings do suggest at least a modest degree of present bias over money. Specifically, their subjects allocate 38.1 percent (SE: 1.73) of the budget to the sooner payment date for monetary decisions not involving today, and 41 percent (SE: 1.34) for decisions involving today. As discussed further below, this difference of 2.1 percentage points is quite similar to the difference of 2.8 percentage points observed in our study.
    ${ }^{6}$ As discussed below, all subjects in our experiment had received payments from the Busara Center in the past, and the overwhelming majority reported an extremely high degree of confidence that all payments would arrive on schedule.

[^2]:    ${ }^{7}$ Thaler (1981) first observed that subjects tend to appear more patient when making intertemporal tradeoffs involving larger stakes. More recently, Sun and Potters (2016) show that changes in stakes impact the estimated degree of impatience (i.e. the exponential discount factor) but not the degree of present bias.
    ${ }^{8}$ Our findings in this regard resonate with those of Meier and Sprenger (2010), but stand in contrast to those of Dean and Sautmann (2016) and Carvalho, Meier, and Wang (2016).
    ${ }^{9}$ In fact, only 11.9 percent of subjects in our experiment choose only corner solutions, and 59.7 percent of chosen allocations are interior. Thus, the pattern of behavior among our adult subjects stands in marked contrast to the patterns observed in several recent studies of university students in the United States and Europe. For example, Augenblick, Niederle, and Sprenger (2015) report that only 14 percent of CTB decisions over money payouts are

[^3]:    ${ }^{10}$ As Andersen, Harrison, Lau, and Rutström (2008) point out, risk averse subjects will appear more impatient than they actually are if one ignores the issue of diminishing marginal utility when estimating discount rates.
    ${ }^{11}$ In other words, if subjects with access to credit markets were treating opportunities to save in the lab as part of a broader financial portfolio, they will fully exploit the above-market interest rates offered through the experiment (unless they are liquidity-constrained). See Coller and Williams (1999) for an early discussion of the issue. Meier and Sprenger (2010) find little evidence that experimentally-measured discount rates are predicted by liquidity constraints outside of the lab.
    ${ }^{12}$ The experimental interface was programmed using z-tree (Fischbacher 2007). Complete instructions and screenshots of the computer interface are included in the Online Appendix.
    ${ }^{13}$ We follow Andreoni and Sprenger (2012a) in ensuring that all payment dates occur on the same day of the week to eliminate any end-of-week confounds. As discussed below, we also made sure that payment dates did not fall on holidays or the last day of the month.
    ${ }^{14}$ These budgets are equivalent to approximately 4.08 and 6.12 USD, respectively. These endowments are large in purchasing power terms: the median level of daily expenditures in our sample is 146 Kenyan shillings (1.49 USD)
    ${ }^{15}$ We presented all possible combinations of the three front-end delays and the two delays between payments for the budget size (i.e. maximum earlier payment) of 400 Kenyan shillings ( 4.08 USD). In addition, we included two decision sets in which the budget size was increased to 600 Kenyan shillings (6.12 USD). In these decisions, the front-end delay was either 0 or 14 days and the delay between payments was fixed at 14 days.
    ${ }^{16}$ At the end of the CTB portion of the experiment, subjects completed a standard Multiple Price List (MPL) task that included 24 decision problems. In each MPL decision problem, a subject chooses between a smaller, earlier payment and a larger, later payment - so the MPL choice can be viewed as the restriction of a CTB decision problem to the endpoints of the budget line. MPL decision problems were organized into four sets of six decisions. Within each set, the earlier and later payment dates and the earlier payment amount were fixed; the later payment amount increased over the course of the decisions within a set, with the later payment amounts corresponding to the

[^4]:    ${ }^{20}$ A slider indicating the position of the chosen allocation within the range of feasible alternatives appeared, but only after a subject first touched the colored bar - so it was not possible for subjects to choose a default option that did not involve active choice. Please see the Online Appendix for additional descriptive information about our touchscreen CTB interface.

[^5]:    ${ }^{21}$ M-Pesa withdrawals can be made at any one of many M-Pesa agents in Nairobi, typically located in shops or kiosks. There are numerous M-Pesa agents both in the immediate vicinity of the Busara Center, as well as in the informal settlements where participants live.
    ${ }^{22}$ Because subjects had experience receiving mobile money payments from the Busara Center via M-Pesa, there is little reason to be concerned that they doubted that their payments would arrive on time. When asked (at the end of the experiment) whether they thought that both of their experimental payments would arrive on time, 98 percent of subjects answered in the affirmative.
    ${ }^{23}$ Making payments at the end of the day mimics the approach used in Andreoni and Sprenger (2012a). Andersen, Harrison, Lau, and Rutström (2008), Giné, Goldberg, Silverman, and Yang (2017) and Carvalho, Meier, and Wang (2016) introduce longer delays (of at least 1 day) before the earliest possible payments can be accessed.
    ${ }^{24}$ In Table A2 of the Online Appendix, we show that observable characteristics are comparable across experimental treatments. The notable exception is that subjects assigned to the immediate payment treatment appear less likely to be liquidity-constrained than those assigned to the end-of-day payment treatment. Of course, if behaviors that appear present-biased were actually driven by liquidity constraints, this would imbalance would predict greater present bias in the end-of-day payment treatment than in the immediate payment treatment.

[^6]:    ${ }^{25}$ In the quasi-hyperbolic model proposed by Laibson (1997) and O'Donoghue and Rabin (1999), payments are immediate if they occur within the same period as the decision, and decision-makers display no present bias when decisions do not involve immediate payments. Seen through the lens of this model, our experiment tests whether the relevant time period (used when deciding whether an event occurs "now" or "later") is a single day. In contrast, the hyperbolic model described by Kirby (1997) allows the discount factor to vary as a continuous function of the front-end delay in the neighborhood of 0 .
    ${ }^{26}$ Decision Sets 1 and 4 in the CTB portion of out experiment both involved a front-end delay of 14 days and a

[^7]:    ${ }^{27}$ For comparison, Augenblick, Niederle, and Sprenger (2015) report that subjects in their experiment allocate 38.1 percent (SE: 1.73) of the budget to the sooner payment date for monetary decisions not involving today, and 41 percent (SE: 1.34) for decisions involving today. The difference of 2.1 percentage points is marginally significant (p-value 0.07 ) in their sample of 75 subjects.

[^8]:    ${ }^{28}$ As discussed above, the magnitude of this reduced form effect is comparable to that observed by Augenblick, Niederle, and Sprenger (2015). The standard errors reported in Column 1 of Table 1 indicate that we have a power of 0.8 to detect an effect as small as 1.68 (Haushofer and Shapiro 2016).

[^9]:    ${ }^{29}$ To facilitate comparisons of parameter magnitudes across treatment (without necessitating an unduly large number of digits), we report weekly discount factors throughout the analysis.
    ${ }^{30}$ Though we take an entirely different approach to preference elicitation, our results are similar to estimates of risk aversion in broadly comparable field populations (cf. Harrison, Humphrey, and Verschoor 2010, Jakiela and Ozier 2016).
    ${ }^{31}$ The estimation of $\omega$ also relies heavily on the functional form assumption regarding $u(\cdot)$. Using self-reported daily expenditures is preferable in that it simplifies estimation (since fewer parameters need to be estimated) and

[^10]:    controls for potentially important variation in background consumption across subjects.
    ${ }^{32}$ See Andersen, Harrison, Lau, and Rutström (2008), Choi, Kariv, Müller, and Silverman (2014), and Fisman, Jakiela, and Kariv (2014) for related modeling approaches.

[^11]:    ${ }^{33}$ The key distinction between this approach and the maximum likelihood strategy described above is that we implicitly assume a multiplicative (rather than an additive) error term in the latter.

[^12]:    ${ }^{34}$ Across the 6 specifications reported, the p-values associated with the hypothesis that $\beta_{\text {immediate }}=\beta_{\text {eod }}$ are 0.019, $0.026,0.029$ (twice), $0.032,0.045$, and 0.115 .
    ${ }^{35}$ In other words, our functional form assumptions impose restrictions on individual preferences (most notably, we assume that discounting is either quasi-hyperbolic or exponential), but we impose no restrictions on the relationship between individual preference parameters (across subjects). See Choi, Fisman, Gale, and Kariv (2007a), Fisman, Kariv, and Markovits (2007), Choi, Kariv, Müller, and Silverman (2014), and Fisman, Jakiela, and Kariv (2014) for examples of similar estimation approaches that estimate preference parameters at the individual level. This approach

[^13]:    ${ }^{42}$ We can reject the hypothesis that the likelihood of displaying a statistically significant degree of present bias is comparable across treatments ( p -value 0.030 ), but we cannot reject the hypothesis that the likelihood of displaying a significant degree of future bias is the same in the immediate and end-of-day payment treatments ( p -value 0.724 ).
    ${ }^{43} \mathrm{We}$ can just reject the hypothesis that the medians are equal in the two treatments (p-value 0.090 ).
    ${ }^{44} 47$ percent of subjects in the immediate payment treatment have estimated $\hat{\delta}_{i}$ parameters that are significantly less than 1 , versus 40 percent in the end-of-day payment treatment. We also find that 10 percent of subjects in the immediate payment treatment have estimated $\delta_{i}$ parameters that are significantly greater than 1 , versus 14 percent in the end-of-day payment treatment. We cannot reject the hypothesis that the probability of having a $\hat{\delta}_{i}$ that is significantly below 1 is equal across treatments ( p -value 0.139 ); nor can we reject the hypothesis that having a $\hat{\delta}_{i}$ significantly above 1 is equal across treatments ( p -value 0.170 ).
    ${ }^{45}$ We also observe substantial heterogeneity in risk aversion, though - as the CDFs present in Panel C of Figure 4 indicate - this does not differ across treatments. The median individual-level CRRA coefficient is 0.935 in the immediate payment treatment, versus 0.941 in the end-of-day payment treatment. We cannot reject the hypothesis that the median $\hat{\rho}_{i}$ is the same in the immediate and end-of-day payment treatments ( p -value 0.897 ).
    ${ }^{46} \mathrm{We}$ can reject the hypothesis that the average individual-level $\hat{\beta}_{i}$ parameter in the immediate payment treatment (i.e. the constant in the OLS regression reported in Column 1 of Table 6) is equal to 1 ( p -value $<0.001$ ). We cannot reject the hypothesis that the average individual-level $\hat{\beta}_{i}$ parameter in the end-of-day payment treatment is equal to 1 (p-value 0.389).
    ${ }^{47}$ We can reject the hypothesis that the mean $\hat{\delta}_{i}$ parameter is equal to 1 for both the immediate and the end-of-day payment treatments ( p -values $<0.001$ ).

[^14]:    ${ }^{48}$ Stigler and Becker (1977) argue that economists should not accept heterogeneity in preferences ("tastes") as an explanation for differences in choice behavior across individuals or periods; instead, they suggest that human beings are homogeneous, and that economists should seek price and income based explanations for differences in behavior. However, the hypothesis that individual preferences are heterogeneous (across individuals) has now been confirmed in a large number of controlled lab experiments (cf. Andreoni and Miller 2002, Choi, Fisman, Gale, and Kariv 2007a, Fisman, Kariv, and Markovits 2007, Andersen, Harrison, Lau, and Rutström 2008, Von Gaudecker, van Soest, and Wengström 2011, Choi, Kariv, Müller, and Silverman 2014, Fisman, Jakiela, and Kariv 2014). Whether future work will also rule out the hypothesis that preferences are stable over time - at least after one properly controls for variation in income, prices, and other arguments that enter into the utility function - remains to be seen; however, we take this assumption as a natural point of departure for economic research, and focus on explanations for variation in revealed preferences (within individual over time) that are related to predictable variation in income and anticipated expenditures.

[^15]:    ${ }^{49}$ Of course, it is entirely possible that both of these extreme modeling assumptions - narrow bracketing with 0 background consumption and full dynamic optimization - fail to provide a psychologically realistic description of the ways human beings actually make financial decisions (both inside and outside the lab). If savings are illiquid or there are substantial transaction costs to borrowing or lending, people are unlikely to engage in the types of arbitrage proposed by Coller and Williams (1999), and the tradeoffs made in the lab (over moderate amounts of money) are likely to have little to do with the market interest rate. The same may be true if there are large cognitive costs in forming an optimal forward-looking consumption and savings plan (or re-optimizing in response to a moderately-sized shock). Moreover, even outside the lab, there is ample evidence that people do not smooth moderately-sized one-off payments over their lifetimes (cf. Halevy 2014).

[^16]:    ${ }^{50}$ In addition, those who can borrow at an interest rate below that offered by the experiment should also allocate their entire endowment to the later payment date. However, it is difficult to collect reliable information on subjects' access to credit (and the interest rates that they would face) outside of the lab - particularly if borrowing would take place outside of the formal credit market. We therefore focus on the subset of subjects who hold moderate amounts of money in savings accounts since it is apparent that these individual are not liquidity-constrained.
    ${ }^{51} \mathrm{We}$ cannot reject the hypothesis that the proportions of not liquidity-constrained and potentially liquidityconstrained subjects are equal ( p -value 0.523 ).
    ${ }^{52}$ Across all subjects, only 1.8 percent always allocate their entire endowment to the later payment date, and only 8.9 percent always do so at the higher interest rates.
    ${ }^{53}$ Interestingly, our results differ from those of Andreoni and Sprenger (2012a) in this regard: 70 percent of the CTB decisions observed in their experiment are corner solutions, suggesting that arbitrage may be a more reasonable explanation of behavior in that context. In our experiment, subjects who are not liquidity-constrained choose corner solutions 46.5 percent of the time; those who are potentially liquidity-constrained choose corner solutions 38.5 percent of the time.
    ${ }^{54}$ One possible concern with this test is that subjects might choose allocations near the middle of the choice set for reasons that are not related to intertemporal preferences. Though we cannot entirely rule out this possibility, it is unlikely to explain our main results (on the difference in present bias across experimental treatments). Any tendency to choose points near the middle of the choice set would impact the estimated level of risk aversion, but should not have differential impacts on time preferences across treatments. Importantly, we do not observe an association between assignment to the end-of-day payment treatment and our individual-level measure of risk aversion ( $\hat{\rho}_{i}$ ), so any tendency to choose allocations near the center of the choice set does not differ across treatments and cannot explain the effect of the immediate payment treatment on present bias.
    ${ }^{55} \mathrm{We}$ cannot reject the hypothesis that the proportion of subjects who always allocate their entire endowment to the later payment date is equal across treatments (p-value 0.941 ), nor can we reject the hypothesis that the

[^17]:    proportion of subjects who always allocate their entire endowment to the later payment date when the interest rate is at least 2 is equal across treatments ( p -value 0.956 ).
    ${ }^{56}$ This finding is in line with earlier work by Meier and Sprenger (2010): in a sample of low-income tax-filers in the U.S., they find that "time preference measures are generally uncorrelated with credit constraints, future liquidity, or credit experience. This indicates that differential credit access, liquidity, and experience are unlikely to be drivers of experimental responses, and cannot explain the observed heterogeneity of present bias" (Meier and Sprenger 2010, pp. 202-203). In contrast, Carvalho, Meier, and Wang (2016) and Dean and Sautmann (2016) present evidence that liquidity constraints may explain the observed tendency toward present observed in their experimental data. Recent work by Ambrus, Asgeirsdottir, Noor, and Sándor (2015) shows that individuals with incomes that are stable over time do not display present bias over money.
    ${ }^{57}$ Interestingly, subjects assigned to the immediate payment treatment are somewhat less likely to be liquidityconstrained than those assigned to the end-of-day payment treatment. If our results were driven by expectations of liquidity constraints, we would expect precisely the opposite.

[^18]:    ${ }^{58}$ We therefore estimate four parameters: $\omega_{\text {immediate }}^{\text {earlier }}, \omega_{\text {immediate }}^{\text {later }}, \omega_{\text {eod }}^{\text {earlier }}$, and $\omega_{\text {eod }}^{\text {later }}$.

[^19]:    ${ }^{59}$ See O'Donoghue and Rabin (1999) for discussion of the difficulties of characterizing welfare when preferences are not dynamically consistent. We use the term "long-run welfare" in the sense of the long-run welfare criterion that they propose.

[^20]:    ${ }^{60}$ Though present-biased agents may put off making long-term investments when they (erroneously) expect to invest tomorrow.

[^21]:    ${ }^{61}$ Ambrus, Asgeirsdottir, Noor, and Sándor (2015) is an excellent example of work in this vein.

[^22]:    Standard deviations in square brackets; standard errors in parentheses.

