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Abstract

The paper focuses on local load balancing policies for massively parallel
architectures and introduces a new scheme for load information exchange between
neighbor nodes. The idea is to distort the exchanged load information to let the
policy keep into account a more global view of the system and overcome the limits of
the local scope. The presented scheme has been integrated into two variants of a
direct-neighbor policy and evaluated in dependence of the characteristics of the
system load. Experimental results show that the transmission of distorted load
information provides high efficiency unless the dynamicity of the load becomes too

high, in which caseit is preferable to exploit non-distorted load information.
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1. Introduction

Dynamic load balancing is required for parallel applicaions charaderized by non-predictable
patterns in the access to the system resources. The main goal is to dynamicdly tune the

alocation of the gplicaion components onto the target architedure to effedively exploit the



exeaution resources and adhieve good applicaion speed-ups [ShiKS92]. In this perspedive,
dynamic load balancing can be asgmilated to a system control problem [CanP95, CorLZ96]: the
exeaution of the gplication must be monitored to deted its evolution and identify load
imbalances; adions to lead the system to a balanced configuration must be dedded and, then,
performed.
The load balancing policy represents the dedsional component of the dynamic load balancing
control tool and, asthat, has to guarantee
» dtahility: the cgadty of adieving the load balancing goa without wasting resources in
adions not effedive toward the solution;
* lowintrusion: the cgadty of limiting its overhead on the controlled system;
» generality: the cgadty of ading independently of the spedfic properties of the controlled
system, i.e., of the behavior of the gplicaions;
In addition, any effedive implementation in massvely parallel architedures has to facethe issue of
scalability: the policy must show a limited dependence on the system size to work effedively
even on large systems.
The @ove requirements constraint the possble doices in the design of the general structure
of a load balancing policy with the target of a massvely paralel architedure. First of al, a
distributed approadh is needed: autonomous and asynchronous dedsional components are
replicated and dstributed over al the system nodes. Eadh component is in charge of the dlocation
dedsions for its node, eventually by cooperating and coordinating itself with other dedsional
components. In addition, the need for scdability suggests limiting the @ordination degree anong
the dedsional components of distributed load balancing policy [LUMR91, Xu95. In particular,
both the anount of information exploited and the scope of the a¢ions must be limited to a sub-set
of the system nodes, acording to a locdity principle (either logicd or physicd, depending on the
charaderistics of the target architecure). Global policies, that consider information about the load
of al nodes of the system and can extend their adions over the whole system, requires high

coordination, and make the intrusion of the policy unacceptable in large systems [CorLZ92].



The distributed load balancing policies presented in this paper base their dedsions only on
load information coming from the neighborhood and adiieve the global load balancing goal by
composing locd load balancing adions. The limited amount of load information available to the
policies can sometime lead them to inefficient load balancing adions or even to stop working
because of the recognition of a locd load balance without the caability of reagnizing gobal
imbalances. To overcome this problem, the paper introduces a new scheme for the exchange of
load information. On the one hand, ead node transmits a load information that is a weighted sum
of its effedive load and of the load of all its neighbors; on the other hand, the distorted load
information incoming to a node is considered as representative of the sender load.

The &ove scheme has been integrated into both a simple direct-neighbor policy and an
extended dred-neighbor policy that adopts a non-local load distribution scheme. The impad of
the load information exchange scheme on the presented policies has been evauated on a
transputer-based architecure depending on the dharaderistics of the system load, in particular its
dynamicity. The experiments $ow that the scheme adieves effedive load balancing when the
dynamicity of the gpplication islow. In these caes, the aoption of the extended load dstribution
scheme adiieves further benefits. When the dynamicity of the gplicaions increases, instea, it is
better to exploit non-distorted load information and adopt the basic dired-neighbor policy with
the locd load dstribution scheme.

The paper is organized as follows. Sedion 2 describes the basic dired-neighbor policy.
Sedion 3 presents the distorted load information exchange scheme and the extended load
distribution scheme. Sedion 4 evaluates the dfediveness of these policies on a transputer-based

architedure and compares their performances. Related works are discussed in sedion 5.
2. The Basic Direct-Neighbor Policy

The dired-neighbor policy adieves load balancing with asynchronous locd adions limited in
scope. Every node communicates only with its dired-neighbors and exchanges load information
only with them. Load balancing adions are limited to two dired-neighbor nodes [LulMR91,
XuL95].



A load balancing adion within two neighbor nodesi and j strives to equalize their loads (see
figure 1). Let Li(t) be the load of node i at time t and L(t) the load of node j. At the end of the
load balancing adion, say at time t+1, the loads of these nodes — in the éstrad case of load
indefinitely divisible load —are:

LE+D =L+ =2 (L O+ L, ()

The evolution of the global system load is the amnsequence of several asynchronous applicaions

of the aove.

Moved Load =
(10-6)/12=2

Figure 1. Load information exchange in the direct-neighbor policy

The triggering event to start the deasional adivity on one node is the aynchronous arrival of
upceted load information, either from one of the neighbor nodes or caused by a dange in the
locd state. Whenever one node receves updated load information, it compares it with the other
available load information. If the loca current load exceeds the load of its lessloaded neighbor by
more than a threshold (i.e., a percentage), a migration adion is garted toward it. Though the
algorithm has been implemented as sender-initiated [EagLZ86], a recever-initiated
implementation is also possble axd would not change the basic dgorithm behavior. After a
sender-recaver couple is established, the sender deddes the entities to migrate: more than one
entity can move in one migration step, though the granularity of the load — not indefinitely
divisible — makes it sometimes impossble ather to perfedly balance the load of the two nodes (or

even to issue any migration between them).
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Figure 2. A global imbalance that cannot be locally recognized
(the numbers in the nodes represent their load)

3. Local Policieswith Distorted Load | nformation

Though locd load balancing policies represent a forced design choice in massvely parallel
system, they present several drawbads.

The locd perspedive in which load balancing dedsions have to be taken can sometime make
dedsions not consistent with the global system state. It is proved that distributed load balancing
policies based on locd information provide to monotonicdly diminish the global imbalance
[Cyb89, CorLZ96], but there is not any guaranteethat their adions gop only after having readed
a global balance In fad, the necessary presence of a threshold of no-adion can sometime lead a
policy to inadivity, because of the reaognition of a locd balance even in presence of a high
residual global imbalance (as in figure 2). In addition, the limited information available and the
limited scope of the adions can force the distributed components to issie ahigh rumber of
separated adions to achieve agiven load balance With referenceto figure 1, the anount of load
moved fromj to i by the dired-neighbor policy is under-evaluated w.r.t. the more global situation
of the system. In fad, the nodes k1 k2 and k3 are even more underloaded. Further step of the
policy will cause load to be moved fromi to k1, k2 and k3 and, then, to move further load from j

toi.



This dion presents the distorted load information exchange scheme integrated in the dired-
neighbor policy to overcome the aove-identified limits. In addition, it presents a further extension
to the dired-neighbor policy that permits to better exploit the introduced information exchange

scheme.
3.1 TheDistorted Load Information Exchange Scheme

The basic idea of the proposed information exchange scheme is to distort the load
information exchanged between neighbor nodes in order to make the information delinege amore
global view of the system. Again with reference with figure 1, let one suppose the node i does not
communicae to j its effedive load (Li) but, instead, a somehow inferior value DL; (in
consderation of the fad that al the neighbors of i but j are underloaded). If node j, by its sde,
interprets this information as representative of the dfedive load of the sender, the following load
balancing adion in j will move to i an amount of load greder than the one dfedively needed to
balance the two nodes. This excess of load receved from j could be used by i to balance itself
with its other neighbors.

Another situation where a similar scheme can be useful is the one in which the policy
adivities gop becaise eat replicaed component deteds a loca balance though the system is
globally imbalanced. In figure 2, for example, the North sedor of the system is sgnificantly less
loaded than the South sedor. Because the threshold prevents adions unless the imbalance in a
neighborhood is of a significant amount, it is possble that none of the distributed components,
having al of them neighbors with only a slightly different load, starts a load balancing adion. The
exchange of distorted load information, in this case, could force movements and overcome the
problem.

Formally, in the proposed scheme, the dfedive load (Li) of one node i is weighted with the
average load of its neighborhood. The distorted load information (DL;) sent by a node i to its

e

neighbor j is:

DL, =wi, +(1 W)



Where L; represents the dfedive load of the node i, M is the number of neighbors of the node
I and DLk represents the load of the node k to the knowledge of node i (that is, at its time, a
distorted load information). w is a red between 0 and 1 and represents the weight given to the
effedive load w.r.t. the load of the neighbors. When w=1 the scheme is not distorted.

The load balancing adion that follows the recept of a distorted load information strives to
equalize the dfedive load of the node that receves the information and the distorted load of the
neighbor, i.e.,

L (t+1) =2 (L, 0+ DL, (1)

With reference to figure 3, the node i transmit its load information to node j. Though the

effedive load of nodei is 6, the load information transmitted (with aweight w=0,5) is:

DL =4=05*6+ 1_30’5(2+3+1)

At the recept of thisload information, node j supposes that node i has aload of 4 and, then,
sends it an amount of load of 3, in order to equalize their loads. Though this amount is excessve
w.r.t. the red load of i, its movement is likely to be dfedive. In fad, following load balancing

adionsini, will provide to move the load in excessto its underloaded neighbor, i.e., k3.

Moved Load =
(10-4)/2=3

Figure 3. The node j receives distorted load information about the load of its neighbor i
and moves load in excess toward it (L= effective load, DL= distorted load information)

The opposite situation is represented in figure 4. Though the dfedive load of nodei is 6, the

load information it transmit to j is 8, because of i's overloaded neighbors i. In this case, the



distorted load information prevents node j in sending an excess of load to i: j, supposing to
equalize the load the two nodes, send to i an amount of load of 1. Sending more load, in this case,
were not worth because that would make it more difficult for k1, k2 and k3 to discharge, at their

turn, their excessof load.

Moved Load =
(10-8)/12=1

Figure 4. The node j receives distorted load information about the load of its neighbor i
and limits the load moved toward it

3.2 Extended Load Distribution Scheme

A smple extension to the direa-neighbor policy permits to exploit additional information to
locate the destination of migrating entities [CorLZ97, Wu95|. In the dired-neighbor policy, once
a sender-recaver couple is established, the load to be migrated is allocated on the recever node.
However, the recever node holds load information about different nodes than the recever. Then,
it has the posshility of deteding the presence of even less loaded nodes. The extended load
distribution scheme takes advantage of this stuation by allowing the recever to forward the
migrating load to more and more underloaded nodes. Load migration stops only when no useful
movements are deteded, i.e., a node is reatied whose load is minimal in its neighborhood (as in
figure 5).

The aove load dstribution scheme can be particularly effedive in presence of the distorted
load information exchange scheme, as figure 6 shows. Because of the distorted load information,

node j moves an excessof load to i; this load is immediately forwarded by i to k3, thus achieving



in a single migration adion what would have neeled, in the basic dired-neighbor policy, severa

adions.

Figure 5. The extended load forwarding scheme
(the number in the nodes represents the effective load of the nodes)

Moved Load =
(10-4)/2=3

Figure 6. Exploiting the extended load distribution scheme to forward load in excess
From an implementation point of view, the scheme can be redized with a smple protocol:
when a dired-neighbor couple is established and a node i is waiting to receve load, it looks in its
neighborhood for one lessloaded node. If this node exists, the node i ads as a forwarder at the

recept of the migrating load. Any node up to alocd minimum of load repeés the same protocol.



4. Performance Evaluation

To evaluate the dfediveness of the presented policies, | have used as target a 100-nodes
transputer-based architedure (a Meiko CS-1 [Mei89]), shaped after a 10x10 mesh. Though
obsolete, this target architedure is gill a good evauation testbed and does not invalidate our
results. In fad, the locdity concept upon which our policies are based — and from which the
results derive — is independent from the charaderistics of the communicaion hardware.

The policies has been implemented by means of one multithreaded policy handler, cdled
Allocaion Manager (AM for short), replicated in ead node of the system. Each AM isin charge
of implementing the dlocation policy and of coordinating itself with the AMs of the neighbor
nodes.

To evauate awide range of load situations without being committed to a spedfic gpplicaion,
| have dlocaed “dummy” processes onto the exeaution load, with the am of generating
exeaution load. No inter-processdependencies are modeled. The process migration time, i.e., the
time for a processon a node to be frozen, transferred and resumed on a different node, is about

25msin the target architecure.
4.1 Load Metrics

The paper identifies a few load fador relevant towards the study of locd load balancing
policies: the imbalance, i.e., the deviation of the load situation from the ided balanced situation,
the dispersion, i.e., the presence in the system of a heterogeneous distribution of overloaded and
underloaded nodes, and the dynamicity, i.e., the frequency of the dynamic changes of the load.

The load imbalance is the global standard deviation of the load of all the system nodes (let N be
their number), normalized to the average system load:

The adievement of a good load balancing quality can be measured by the cgaaty of a policy

of keeping o low during the exeaution.
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The imbalance in the system can be more or less distributed: overloaded and underloaded
nodes can be homogeneoudly dispersed in every part of the system or they can be mncentrated in
regions. The dispersion indicator (d) measures this property: it represents the load standard
deviation (again normalized to the average system load) cdculated as if eaty node had a load

equal to the average of itsload and of the ones of its neighbors, i.e.,

N
s=1 /s W-n®
uV& N

where L isthe average load of the domain of nodes D;, composed by N; nodes, i.e., i and its Ni-1

dired neighbors:

L
) h;iwri]

If & is gnal compared with o, ead neighborhood refleds a locd imbalance @mparable to the
global system imbalance that indicaes a homogeneous distribution of the imbalance in the
system. If & is close to g, the imbalance is concentrated and it is not easily recognizable in its red
magnitude with only a locd view of the system. Figure 2 reports an example of one imbalance
with a high d.

To charaderize the load dynamicity, the previoudly described indicators (o and d) are extended
to take into acmunt dynamic variations. In particular, the fluctuations of the load between time t
and t+ At are measured by the normalized standard deviation of the load changes in the time span,

asif it werethe onIy load to take into acount. Formally:
(AL, (t, t+At))2
do(t,t + At) = o) \/Z

The At interval must be small enough to cepture dl significant variations of load and to avoid

stuations where load is generated and then destroyed in one At. A more integral indicator of the
dynamic load kegps into acount over atime unit 7 the load variation in contiguous intervals of
time:
T/At
Ao/T=A0 (t,t+T) = Z do(t + (i —1At,t +iAt)
1=1
Similarly, one can further charaderize the dynamic changes of load by measuring the dispersion

of the load generated in a given interval (Ad/T). The experiments have tested a wide range of
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dynamic situations (by dynamicdly creding processes with different completion times), to covers
most pradicd cases corresponding to red-world applications, from static or quasi-static ones to
highly dynamic ones (Ao/sec=200 and with different values of the dispersion of the generated
load (Ad/sec=30%-70% of Aa).

Another important load fador toward the study of al kinds of load balancing policies is the
granularity of the load, i.e., the average number of entities allocaed onto ead node and their
variance As a general rule, when the granularity istoo coarse it prevents any load movement and
does not permit to achieve good load balancing. Similarly, the variance of the load imposed by
eat entity dightly influences the load balancing quality: its growth makes the adieved load
balancing quality worsen, becaise the AMs have less chances to find entities with the gpropriate
granularity to be seleded for migration. Becaise granularity and variance of the load have a
smilar impad for al agorithms and do not change their relative performances, the following of
this dion assumes a granularity of 20 with O standard deviation and a threshold of 20%. The
interested reader can refer to [CorLZ96] for a detalled analysis of thisissue.

4.2 Quasi-Static Load Situations

Figures 7 and 8 report the load balancing quelity (i.e., the average o) adhieved depending on
the dynamicity of the system load, i.e., of Aa/seg for two different values of Ad/sec figure 9 and
10 report the crresponding number of migrationsissued in afor ead Ao generated.

When the system load exhibits a very low degree of dynamicity, i.e., in quasi-static load
situations, all policies achieve good load balancing with a limited number of migrations.

The basic dired-neighbor policy without distorted information (i.e., w=1) exhibits the worst
behavior in quasi-static and slowly dynamic low situation (seethe left part of the figures): it is not
able to read the same balancing quality of the other policies and it employs the higher number of

migrations.
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Figure 7. Load balancing quality depending on the dynamicity of the load; low dispersion (Ad/sec = 30% of Ao/sec)
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Figure 8. Load balancing quality depending on the dynamicity of the load; high dispersion (Ad/sec = 70% of Aa/sec)
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The distorted load information exchange scheme improves the load balancing quality and
deaeases the number of migrations, because it achieves more focused migration dedsions. In case
of too high distortion of the load information (i.e., of low w), the scheme deteriorates its behavior:
the residual o is high and the number of migrations is large. As expeded, highly-distorted load
information make the load balancing adions no longer refled the red neeals of the system nodes
and do not permit the policy to exploit them effedively. The experiments have reveded that the
values of w that leal to the best load balancing quelity with the lowest migration effort are
comprised, in slowly dynamic situations, between 0,5 and 0,6.

The extended load dstribution scheme, applied with a moderated distortion of load information
exchange, behaves the best, by obtaining the best load balancing quality with the lowest migration
effort. The cgability of immediately forwarding the load to less and less underloaded nodes
permits to efficiently exploit the excessof load one node is likely to receve from its neighbors to
limit the number of migrations.

By comparing figures 7 and 8 one can seethat the distorted scheme adieves the gredest
improvement to the adieved load balancing in case of a high Ad. When Ad is low even the smple
dired-neighbor policy adhieves quite good load balancing. When Ad increases, the loca scope can
make it impossble for the dired-neighbor policy to deted the magnitude of the global
imbalance The distorted load information exchange scheme and the extended load dstribution
one elarge their loca view of the system and makes the policy less and less ensitive to the

dispersion of the imbalance
4.3 Dynamic Load Situations

The situation described in the previous sib-sedion dramaticdly changes when the dynamicity
of the load becomes higher. While d the policies deaease their cgpadty of keguing the system
well balanced, the basic dired-neighbor policy shows itself more robust (see the right side of
figures 7 and 8). The distorted load information scheme makes the policy lessand lessrobust as
the degree of distortion increases. The extended load dstribution scheme makes the policy even

lessrobust w.r.t. load dynamicity. Also in this case, Ad influences the behavior of the policies:
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because the distorted load information scheme and the extended dstribution scheme ae more
robust w.r.t. Ad, the higher the Ad of the generated load, the higher the Ao/sec a which these two
schemes gart behaving worse than the basic dired-neighbor policy. Nevertheless whatever the
AJ, there exists a point in which the load dynamicity makes the distorted load information scheme
and, then, the extended load distribution one, lesseffedive in load balancing.

These results derives from two main fadors. sownessin reac¢ion and over-readivity.

When the adions of a policy are delayed w.r.t. the aye of the information upon which they are
based, the load information could have become obsolete. Thus, instead of producing a better
balance, the adions could even produce aworse imbalance The simple dired-neighbor policy,
triggered by any new load information, bases its dedsions only on the load information that come
from its neighbors, not weighted with any other load information coming from farther nodes.
Then, the probability of obsolescence of this load information is very low. The distorted load
information exchange scheme, instead, makes the policy base its dedsions on the load information
coming aso from non-dired-neighbor nodes. The risk of evaluating obsolete load information is
higher, making the scheme lessefficient for highly dynamic gpplications.

With regard to the extended load dstribution scheme, its limited robustnessin highly dynamic
gtuations is not simply caused by slowness but from a form of over-readivity caused by
inacaracgy in load information. The scheme makes load migrate farther to more and more
underloaded nodes, if any lessloaded node is deteded in the neighborhood, with no consideration
of the threshold. Thus, because the available load information may be inacarate — and this
problem is exacebated in highly dynamic situations — the dsence of threshold could cause load to
be forwarded to more loaded nodes, with an effed of over-readion in load balancing that leads to
instabili ty.

4.4 Discussion

The normalized process response time [Keo96] can be introduced as a global indicaor to
comprehensively evaluate the impad of the presented policies on applicaions. For a given load

balancing policy, the normalized response time (NRT for short) is defined as follows:
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NRT = RTNLB - RTLB

NLB RTIDEAL

Where RT; is the response time obtained by applying the load balancing policy, RTys
represents the response time in absence of the load balancing policy, RTsea IS the expeded
response time in presence of an ided load balancing tool that achieves a perfed load balancing at
zeo cost. The higher the dficiency of a load balancing policy, the doser to 1 is its NRT. The
policy does not produce significant benefits on applications when NRT goes down to 0. A
negative NRT, insteal, refleds a performance degradation due to the load balancing policy.

Figures 11 and 12report the NRT (referred to the average processresponse times) achieved
by the implemented policies depending on the goplication dynamicity and for two different values
of AT (30% of Aa/T and 70% of Ao/T). The reported data confirm our previous considerations
about the behavior of the policies:

» alimited dstortion of load information adieves benefits over the smpler dired neighbor
scheme in slowly dynamic situations;

* the etended load dstribution scheme can be dfedively exploited by distorted load
information exchange scheme to provide further benefits in lowly dynamic situations;

* nether the distorted load information exchange scheme nor the extended load dstribution
one ae dfedive in hghly dynamic situations, when the basic dired-neighbor scheme exhibits
the better performances.

Note that the extended schemes not only do not produce aly benefits in highly dynamic
Situations, but they also worse the response time (negative NRT) w.r.t. the no load balancing
(NLB) case. A further increase of dynamicity over the shown range would let the basic dired-
neighbor policy produce anegative NRTs too. However, the mnsidered range of dynamicity is

wide enough to cover most pradicd situations that can benefit from a load balancing toal.
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Figure 11. NRT depending on the dynamicity of the load; low dispersion (Ad/sec = 30% of Aa/sec)
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5. Related Work

Severa works ded with algorithms based on the dired-neighbor concept. However, most of
them stressformal proofs and do not pay attention to concrete isaues [Cyb89, QiaY 91, XuL 94,
MurV97]. On the one hand, these dgorithms assume aglobal synchronization of the distributed
adivities that hardly applies to red implementations on massvely parallel architedures. On the
other hand, they am to compute the cnvergence rate of the dgorithms and to determine the
optimal schemes for load exchange, but the results apply to static load situations only and to
synchronous implementations only [Xu99. In general, they give little information about the
behavior of the policiesin red dynamic exeaution environments.

Different locd load balancing policies have been described and evaluated in a red paralel
architedure with artificialy-generated load [WilR93] or in the context of peauliar applicaion
areas [WalB95, XuTM95]. Though these works provide useful information on the behavior of the
policies, they lad in evaluating the dfed of different degrees of dynamicity on the performances
of the policies. A detalled analysis of the dfed of dynamic load balancing in a dynamic
environment can be found in [CanP95]. However, this work does not am to compare the
behavior of different load balancing policy, neither locd ones, but rather to build a genera model
for dynamic parallel applications under dynamic load balancing.

The isaue of achieving gobal view of the system while kegping the communication restricted
to dired-neighbors is addressed in the well-known gradient model [LinK87] and its extensions
[LUIMR91]: ead underloaded node signals its presenceto its neighbors; ead node communicaes
to its neighbors its distance from the nearest underloaded nodes. This aims to build a * proximity”
map for underloaded nodes to be used to move load in the diredion of the neaest underloaded
node. Though conceptually interesting, the dgorithm does not take into acount the obsolescence
of the load information and the intrinsic delay in which the construction of the proximity map
incurs. Then, it can hardly fit dynamic load situations.

A locd policy based on distorted load information is presented in [DutM94]: a node transmits
to its neighbours, insteal of its red load, the average load of its neighborhood. The gproad,
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though similar to the one presented in this paper, does not permit the parameterizaion of the
degree of distortion and has not been evaluated with different degrees of dynamicity but only
within a spedfic gopplicaion.

Load balancing agorithms with extended load dstribution schemes smilar to the one
presented in the paper are described in [Kal88] and [Wu95. Apart from some difference that can
improve their effedivenessin case of high d — the first defines minimum and maximum limits for
the number of forward adions, the seconds integrates recever-initiated adions — both these
extensions are likely to exhibit a wegk behavior in highly dynamic load situations. | have drealy
experienced the extended load dstribution scheme in past works [CorLZ97] but never
experienced it with distorted load information.

6. Conclusions

The paper focuses on distributed load balancing policies that achieve load balancing only by
exchanging load information between neighbor nodes. A new scheme of information exchange is
presented in which the load information transmitted are distorted to make them take into acount
a larger view of the system and overcome the limit of the locd view. The paper evaluates the
behavior of the policies in several load situations. The main result is that the enlargement of the
locdity scope produces better results for owly dynamic goplications and poorer performances in
highly dynamic situations.

On the basis of the aove result, | am currently working in the design of an adaptive load
balancing policy that automaticaly tunesits internal parameters (i.e., the weight w of the distorted
load information exchange scheme) depending on the dynamicity of the exeaution environment
[Dedd5, AvwRV97]. Thiswill probably require adegoer analysis of the weight w and of its impad
depending on the dharaderistics of the system load.
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