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#### Abstract

In this paper, we propose a real-time visionbased localization approach for humanoid robots using a single camera as the only sensor. In order to obtain an accurate localization of the robot, we first build an accurate 3D map of the environment. In the map computation process, we use stereo visual SLAM techniques based on non-linear least squares optimization methods (bundle adjustment). Once we have computed a 3 D reconstruction of the environment, which comprises of a set of camera poses (keyframes) and a list of 3D points, we learn the visibility of the 3D points by exploiting all the geometric relationships between the camera poses and 3D map points involved in the reconstruction. Finally, we use the prior 3D map and the learned visibility prediction for monocular vision-based localization. Our algorithm is very efficient, easy to implement and more robust and accurate than existing approaches. By means of visibility prediction we predict for a query pose only the highly visible 3D points,


[^0]thus, speeding up tremendously the data association between 3D map points and perceived 2D features in the image. In this way, we can solve very efficiently the Perspective-n-Point (PnP) problem providing robust and fast vision-based localization. We demonstrate the robustness and accuracy of our approach by showing several vision-based localization experiments with the HRP-2 humanoid robot.

Keywords Vision-Based Localization • Visibility Prediction • Humanoid Robots • Locally Weighted Learning • Bundle Adjustment

## 1 Introduction

In this paper, we consider the problem of real-time localization for humanoid robots using a single camera as the only sensor. In order to obtain fully autonomous robots an accurate localization of the robot in the world is much more than desirable. Furthermore, if we can obtain an accurate localization in real-time, we can use the remaining computational resources to perform other important humanoid robotic tasks such as planning (Perrin et al, 2010), 3D object modeling (Foissote et al, 2010) or visual perception (Bohg et al, 2009).

Indeed, many humanoid robotics applications will be benefited from an accurate and fast localization of the robot. For a robust localization, we can choose between different alternatives: One option is to estimate simultaneously the localization of the robot and the map of the environment, yielding the well-known Simultaneous Localization and Mapping (SLAM) problem in the robotics community (Durrant-White and Bailey, 2006). However another possible option is to dedicate more computational resources in the construction
of a persistent map, and then use this map for longterm localization or navigation purposes. In this way, we can take advantage of the prior map of the robot's environment learning different parameters ranging from visibility prediction (Alcantarilla et al, 2011), 3D object reconstruction (Stasse et al, 2007) to scene understanding (Li et al, 2009).

However, accurate vision based localization for humanoid robots is still a challenging problem due to several aspects such as: noisy odometry, innacurate 3D data, complex motions and motion blur originated due to fast robot motion and to the large jerk caused by the landing impact of the feet. In addition, humanoids usually can not be assumed to move on a plane to which their sensors are parallel due to their walking motion (Hornung et al, 2010). Therefore, compared to wheeled robots, there is still open research for reliable localization of humanoid robots.

In the particular case of humanoid robots, it is very important that the sensors are light-weight and small. Humanoids should be stable under all possible motions, and heavy sensors can compromise this stability. Besides, not all sensors are suitable for humanoid robots. For example not all laser scanners can be mounted on humanoid platforms, especially the heavy ones such as the SICK LMS-221. Only small laser range sensors (e.g. Hokuyo URG-04LX) are suitable for humanoid robotics applications (Kagami et al, 2005). However, the main problem of these small laser range sensors is the limited distance range (up to 4 m for the Hokuyo URG04LX). All these reasons make cameras an appealing sensor for humanoid robots: they are light-weight and cheaper than laser scanners. In addition, stereo cameras can also provide higher distance ranges (depending on the the stereo rig baseline). Moreover, most of advanced commercial humanoids platforms are already equipped with vision systems. However, there have been only limited attempts at vision-based localization for humanoid robots.

In this work, we show that is possible to obtain a real-time robust localization of a humanoid robot, with an accuracy of the order of cm just using a single camera and a single CPU. Prior to localization we compute an accurate 3D map of the environment by means of stereo visual SLAM techniques. For building an accurate 3D map we use stereo vision for one important reason: we can measure in directly the scale of each 3D point thanks to the computation of a dense disparity map between the two images, which is a well-studied problem for stereo vision (Scharstein and Szeliski, 2002). In this way we can solve the main drawback of monocular SLAM approaches, recovering the scale of a map due to observability problems in recovering 3D information
from 2D projections. Once we have obtained a 3D map of the environment, we perform monocular vision-based localization using the 3D map as a prior. Hence, for localization experiments we can avoid the dense disparity map computation, which in certain occassions can be an important time-consuming operation, and perform robust and efficient real-time localization just using a single camera and a 3D map as a prior.

To satisfy all these demands, we firstly build a 3D map of the environment using stereo visual SLAM techniques and Bundle Adjustment (BA) (Triggs et al, 1999; Mouragnon et al, 2009). Inspired by recent works in visual SLAM, we propose to use a stereo visual SLAM algorithm combining local and global BA to obtain accurate 3D maps with respect to a global coordinate frame. Then, these maps can be used later for monocular vision based localization or navigation. In this way, 3D points and camera poses are refined simultaneously through the sequence by means of local BA, and when a loop closure is detected, the residual error in the reconstruction can be corrected by means of global BA adding the loop closure constraints.

Once we have a 3D map of the environment, we would like to use this map for different robotics applications such as localization, planning or navigation. Vision-based localization in a large map of 3D points is a challenging problem. One of the most computationally expensive steps in vision-based localization is the data association between a large map of 3D points and 2D features perceived by the camera. Then, matching candidates are usually validated by geometric constraints using a Random Sample Consensus (RANSAC) framework (Bolles and Fischler, 1981). Therefore, we need a smart strategy to sample the large database of 3D points and perform an efficient data association between the 3D map points and perceived 2D features by the camera. Given a prior map of 3D points and perceived 2 D features in the image, our problem to solve is the estimation of the camera pose (with known intrinsic parameters) with respect to a world coordinate frame. Basically, this problem is known in the literature as the Perspective-n-Point (PnP) problem (Lu et al, 2000; Ansar and Danilidis, 2003).

For solving efficiently the PnP problem, we propose to use the visibility prediction algorithm described in (Alcantarilla et al, 2011). Visibility prediction exploits all the geometric relationships between camera poses and 3D map points in the prior 3D reconstruction. Then, during vision-based localization experiments we can speed-up tremendously the data association and robot localization by predicting only the most highly visible 3D points given a prior on the camera pose. In this way, we can solve the PnP problem in an efficient
and fast way, reducing considerably the number of outliers in the set of 3D-2D correspondences.

In (Alcantarilla et al, 2010), the visibility prediction idea was successfully used for estimating the pose of a hand-held camera in cluttered office-like environments. Results were quite satisfactory taking into account that no appearance descriptor was considered in the data association process between the 3D map points and perceived 2D features. In this work, we use the visibility prediction algorithm in the context of humanoid robot localization, but adding more capabilities due to the use of appearance information. In our map, each 3D point is also described by a low-dimensional descriptor vector that encodes appearance information. By means of appearance information, we can easily perform fast robot re-localization for those cases where the robot gets lost or is kidnapped.

The paper is organized as follows: In Section 2 we review the different approaches regarding humanoid robots localization and their main limitations. The stereo visual SLAM algorithm is explained in Section 3. Then, we describe in Section 4 how to learn the visibility of 3D points given a prior 3D reconstruction. In Section 5, we explain the main steps of our monocular vision-based localization algorithm. In Section 6 we show extensive localization experiments with the HRP-2 robot. Finally, we present main conclusions and future work in Section 7.

## 2 Related Work

Most humanoid robotic platforms have vision systems. Cameras seem to be an appealing sensor for humanoid robotics applications: they are small, cheap and lightweight compared to other sensors such as laser scanners. However, there have been only limited attempts at vision-based localization, whereas more interesting results have been obtained using laser scanners as the main sensor (Stachniss et al, 2008; Hornung et al, 2010).

Ozawa et al. (2007) proposed to use stereo visual odometry to create local 3D maps for online footstep planning. They validate their algorithm, performing several experiments with biped robots walking through an obstacle-filled room, while avoiding obstacles. The main drawback of this approach is the drift created by the accumulation of errors from visual odometry systems (Nistér et al, 2004; Kaess et al, 2009). In addition, this approach lacks the ability to close loops and the local nature of the obtained 3D maps prevents the maps from life-long mapping. Within the visual odometry context, Pretto et al. (2009) proposed a framework robust to motion blur. Motion blur is one of the most severe problems in grabbed images by humanoid robots,
specially for the smaller ones, making vision-based applications challenging.

Michel et al.In (2007) proposed a real-time 3D tracking for humanoid robot locomotion and stair climbing. By tracking the model of a known object they were able to recover the robot's pose and to localize the robot with respect to the object. Real-time performance was achieved by means of Graphic Processing Units (GPUs). The main limitations of this approach are that it is extremely dependent on the 3 D object to track and that the 3D model is relatively small. However, it can be useful for challenging humanoid robots scenarios such as stairs climbing.

Kwak et al. (2009) presented a 3D grid and particle based SLAM for humanoid robots using stereo vision. The depth data from the stereo images was obtained by capturing the depth information of the stereo images at static positions in the environment, measuring the distance between these positions manually. This tedious initialization and the computational burden introduced by the grid matching process, prevents the system from mapping more complex environments and from real-time performance, which is of special interest in humanoid robots applications.

Davison et al. (2007) showed succesful monocular visual SLAM results for small indoor environments using the HRP-2 robot. This approach, known as MonoSLAM, is a monocular Extended Kalman Filter (EKF) visionbased system, that allows to build a small map of sparse 3D points. This persistent map permits almost drift-free real-time localization over a small area. However, only accurate results are obtained when the pattern generator, the robot odometry and inertial sensing are fused to aid the visual mapping into the EKF framework as it was shown in (Stasse et al, 2006). The fusion of the information from different sensors can reduce considerably the uncertainty in the camera pose and the 3D map points involved in the EKF process, yielding better localization and mapping results. Although in most of occasions, odometry in humanoid robots can be estimated only very roughly (Hornung et al, 2010).

The main drawback of EKF-based approaches is the limited number of 3D points that can be tracked, apart from divergence from the true solution due to linearization errors. As it has been shown in several works (Dellaert and Kaess, 2006; Strasdat et al, 2010) non-linear optimization techniques such as BA or Smoothing and Mapping (SAM) are superior in terms of accuracy to filtering based methods, and allow to track many hundreds of features between frames. BA is a very popular and well-known technique used in computer vision, and in particular for Structure-from-Motion (SfM) problems. A complete survey on the basis of BA meth-
ods can be found in (Triggs et al, 1999). More recent works focus in the scalability of BA in large-scale environments (Byröd and Åström, 2010; Jian et al, 2011). BA has been successfully employed in different problems such as augmented reality (Klein and Murray, 2007) or large-scale mapping for mobile robot platforms (Konolige and Agrawal, 2008; Mei et al, 2010).

One of the most successful monocular SLAM approaches is the Parallel Tracking and Mapping approach (PTAM) (Klein and Murray, 2007). PTAM was originally developed for augmented reality purposes in small workspaces and combines the tracking of many hundred of features between consecutive frames for an accurate camera pose estimation and non-linear optimization of the map. The map optimization uses a subset of all camera frames of special importance in the reconstruction (keyframes) to build a 3D map of the environment. Recently, (Blösch et al, 2010) showed a vision-based navigation approach for micro aerial vehicles (MAVs) that uses PTAM for accurate pose estimates. The main limitations of PTAM are that it does not scale well with larger environments and that it is necessary to simulate a virtual stereo pair to initiliaze the algorithm. This initialization is carried out in order to estimate an approximate depth of the initial 3D points. Then, new 3D points will be triangulated according to previous reconstructed keyframes. This initialization procedure plays a very important role in the final quality of the 3D map and results can differ substantially from real ones if this stereo initialization is not accurate enough as shown in (Wendel et al, 2011). Therefore, in order to avoid these problems we propose to use our own stereo visual SLAM algorithm to build an accurate 3D map of the scene and then perform efficient and fast monocular vision-based localization with visibility prediction. In Section 6.3.3 we compare our monocular vision-based localization algorithm to the PTAM approach under one experiment done with the HRP-2 robot.

## 3 Stereo Simultaneous Localization and Mapping

Figure 1 depicts an overview of the main components of our stereo visual SLAM system. Notice, that in this work we are mainly interested in using stereo visual SLAM for computing a 3D map, that will be used later for visibility learning and monocular vision-based localization. Therefore in this section, we briefly review the main components of our visual SLAM module.

### 3.1 Preprocessing

Before performing any visual SLAM processing, the stereo rig calibration parameters (intrinsics, extrinsics) are obtained in a camera calibration setup. We used a chessboard pattern of known dimensions as a calibration object, and around twenty pairs of images were taken for the calibration. The stereo rig was calibrated offline using the Camera Calibration Toolbox for Matlab (Bouguet, 2008b).

Given the calibration parameters, we perform distortion correction and stereo rectification (Hartley, 1999; Bouguet, 2008a) for the input images. Stereo rectification simplifies considerably the stereo correspondences problem and allows to compute dense disparity maps. In this work, we use the method proposed in (Konolige, 1997) for computing the disparity maps, since it offers a good compromise between speed and performance. Notice here that more modern stereo disparity methods can also be used (Hirschmüller, 2008; Geiger et al, 2010).

After stereo rectification, we obtain a new set of calibration parameters, where the left and right cameras have the same focal length $f$ and principal point ( $u_{0}, v_{0}$ ). The rotation matrix between cameras $R_{L R}$ is the identity matrix, and the translation vector $T_{L R}$ encodes the baseline $B$ of the rectified stereo rig. Now, considering an ideal stereo system, the depth of one 3D point can be determined by means of the following equation:
$Z=f \frac{B}{u_{R}-u_{L}}=f \cdot \frac{B}{d_{u}}$,
where $d_{u}$ is the horizontal pixel disparity. Given the depth $Z$ and the stereo image projections of the point in both images $\left(u_{L}, u_{R}, v\right)$ (notice that in a rectified stereo $v_{L}=v_{R}=v$ ) the rest of the coordinates of the 3 D point with respect to the camera coordinate frame can be determined as:
$X=\frac{Z \cdot\left(u_{L}-u_{0}\right)}{f}$,
$Y=\frac{Z \cdot\left(v-v_{0}\right)}{f}$,

### 3.2 Stereo Visual Odometry

Visual odometry (Nistér et al, 2004; Kaess et al, 2009) is as its heart a pose estimation problem, that allows to estimate the relative camera motion between two consecutive frames. In addition, visual odometry can be implemented very efficiently in real-time and can be used to obtain good priors for the camera poses and 3D points that can be optimized later in a BA procedure.


Fig. 1 Stereo visual SLAM system overview: First, we undistort and rectify the stereo images given the stereo rig calibration parameters. Then, for the left image of the stereo pair, we detect 2D features of interest and associated descriptor vectors that encode appearance information. By performing stereo visual odometry between two consecutive frames, we estimate the relative camera motion between frames. Finally, the accumulated relative camera motion is transformed into a global coordinate frame, and a set of selected camera poses (keyframes) and 3D points are refined in a local BA procedure. When a loop closure is detected, we reduce the residual re-projection error by means of global BA adding the loop closure constraints.

We estimate the relative camera motion by matching features between two consecutive frames. Features are detected by using the Harris corner detector (Harris and Stephens, 1988) at different scale levels. We detect features only for the left image of the stereo pair. Then, we find the correspondences of the 2D features in the right image by accessing the disparity map and compute the 3D coordinates of the point with the stereo geometry equations (see Equations 1, 2, 3). Finally, we have a set of $M$ stereo features at frame $t$, $\mathcal{F}_{t_{i}}=\left\{\left(u_{L}, u_{R}, v\right)_{i}, h_{i}\right\}$ with $i=1 \ldots M$.. The 2D point $\left(u_{L}, v\right)$ is the location of the feature in the left image and ( $u_{R}, v$ ) is its corresponding location in the right view. In addition, we also store for each stereo feature $\mathcal{F}_{t_{i}}$ the 3D coordinates of the reconstructed point $h_{i}$ with respect to the camera coordinate frame at that time instant $t$.

For each detected 2D feature in the left image we also extract a descriptor vector that encodes the appearance information of a local area centered on the point of interest. Similar to SURF (Bay et al, 2008), for a detected feature at a certain scale, we compute a unitary descriptor vector of dimension 16 to speed-up the descriptor and matching computations. We use the upright version of the descriptors (no rotation invariant) since upright descriptors perform better in scenarios where the camera only rotates around its vertical axis, which is often the case of humanoid robots applications. For simplicity, we do not use any kind of spatial or Gaussian weighting. Even though, this descriptor di-
mension may seem relatively small, matching is robust enough for obtaining accurate and fast vision-based localization as we will show in our experimental results section.

Once we have computed the features descriptors, we find the set of putatives (set of correspondences) between the stereo features from the current frame $\mathcal{F}_{t}$ and the previous one $\mathcal{F}_{t-1}$ by matching their associated list of descriptors vectors. In order to reduce matching ambiguities we only try to match descriptors between consecutive frames in a circular area of a fixed radius centered on the detected feature in the current frame. In our experiments, a fixed radius of 15 pixels is enough for finding the set of putatives between two consecutive frames considering an image resolution of $320 \times 240$ pixels.

After finding the set of putatives between two consecutive frames we estimate the relative camera motion using a standard two-point algorithm in a RANSAC setting by minimizing the following cost function:
$\underset{R_{t-1}^{t}, \mathbf{t}_{t-1}^{t}}{\arg \min } \sum_{i}\left\|z_{i, t}-\Pi\left(R_{t-1}^{t}, \mathbf{t}_{t-1}^{t}, h_{i, t-1}\right)\right\|_{2}$,
where $z_{i, t}=\left\{\left(u_{L}, u_{R}, v\right)_{i}\right\}$ are the set of 2D measurements of a stereo feature at time $t$ and $\Pi$ is a function that projects a 3 D point $h_{i, t-1}$ (referenced to the camera coordinate frame at time $t-1$ ) to the image coordinate frame at time $t$ assuming the pin-hole camera model. This projection function $\Pi$ involves a rotation $R_{t-1}^{t}$ and a translation $\mathbf{t}_{t-1}^{t}$ of 3 D points between both coordinate frames and a projection onto
the image plane by means of the stereo rig calibration parameters. The resulting relative camera motion is transformed to a global coordinate frame and then used by the mapping management module. We use the Levenberg-Marquardt (LM) algorithm (Marquardt, 1963) for all the non-linear optimizations.

### 3.3 Bundle Adjustment and Map Management

By means of stereo visual odometry, we estimate the relative camera motion between consecutive frames. When the accumulated motion in translation or rotation is higher than a fixed threshold we decide to create a new keyframe. This keyframe, will be optimized later in an incremental local BA procedure. While initializing a new keyframe, we store its pose with respect to a global coordinate frame, the set of detected 2D features, associated appearance descriptors and respective 3 D points. In addition, we also store its visibility information, i.e. the list of 3 D points that are visible from that keyframe. This information will be used later in the visibility learning procedure as explained in Section 4. In our experiments, we add a new keyframe when the accumulated translation or rotation is higher than 0.15 m and $5^{\circ}$ respectively.

BA provides an iterative optimization of the camera poses and 3 D points involved in the reconstruction. Roughly speaking, BA is a non-linear least squares problem and consists in the minimization of the sum of squared reprojection errors. In general, BA has a $\Theta\left(N^{3}\right)$ time complexity, being $N$ the number of variables involved in the optimization problem (Hartley and Zisserman, 2000). This time complexity becomes a computational bottleneck for incremental SfM or visual SLAM approaches that have real-time constraints. Therefore another alternatives that can reduce this time complexety are necessary. In addition, it is also important to have an initial estimate of the parameters close to the real solution (Schweighofer and Pinz, 2006). In our work we obtain a robust initialiation of the structure and motion by means of the stereo visual odometry algorithm described in Section 3.2.

For optimizing simultaneously the set of camera poses and 3D points in real-time, we use the incremental local BA approach described in (Mouragnon et al, 2009). We use a sliding window BA over the last $N_{k}$ keyframes, optimizing only the camera parameters of the last $n_{k}$ cameras. With respect to the 3D points, only those 3D points that are visible in the last $n_{k}$ cameras are optimized. In this way, 3D points and camera poses are refined simultaneously through the sequence. Optimal values for these parameters are typically $n_{k}=3$ and
$N_{k}=10$, see (Mouragnon et al, 2009) for more details. In this work, we use the Sparse Bundle Adjustment (SBA) package (Lourakis and Argyros, 2009) as the basis for our local BA implementation. SBA exploits the inherent sparsity structure of the problem and is widely used in the computer vision community (Snavely et al, 2006; Agarwal et al, 2009).

We perform an intelligent management of features into the map, in order to produce an equal distribution of feature locations over the image. While adding a new feature to the map, we also store its associated appearance descriptor and 3D point location. Then, we try to match the feature descriptor against detected new 2D features on a new keyframe by matching their associated descriptors in a high probability search area. In this way, we can create for a map element, feature tracks that contain the information of the 2D measurements of the feature (both in left and right views) over several keyframes. Then, this information is used as an input in the local BA procedure. Features are deleted from the map when the mean re-projection error in the 3 D reconstruction is higher than a fixed threshold (e.g. 3 pixels).

By means of appearance based methods, loop closure situations can be detected. We try to match the set of descriptors from the current image to the stored descriptors from previous keyframes, but only taking into account those keyframes that are inside a small uncertainty area around the current camera location. We also check for geometric consistency by means of epipolar geometry. This geometric consistency check is very important and almost guarantees that there will be no false positives, even using a very low inlier threshold (Konolige and Agrawal, 2008). Even simple, our method can detect very efficiently loop closure situations although incremental Bag of Visual Words methods can be also used (Cummins and Newman, 2008; Angeli et al, 2008). However, loop closure situations are very few in normal humanoid robots scenarios, since usually these scenarios are laboratory-based and relatively small. Once a loop closure is detected, the residual error in the 3 D reconstruction can be corrected in a global BA step. Normally, due to the fact that the scenarios are relatively small, the accumulated drift or error is very small and therefore few iterations are necessary in the global BA step.

## 4 Visibility Prediction of known 3D Points

In the visibility prediction problem, we are interested in the posterior distribution of the visibility $v_{j}$ for a certain 3D point $x_{j}$ given the query camera pose $\theta$, denoted as $P\left(v_{j} \mid \theta\right)$.

The visibility of known 3D points can be approximated by using a form of lazy and memory-based learning technique known as Locally Weighted Learning (Atkeson et al, 1997). This technique is a simple memorybased classification algorithm and can be implemented very efficiently. The idea is very simple: given the training data that consists of a set of reconstructed camera poses $\Theta=\left\{\theta_{1} \ldots \theta_{N}\right\}$, the 3D point cloud $X=$ $\left\{x_{1} \ldots x_{M}\right\}$ and a query camera pose $\theta$, we form a locally weighted average at the query point and take that as an estimate for $P\left(v_{j} \mid \theta\right)$ as follows:
$P\left(v_{j} \mid \theta\right) \approx \frac{\sum_{i=1}^{N} k\left(\theta, \theta_{i}\right) \cdot v_{j}\left(\theta_{i}\right)}{\sum_{i=1}^{N} k\left(\theta, \theta_{i}\right)}$,
where the function $k\left(\theta, \theta_{i}\right)$ is a kernel function that measures the similarity between two camera poses, and the function $v_{j}\left(\theta_{i}\right)$ just assigns a real value equal to 1 for those cases where a certain 3D point $x_{j}$ is visible by a camera pose $\theta_{i}$ and 0 otherwise. In the end, the main problem is finding an appropriate kernel function $k\left(\theta, \theta_{i}\right)$ that captures correctly the similarity between two camera poses, emphasizing similar ones and deemphasizing very different camera poses.

The kernel function is learned by combining the Gaussian kernel and Mahalanobis distance. More in detail, we need to learn the kernel parameters from the training data, by fitting the kernel function to a set of target values. These target values $y_{i j}$ are defined as the mean of the ratios between the intersection of the common 3D points with respect to the number of 3D points visible to each of the two cameras:
$y_{i j}=\frac{1}{2} \cdot\left|\frac{\left|X_{i} \cap X_{j}\right|}{\left|X_{i}\right|}+\frac{\left|X_{j} \cap X_{i}\right|}{\left|X_{j}\right|}\right|$,
Finally, the expression of the kernel function that measures the similarity between two camera poses is:
$k_{i j} \equiv k\left(\theta_{i}, \theta_{j}\right)=\exp \left(-\left\|\mathbf{A}\left(\hat{\theta}_{i}-\hat{\theta}_{j}\right)\right\|_{2}\right)$,
where $\mathbf{A}$ is a $n \times n$ matrix, being $n$ the number of cues used in the proposed metric. In this work, each camera pose is parametrized by means of a vector $\hat{\theta}_{i}=\left\{T_{i}, R_{i}\right\}$ (3D vector for the translation and 4 D unit quaternion for the rotation). For simplicity, we just use two cues in the proposed metric: difference in camera translation and dot product between cameras viewing directions vectors, capturing efficiently the differences between camera poses due to changes in translation and orientation. Even though we only use two cues in the metric, the proposed framework allows to incorporate
more cues in the metric such as RGB histograms, local appearance descriptors, disparity information, etc.

The visibility posterior can be approximated by just considering the K Nearest Neighbors (KNNs) of the current query pose $\theta_{t}$. As a consequence, once we find the KNNs of the current query pose, we only need to predict the visibilities for the subset of map elements which are at least seen once by these KNNs. Then, we can set the visibilities to be zero for the rest of map elements. Finally, we obtain the locally weighted $K$ nearest neighbor approximation for the visibility posterior as follows:
$P\left(v_{j}=1 \mid \theta\right) \approx \frac{\sum_{i=1}^{K} k\left(\theta, \theta_{i}^{v_{j}=1}\right)}{\sum_{i=1}^{K} k\left(\theta, \theta_{i}\right)}$,
where only the nearest $K$ samples of the query pose $\Theta^{K}=\left\{\theta_{1} \ldots \theta_{k}\right\}$ are considered.

## 5 Monocular Vision-Based Localization

Now, once we have obtained a 3D map of the environment (by using the stereo visual SLAM algorithm described in Section 3), we are interested in exploiting that map for common humanoid robot tasks such as navigation or planning, while providing at the same time an accurate robot localization. For this purpose, obtaining a real-time and robust vision-based localization is mandatory. Given a prior map of 3D points and perceived 2D features in the image, our problem to solve is the estimation of the camera pose with respect to the world coordinate frame, i.e. the PnP problem.

The PnP problem is a thoroughly studied problem in computer vision (Lu et al, 2000; Ansar and Danilidis, 2003). In general, even with a perfect set of known 3D2D correspondences, this is a challenging problem. Although there exist some globally optimal solutions such as (Schweighofer and Pinz, 2008) that employ Second Order Cone Programs (SOCP), the main drawback of the current globally optimal solutions to the PnP problem is the computational burden of these methods. This makes difficult to integrate these algorithms for realtime applications such as the ones we are interested with humanoid robots.

Our main contribution for solving the PnP problem efficiently, is using the output of the visibility prediction algorithm (given a prior on the camera pose) to predict only the most highly visible 3D points, reducing considerably the number of outliers in the set of correspondences. In this way, we can make the data association between 3D map points and 2D features easier, thus
speeding-up the pose estimation problem. Figure 2 depicts an overall overview of our vision-based localization approach with visibility prediction. To clarify, the overall vision-based localization algorithm works through the following steps:

1. While the robot is moving, the camera acquires a new image from which a set of image features $Z_{t}=$ $\left\{z_{t, 1} \ldots z_{t, n}\right\}$ are detected by a feature detector of choice. Then, a feature descriptor is computed for each of the detected features. Notice, that even any kind of feature detector and descriptor may be used, it is necessary that both detector and descriptor are the same and have the same settings as in the map computation process described in Section 3.
2. Then, by using the visibility prediction algorithm, a promising subset of highly visible 3D map points is chosen and re-projected onto the image plane based on the estimated previous camera pose $\theta_{t-1}$ and known camera parameters.
3. Afterwards, a set of putative matches $C_{t}$ is formed where the i-th putative match $C_{t, i}$ is a pair $\left\{z_{t, k}, x_{j}\right\}$ which comprises of a detected feature $z_{k}$ and a map element $x_{j}$. A putative match is created when the Euclidean distance between the appearance descriptors of a detected feature and a re-projected map element is lower than a certain threshold.
4. Finally, we solve the pose estimation problem minimizing the following cost error function, given the set of putative matches $C_{t}$ :

$$
\begin{equation*}
\underset{R, \mathbf{t}}{\arg \min } \sum_{i=1}^{m}\left\|z_{i}-K\left(R \cdot x_{i}+\mathbf{t}\right)\right\|_{2}, \tag{9}
\end{equation*}
$$

where $z_{i}=\left(u_{L}, v_{L}\right)$ is the 2D image location of a feature in the left camera, $x_{i}$ represents the coordinates of a 3D point in the global coordinate frame, $K$ is the left camera calibration matrix, and $R$ and $t$ are respectively the rotation and the translation of the left camera with respect to the global coordinate frame. The PnP problem is formulated as a non-linear least squares procedure using the LM algorithm implementation described in (Lourakis, 2004). The set of putative matches may contain outliers, therefore RANSAC is used in order to obtain a robust model free of outliers.

### 5.1 Initialization and Re-Localization

During the initialization, the robot can be located in any area of the map. First, we need to find a prior camera pose to initialize the vision-based localization algorithm. For this purpose, we compute the appearance descriptors of the detected 2D features in the new image and match this set of descriptors against the set


Fig. 2 The input for the visibility prediction algorithm is the latest camera pose $\theta_{t-1}$, the number of KNNs $(K)$ and a probability threshold $P_{t}$. Only the highly visible 3D map points are re-projected onto the image plane of the left camera, and a set of putative matches between 2D detected features and map elements is formed. Then, the PnP problem is solved yielding the localization of the robot with respect to a world coordinate frame $\theta_{t}$ at time $t$.
of descriptors from the list of stored keyframes from the prior 3D reconstruction. In the matching process between the two frames, we perform a RANSAC procedure forcing epipolar geometry constraints. We recover the camera pose from the stored keyframe that obtains the highest inliers ratio score. If this inliers ratio is lower than a certain threshold, we do not initialize the localization algorithm until the robot moves into a known area yielding a higher inliers ratio. At this point, we are confident about the camera pose prior and initialize the localization process with the camera pose parameters of the stored keyframe that has the highest score.

Eventually, it may happen that the robot gets lost due to bad localization estimates or that the new camera pose is rejected due to a small number of inliers in the PnP problem. In those cases, we perform a fast relocalization by checking the set of appearance descriptors of the robot's new image against only the stored set of descriptors of the keyframes that are located in a certain distance of confidence around the last accepted camera pose estimate.

Notice here, that other re-localization frameworks can been adapted to our vision-based localization system such as (Williams et al, 2007; Checklov et al, 2008). Williams et al. (2007), use randomised tree classifiers for fast feature matching during relocalization, whereas Cheklov et al. (2008), focus more on feature indexing on space and scale to facilitate matching during relocalization. In our experiments we obtained good relocalization results by just checking the appearance descriptors in a certain area of confidence around the previous cam-
era pose estimate and forcing epipolar geometry constraints. The epipolar geometry check is very important and almost guarantees that there will be no false positives as shown in (Konolige and Agrawal, 2008).

## 6 Results and Discussion

In this section, we show several localization experiments conducted on the HRP-2 humanoid robot. The HRP-2 humanoid platform is equipped with a high-performance forward-looking trinocular camera rig and a wide angle camera. The wide-angle camera is normally used for grasping or interaction tasks, providing the capability to make accurate 3D measurements of objects located very close to the camera. In this work, we only consider the two cameras that are attached to the ears of the robot. These two cameras have a baseline of approximately 14.4 cm and an horizontal field of view of $90^{\circ}$ for each of the cameras.

For the stereo visual SLAM algorithm, we use both the left and right cameras, considering the left camera as the reference one in the 3 D reconstruction process. Then, during monocular vision-based localization experiments we just consider only the left camera for the pose estimation problem. This is possible, since we use a prior 3D map and therefore we can perform visionbased localization with a single camera. Figure 3 depicts an image of the HRP-2 stereo rig settings. The height of HRP-2 is 155 cm in standing up position and the total weight is about 58 kg . More detailed specifications of this humanoid platform can be found in the work by Kaneko et al. (2004). We created two differ-


Fig. 3 HRP-2 stereo rig settings. In this work we consider the two cameras attached to the ears that have a baseline of approximately 14.4 cm .
ent datasets of common humanoid robotics laboratory environments. The first dataset is called Tsukuba, and it was done at the Joint Robotics Laboratory, CNRSAIST, Tsukuba, Japan. This dataset comprises of dif-
ferent sequences for the evaluation of the monocular vision-based localization algorithm under the assumption that a prior 3D map is known. In particular, in this dataset we have different robot trajectories (square, straight) and challenging situations for the localization such as robot kidnapping, people moving in front of the robot and changes in lighting conditions. For this dataset, we performed experiments with an image resolution of $320 \times 240$ and a frame rate of 15 frames per second. The main motivation of using that image resolution is that in this dataset we focused more on achieving real-time localization results while at the same time obtaining robust pose estimates.

The second dataset called Toulouse was done at the Gepetto Robotics and Artificial Intelligence laboratory, LAAS/CNRS, Toulouse, France. For this dataset, we performed experiments with an image resolution of $640 \times 480$ and a frame rate of 15 frames per second. By using a higher resolution, computation times will be higher than for the Tsukuba dataset, however we can expect some improvement in localization accuracy and quality of the 3 D reconstruction. In addition, in this dataset we chose that resolution to perform a fair comparison against PTAM. Originally, PTAM stores a three level scale-space pyramid representation of each frame, being the level zero an image resolution of $640 \times 480$, and the coarsest level $80 \times 60$ pixels. In this dataset we have different robot trajectories (square, straight, circular) and also difficult scenarios such as people moving in front of the robot and some changes in the environment. We provide some datasets from our experiments in the website: http://www.robesafe.com/personal/ pablo.alcantarilla/humanoids.html. The datasets include stereo calibration parameters and ground truth information for evaluation. The ground truth was obtained either by MOCAP or by stereo visual SLAM with global BA.

Figure 4 depicts some of the extracted keyframes for two different sequences from the Tsukuba and Toulouse datasets respectively. It can be observed that in some areas of the two different environments, there is a lack of texture due to the presence of walls (Figure 4(c)), fluorescent and natural lighting (Figure $4(\mathrm{~d}, \mathrm{~h})$ ) and foliage (Figure 4(h)).

In order to evaluate the accuracy of our vision-based localization algorithms, we compare our localization results against ground truth measurements for some of the sequences from the Toulouse dataset. We obtained ground truth information by using a Vicon motion capture system ${ }^{1}$. The Vicon motion capture system is

[^1]

Fig. 4 Some keyframes of the reconstructed environments. The environments are typical from humanoid robotics laboratories. (a)-(d) Four extracted keyframes from one reconstruction from the Tsukuba dataset. (e)-(h) Four extracted keyframes from a sequence from the Toulouse dataset.
a state-of-the-art infrared marker-tracking system that offers millimeter resolution of 3D spatial displacements.

We used the pattern generator described in (Stasse et al, 2008) to perform a set of pre-computed sequences of interest. Due to noisy odometry, there exists a discrepancy between the desired trajectory and the real one. This is the reason why in the sequences the robot was not able to fully close the loop in some of the planned trajectories.

Firstly, we show the accuracy of our stereo visual SLAM algorithm in Section 6.1. We stand out the accuracy of our approach by comparing our trajectory estimates with respect to the ground truth obtained by the motion capture system. Then, we show monocular vision-based localization results with visibility prediction in Section 6.2 and Section 6.3, both for the Tsukuba and Toulouse datasets respectively. Finally we show a timing evaluation for the two different datasets in Section 6.4.

### 6.1 Stereo Visual SLAM Accuracy

For a robust localization of the robot, we compute an accurate 3D map of the environment by means of the stereo visual SLAM algorithm described in Section 3. In addition, since the visibility prediction algorithm described in Section 4 depends on the number of camera poses that are present in the prior 3 D reconstruction, this reconstruction should comprise of enough camera viewpoints and map 3D points to perform an efficient long-term localization.

Figure 5 depicts a comparison of the obtained trajectory for a circular 3 m diameter sequence by our
visual stereo SLAM algorithm and the ground truth collected from of a Vicon motion capture system. We can observe that the estimated trajectory is very approximate to the motion capture data. It can also be observed that in some parts of the sequence the motion capture system missed to compute reliable pose estimates, mainly because the retro-reflective marker attached to the robot's waist was partially occluded.

Due to the mentioned discrepancy between the desired trajectory and the real one performed by the robot, the robot was not able to close the loop in this sequence. Therefore, there is a drift between the initial and end position of the robot in the sequence. Figure 6 depicts the final 3D map and keyframes obtained with our stereo visual SLAM system. One can clearly appreciate a circular trajectory of 3 m diameter.

Table 1 shows information about the latest robot's pose in the sequence both for the stereo visual SLAM and motion capture system. According to those results we can observe that the absolute error at the end of the sequence was about 2 cm in the Y axis and 10.80 cm and 18.80 cm for the X and Z axes respectively. The error increased at the end of the sequence, mainly because in the last part of the sequence the robot was facing a challenging low-textured environment. Figure 20(b) depicts one keyframe extracted from this area.

Figure 7 depicts another comparison of our stereo visual SLAM against motion capture data. In this case, the robot performed a 3 m straight line sequence. For this sequence we had always good visibility conditions between the retro-reflective marker attached to the robot and the motion capture camera. We can observe again that both trajectories are very similar. Table 2 shows information of the latest robot's pose in the sequence both


Fig. 5 Camera trajectories for the circle 3 m diameter sequence from the Toulouse dataset. The estimated trajectory of our stereo visual SLAM algorithm is depicted in red, and the ground truth trajectory obtained by the motion capture system is depicted in black. Best viewed in color.

Table 1 Comparison of stereo Visual SLAM and motion capture (MOCAP) camera trajectories for a circular 3 m diameter sequence from the Toulouse dataset.

| Camera Pose <br> Element | Final Position <br> Stereo SLAM | Final Position <br> MOCAP | Error <br> $\|\epsilon\|(\mathrm{m})$ |
| :--- | :--- | :--- | :--- |
| X $(\mathrm{m})$ | -0.1322 | -0.0242 | 0.1080 |
| $\mathrm{Y}(\mathrm{m})$ | 0.0018 | 0.0297 | 0.0279 |
| Z $(\mathrm{m})$ | -0.5142 | -0.3262 | 0.1880 |



Fig. 6 Stereo Visual SLAM results: Final 3D map and set of reconstructed keyframes for the circle 3 m diameter sequence from the Toulouse dataset.
for the stereo visual SLAM and motion capture system. This time, we can observe that the trajectory estimates for our vision-based method are pretty accurate about the order of few cm . The estimated trajectory length of our method for this sequence was 3.0934 m and for the motion capture system the estimated length was 3.0833 m .


Fig. 7 Camera trajectories for the straight 3 m sequence from the Toulouse dataset. The estimated trajectory of our stereo visual SLAM algorithm is depicted in red, and the ground truth trajectory obtained by the motion capture system is depicted in black. Best viewed in color.

Table 2 Comparison of stereo Visual SLAM and motion capture (MOCAP) camera trajectories for a straight 3 m length sequence from the Toulouse dataset.

| Camera Pose <br> Element | Final Position <br> Stereo SLAM | Final Position <br> MOCAP | Error <br> $\|\epsilon\|(\mathrm{m})$ |
| :--- | :--- | :--- | :--- |
| X $(\mathrm{m})$ | -1.8357 | -1.7780 | 0.0577 |
| $\mathrm{Y}(\mathrm{m})$ | 0.0000 | -0.0033 | 0.0033 |
| $\mathrm{Z}(\mathrm{m})$ | 2.5260 | 2.5190 | 0.0070 |

### 6.2 Localization Results: Tsukuba Dataset

In this section we evaluate the accuracy and robustness of our monocular vision-based localization algorithm with visibility prediction under different robot trajectories and scenarios. In the Tsukuba dataset, the experiments were performed considering an image resolution of $320 \times 240$ and a frame rate of 15 frames per second. For the visibility prediction algorithm we considered the following input parameters of the algorithm: $K=10$ and $P_{t}>0.20$. We chose a threshold value of 2 pixels in the RANSAC process, for determining when a putative match is predicted as an inlier or outlier in the PnP problem.

### 6.2.1 Square 2 m Size Sequence

In this sequence, the robot performed a 2 m size square in a typical humanoid robotics laboratory. This sequence was designed for capturing different camera viewpoints both in translation and orientation. Firstly, we built a 3D map of the environment by using the stereo visual SLAM algorithm described in Section 3 and performed visibility learning. The resulting 3D map comprises of 935 points and 75 keyframes.

At the start of the sequence, we placed the robot at the origin of the map, and then by using the pattern generator, the robot performed a square of 2 m size. We measured manually the final position of the robot,

Table 3 Square 2 m size monocular vision-based localization results (Tsukuba dataset).

| Camera Pose <br> Element | Start <br> Position | Final <br> Position |
| :--- | :--- | :--- |
| $\mathrm{X}(\mathrm{m})$ | 0.0000 | 0.2320 |
| $\mathrm{Y}(\mathrm{m})$ | 0.0000 | 0.0000 |
| $\mathrm{Z}(\mathrm{m})$ | 0.0000 | -0.0092 |
| $q_{0}$ | 1.0000 | 0.9905 |
| $q_{x}$ | 0.0000 | 0.0034 |
| $q_{y}$ | 0.0000 | 0.1375 |
| $q_{z}$ | 0.0000 | 0.0050 |

and this position was $(X=0.14, Y=0.00, Z=-0.02)$ in meters. Due to the existing drift between the planned trajectory and the real one, the robot was not able to close the loop itself. Then, we validated our vision-based localization algorithm with visibility prediction under a similar square sequence.

Figure 8 depicts the initial and final position of the robot, and the performed trajectory. Table 3 shows the obtained localization results using visibility prediction for this square sequence. According to the results we can see that the localization accuracy is very good, about the order of cm . The differences with respect to the real trajectory for the final position are very small 9 cm , in the X coordinate and about 7 cm in the Z coordinate. While the robot was walking the pattern generator fixed the Y coordinate always to the same value. Therefore, in the PnP problem we add this constraint to speedup the process, although our algorithm can deal with 6 DoF .


Fig. 8 Square 2 m size localization results Tsukuba dataset. (a) and (b) depict the initial and final position of the robot and the performed trajectory in the sequence. In these two images the robot trajectory is depicted in black, the visible 3 D points are depicted in blue and the rest of 3 D points in green. Best viewed in color.

### 6.2.2 Straight Line 3 m Length Sequence

In this experiment we validated our vision-based localization algorithm under new camera viewpoints that
were not captured during the map computation process. The visibility prediction algorithm depends on the number and locations of the keyframes in the prior 3D reconstruction. Therefore, the PnP problem is more difficult to solve in those areas where we have a small density of keyframes. Data association is also more challenging as well, due to the fact that the appearance of new perceived 2D features may not be captured properly by the stored descriptors of the map elements. For this purpose, we planned a sequence in which the robot started in a known position in the 3D map and moved in a straight line of 3 m length. Since in the prior 3D map we have only keyframes in a square $2 \mathrm{~m} \times 2 \mathrm{~m}$ area, in this experiment we have 1 m length without keyframes. In this new area we should expect from the visibility prediction algorithm lower visibility probabilities for the predicted 3D points than in a well-mapped area where we can have a higher number of keyframes. Figure 9 depicts the initial and final position of the robot in the sequence, and their associated image views with detected 2D features and 3D map re-projections. Table 4 shows the localization results for this experiment.


Fig. 9 Straight line 3 m localization results Tsukuba dataset. (a) and (b) depict the initial and final associated image views of the sequence. The red circles are the detected 2D image features, whereas the blue crosses represent the re-projection of predicted visible 3D points. On the other hand, (c) and (d) depict the initial and final position of the robot and the performed trajectory in the sequence. Best viewed in color.

In this sequence, we measured manually the final position of the robot which was 3.0 m in the Z direction and 0.23 m in the X direction. Compared to the obtained localization results we can observe that we have a higher absolute error in the X axis of 33 cm than

Table 4 Straight line 3 m length monocular vision-based localization results (Tsukuba dataset).

| Camera Pose <br> Element | Start <br> Position | Final <br> Position |
| :--- | :--- | :--- |
| $\mathrm{X}(\mathrm{m})$ | 0.1191 | 0.5644 |
| $\mathrm{Y}(\mathrm{m})$ | 0.0000 | 0.0000 |
| $\mathrm{Z}(\mathrm{m})$ | 0.0045 | 3.1633 |
| $q_{0}$ | 1.0000 | 0.9994 |
| $q_{x}$ | 0.0000 | 0.0196 |
| $q_{y}$ | 0.0000 | -0.0293 |
| $q_{z}$ | 0.0000 | 0.0038 |

in the Z axis, which is about 16 cm for this sequence. These errors are reasonable acceptable, since this area was not captured properly in the map and therefore the PnP problem and data association were more difficult to solve.

Figure 10 depicts information about the inliers ratio and number of RANSAC iterations for the square and straight sequences. As expected, we can observe in Figure 10(c) and Figure 10(d) how the inliers ratio decreases and how the number of RANSAC iterations increases for the straight sequence from the frame 450 approximately. This is because at that point of the sequence the robot started to move into a new area, and therefore both the PnP problem and data association were more difficult to solve. In contrast, the mean inliers ratio for the square sequence 0.9558 is higher than for the straigth sequence one 0.8744 . Also, the number of RANSAC iterations is smaller for the square sequence case 2.3808 than for the straight one 7.8144 .

### 6.2.3 People Moving in front of the Robot

In typical humanoid robotics laboratories is common that while the robot is performing different tasks in the environment, people may pass close to the robot, occluding some areas of the map or even performing human-robot interaction (Dominey et al, 2007). In all the mentioned situations it is important that the robot is always localized correctly in the environment.

In this experiment we placed the robot at the origin of the map and planned a straight sequence of 1 m length while some people were walking in front of the robot, without occluding completely the camera field of view. Even though moving people or objects can occlude some areas of the image and the 3D map, we were able to obtain reliable pose estimates. Outliers are rejected either for apperance information in the data assocition step or by means of RANSAC. Roughly speaking, as long as we have two 2D-3D good correspondences we can estimate the robot's pose. Figure 11(a,b) depicts two frames of the sequence where we can appre-


Fig. 10 Comparison of localization results of the square 2 m size sequence versus straight 3 m sequence, using a prior 3D map and visibility prediction (Tsukuba dataset). (a) Inliers ratio \% and (b) Number of RANSAC iterations for the square 2 m size sequence. (c) Inliers ratio $\%$ and (d) Number of RANSAC iterations for the straight 3 m sequence.
ciate two persons performing common tasks such as going to the printer or picking up the chessboard pattern. At the same time the students were walking in the environment, the robot was moving 1 m straight from its initial position. Figure 11(c) depicts the initial position of the robot in the experiment, whereas Figure 11(d) depicts the final position.


Fig. 11 People moving in front of the robot. The robot performed a 1 m straight line sequence while at the same time some students were walking in the environment, occluding some 3D map points. Best viewed in color.

### 6.2.4 Robot Kidnapping

In this experiment, the robot was in a known location and then it was suddenly kidnapped, obstructing completely the camera field of view. Although, in the previous sequences (square, straight) the robot did not get lost, it may happen that eventually the robot gets lost if it moves into a new area or the robot is kidnapped as happened in this experiment. In this occasion, for kidnapping recovering, we used the re-localization procedure described in Section 5.1. This re-localization procedure takes an average of 25.27 ms per frame. When the robot was kidnapped we moved the robot 1.40 m to the left, and let the system to re-localize itself.

Figure 12 (a) and (b) depict the moment of kidnapping and after kidnapping. We can observe in (a) that even a large area of the image is occluded we are still able to obtain some good 2D-3D correspondences, and therefore localization estimates. Figure 12 (c) and (d) depict the location of the robot when the kidnapping was going to start and after kidnapping respectively.


Fig. 12 Robot kidnapping experiment. (a) The moment when the robot was kidnapped. Notice that even a large area of the image is occluded, we are still able to find good 2D3D correspondences (b) After kidnapping, the robot is relocalized (c) Robot location in the moment of the kidnapping (d) Robot location after kidnapping. Best viewed in color.

### 6.2.5 Localization Robustness against changes in Lighting Conditions

In this experiment we wanted to evaluate the robustness of our vision-based localization approach and the quality of the reconstructed 3D map against changes
in lighting conditions. Even though, most of humanoid robots operate under indoors controlled lighting conditions, it may happen that under special circumstances lighting conditions can change drastically. Invariance to changes in lighting is even much more important for outdoor scenarios where robots have to explore the same area during different hours of a day. Therefore, it is important that even if the lighting conditions change, the localization of the robot in the environment must be robust and accurate.

For evaluating the quality of our vision-based localization framework against changes in lighting, the robot performed a square 2 m size trajectory with lowintensity lighting conditions, using a prior 3D map that was obtained in normal lighting conditions. Local image descriptors exhibit some invariance against changes in lighting. Invariance to contrast can be achieved by turning the descriptor into a unit vector. For example in (Mikolajczyk and Schmid, 2005), local image descriptors are evaluated under different image transformations including illumination changes. However, not only the descriptor invariance is important, it is also necessary that the feature detector exhibits high repeatability against these changes. If the feature is not detected, it is not possible to match a 3D map element with the corresponding 2D feature, making the data association more challenging.

Figures 13 depicts two frames of the environment with normal lighting conditions, where the prior 3D reconstruction was done. Figures $13(\mathrm{c}, \mathrm{d})$ depict two frames of approximately the same places of the same environment but under low-intensity lighting conditions. It can be observed the difference in contrast between the two images of the same place under different lighting conditions. Figure 14(a) depicts the square 2 m size performed by the robot under low-intensity lighting conditions. Figure 14(b) shows the inliers ratio score per frame for the experiment. At the beggining of the sequence the inliers ratio score was small. This was because during the initial frames of the sequence the system was trying to obtain a stable pose initialization. Once the initialization process converged, the inliers ratio score increased and the localization was stable.

### 6.3 Localization Results: Toulouse Dataset

For this dataset, we performed experiments considering an image resolution of $640 \times 480$ and a frame rate of 15 frames per second. We also compare our monocular vision-based localization results with respect to the PTAM approach.

Firstly, we obtained a prior 3D reconstruction of the environment from a square 3 m size sequence that


Fig. 13 (a-b) Two frames of the sequence under normal lighting conditions where the prior 3D map was obtained. (cd) Two captured frames at approximately the same positions as (a-b) but considering low-intensity lighting conditions. Notice the difference in contrast between the image pairs (a-c) and (b-d) respectively.


Fig. 14 Evaluation of localization robustness against changes in lighting conditions. (a) The square 2 m size trajectory performed by the robot (b) Inliers ratio \% per frame.
was done by the robot. From this prior reconstruction, visibility was learned and this visibility prediction was used for testing the algorithm under different scenarios. The resulting 3D map comprises of 1768 points and 97 keyframes. In general, the set of experiments from this dataset are more challenging than the ones from the Tsukuba dataset. This is mainly because to moving people and some challenging low-textured areas.

### 6.3.1 Square 3 m Size Sequence

In this experiment we evaluated our localization framework in a square sequence but including dynamic objects such as people. These dynamic objects were not present in the map sequence, and therefore in the evaluation sequence, these objects can occlude some visible 3D points. We considered again the same input parameters for the visibility prediction algorithm as in the

Tsukuba experiments, i.e. $K=10$ and $P_{t}>0.20$. However, in order to cope with the new image resolution we chose a threshold value of 4 pixels in the RANSAC process.

Figures 15(a,b) depict two frames from the sequence where some people are walking in the environment occluding some visible 3D points from the prior map. Figure 15 (a) depicts one particular area of the sequence in which vision-based localization is challenging. This is due to the fact that in this area there is a lack of highly textured features. Most of the features are detected in the foliage or around the windows. Due to this lack of texture, the resulting 3D reconstruction in this area can contain higher errors than in other more textured areas of the sequences, since the disparity maps obtained during the map computation are much more sparser and noisier than in other areas. Furthermore, the person walking occludes some predicted visible 3 D points. Then, when the robot moved to another more textured area (Figure 15(b)), the localization algorithm was able to find correct pose estimates even in the presence of people occluding some predicted visible 3D points. Figure 16 depicts the two associated


Fig. 15 (a) In this area localization is more difficult, mainly due to the lack of textured features. (b) Even though there are some persons walking in the environment occluding some visible 3D points, the algorithm is able to find correct pose estimates without problems. The red circles are the detected 2D features, the blue crosses represent the re-projection of predicted visible 3D points. The set of inliers putatives after solving the PnP problem are represented by cyan rectangles, whereas the outliers are represented as yellow rectangles. Best viewed in color.
disparity maps for the frames shown in Figure 15. As mentioned before, it can be observed how the disparity map is sparser and noisier for the low-textured area (Figure 16(a)) than for the textured one (Figure 16(b)).

Figure 17(a) depicts the performed square 3 m size trajectory done by the robot. In order to stand out the accuracy of the localization per area, the trajectory is depicted in a typical cool color space. In this case, the value in the color space is the inliers ratio per frame in the PnP problem. This inliers ratio can be interpreted

(a)

(b)

Fig. 16 Disparity maps of two frames. Disparity is coded by using a hot color space representation. In this representation, close 3D points to the camera are depicted in yellow, whereas far points are depicted in red. Best viewed in color.
as an indicator of how good was the localization or how easy to solve was the PnP problem. Other quantities could have been used as for example the covariance result from the PnP problem. We can observe that the inliers ratio tend to decrease when the robot was facing the area depicted by Figure 15(a). After this area, the localization was more robust and the inliers ratio increases. In average the inliers ratio per frame was 0.76 for this sequence.


Fig. 17 Square 3 m Size Localization Results. The trajectory is coded considering a cool color space by means of the inliers ratio per frame in the PnP problem. Best viewed in color.

### 6.3.2 Circle 3 m Diameter Sequence

Now, we evaluate localization considering very different viewpoints from the ones that were captured in the map sequence. In particular, the robot performed a circular 3 m diameter sequence, including very different viewpoints that were not captured in the prior 3D reconstruction. In addition, this experiment was done in a different day than the prior 3D reconstruction. Therefore, there are some changes in the environment, such as for
example boxes or a tripod placed in different positions from the original map sequence. Introducing changes in the environment, implies a more difficult localization since our map and localization assume rigid SfM. For example, Figure 18 depicts one example of these changes in the environment. We consider the following input parameters for the visibility prediction algorithm: $K=10$ and $P_{t}>0.05$. The probability threshold is reduced in this case, since in this scenario we had very different camera viewpoints than the ones captured in the map computation sequence and therefore the weights given by the learned kernel function will be much lower. Figure 19(a) depicts the performed circular 3 m diam-


Fig. 18 (a) An image from the map computation sequence (b) An image from approximately the same place as image as (a) but for the circle sequence. Since this sequence was captured in a different day than the map one, there are some changes in the environment, e.g. tripod, chair and white box.
eter sequence done by the robot. The trajectory is depicted again considering a cool color space coded by means of the inliers ratio per frame in the PnP problem. Again we can observe that the lowest inliers ratios were obtained when the robot was facing the low-textured area depicted by Figure 15(a). In average the inliers ratio per frame was 0.49 for this sequence. Although the inliers ratio in this scenario is smaller compared to the square sequence, we need to take into account that viewpoints are very different compared to the map sequence and that some changes in the environment were introduced. Despite of these facts, we are able to obtain a robust localization in real-time, as we will show in the timing evaluation section.

### 6.3.3 Comparison to PTAM

In this section we compare our localization results with respect to PTAM under the same circular sequence from the previous experiment. At the beginning of the sequence, we obtained good results with PTAM, since it was able to estimate an accurate camera trajectory. However, when the robot performed pure rotation steps in a low-textured area the pose estimation error increased considerably and PTAM had problems adding


Fig. 19 Circle 3 m Diameter Localization Results. The trajectory is coded considering a cool color space by means of the inliers ratio per frame in the PnP problem. Best viewed in color.
new 3D points to the map. Figure 20(a) depicts one frame where PTAM tracking was successful. However, when the robot moved to a low-textured area (Figure 20(b)) PTAM tracking got lost.


Fig. 20 PTAM Tracking Results: (a) One frame of the circular sequence where PTAM tracking was successful (b) One frame where PTAM tracking had severe problems and new 3 D map points can not be added to the map.

Figure 21 depicts a comparison of the estimated robot trajectory considering PTAM, the motion capture system and monocular vision-based localization results with a prior 3D map. For the monocular visionbased localizaton results with visibility prediction, we consider two different prior maps: one obtained from a square sequence as described in Section 6.3.2 and another one obtained from the circular 3 m diameter sequence. We can observe that PTAM obtained good trajectory estimates at the beginning of the sequence, but as soon as the robot was doing pure rotation steps the error increased considerably. It can also be observed that the monocular localization results with a prior 3D map obtained a very similar trajectory compared to the motion capture system.


Fig. 21 Comparison to PTAM Localization Results. Best viewed in color.

Now, we will explain in detail the main reasons why our proposed vision-based localization system obtained much better results than PTAM. Notice here, that we need to distinguish between the map computation process and the localization with a prior map step. In our system we use stereo and monocular vision depending on the algorithm stage. In contrast, PTAM always uses monocular vision for the mapping and posterior localization with the computed map.

- Mapping:

In the context of humanoid robots, most of robotics platforms are already equipped with stereo vision systems, and therefore, we think it is preferable using a stereo-vision framework for building an accurate 3D map of the environment than a monocular one. Then, once the map is computed, we have shown that is possible to perform an efficient monocular vision-based localization. In general, stereo-vision systems will always be more accurate than monocular ones, since they use more information thanks to a second camera and they do not suffer from unobservability problems of recovering the scale of a 3D point from 2D image projections.

PTAM performance is highly dependent on the initialization module and localization results vary considerably according to this initialization as reported in (Wendel et al, 2011). The initialization in PTAM is done by simulating a virtual stereo pair. Then, the initial 3D points are obtained from triangulation between 2D image correspondences in the two images. The virtual stereo pair simulation may be tedious to be performed by a humanoid robot using a single camera, since a pre-defined walking motion should be done at the beginning of each sequence in order to simulate a virtual stereo providing enough baseline. However, in the case of stereo-vision, this initialization is directly
obtained from the two views and stereo rig calibration parameters.

## - Localization in a Prior 3D Map:

Assuming that we took special care in the map computation process and PTAM was able to compute an accurate 3D map of the environment, our monocular vision-based localization framework also provides several benefits with respect to PTAM localization module such as accuracy, speed and scalability. In particular, PTAM does not perform any kind of visibility prediction. At each time a new frame is acquired from the camera, a prior pose estimate is generated from a motion model. Then, map points are projected into the image according to the prior camera pose estimate. Similar to our approach, after data association a cost function is minimized and the camera pose estimate is updated.

The above implies that PTAM can not deal with occlusions since it assumes a transparent world and needs to back-project each 3D point onto the image plane. This can be computationally expensive for very large 3D reconstructions and prone to failure as demonstrated in (Alcantarilla et al, 2010, 2011). On the other hand, thanks to the use of the visibility prediction algorithm, we can perform an efficient data association that takes into account occlusions (the algorithm learns the occlusions) and allows to estimate an accurate camera pose even in the presence of large-scale and cluttered 3 D environments.

### 6.4 Timing Evaluation

We show a timing evaluation of our vision-based localization algorithm for both the Tsukuba and Toulouse datasets. All timing results in this section were obtained on a Core i 72.87 GHz desktop computer using a single CPU. Notice that even though the HRP-2 has an onboard computer, this computer is not powerful enough to run advanced computer vision algorithms. However, the images from the robot can be send to an external more powerful computer by an Ethernet or Wifi (802.11 n 5 Ghz ) links.

Figure 22 depicts timing results for the localization experiments of the square and straight sequence from the Tsukuba dataset. We can observe that in average the mean computation time for the square sequence, 5.35 ms , was slightly smaller than for the straight one, 6.49 ms . For a faster localization, we only detect 2D features at the finest scale-space level. In the environment we carried out our experiments, we observed that with one single-scale level we have enough amount of features to perform robust localization.


Fig. 22 Monocular Vision-Based Localization Timing Evaluation Tsukuba Dataset: (a) Computation times per frame for the 2 m square sequence (b) Computation times per frame for the 3 m straight sequence.

Table 5 Monocular vision-based localization mean computation times per frame (Tsukuba dataset). For this dataset the image resolution was $320 \times 240$ pixels.

| Localization <br> Step | Square <br> Time (ms) | Straight <br> Time (ms) |
| :--- | :--- | :--- |
| Initialization | 1636.86 | 1641.99 |
| Undistortion <br> and Rectification | 0.76 | 0.87 |
| Feature <br> Detector | 2.43 | 2.62 |
| Feature <br> Descriptor (16) | 0.94 | 1.04 |
| Re-Projection <br> 3D Points | 0.12 | 0.14 |
| Data <br> Association | 0.10 | 0.09 |
| Pose <br> Estimation | 1.00 | 1.72 |
| Total <br> per Frame | $\mathbf{5 . 3 5}$ | $\mathbf{6 . 4 9}$ |

Table 5 shows mean computation times for the analyzed experiments, but describing timing evaluation for the main steps involved in the localization algorithm. In general, most time consuming steps per frame are feature detection, descriptors computation and pose estimation. Initialization only takes place during the first frame or an initial transitory time of the sequence until the robot detects that it is in a known area with high confidence.

Figure 23 depicts timing results for the localization experiments of the square and circular sequence from the Toulouse dataset. For the square sequence we obtained a mean computation time per frame of 20.31 ms . For the circular sequence the computation time is higher ( 30.36 ms ). This is mainly because the PnP problem was more difficult to solve, due to the fact that viewpoints are very different from the ones captured in the map sequence and the changes in the

Table 6 Monocular vision-based localization mean computation times per frame (Toulouse dataset). For this dataset the image resolution was $640 \times 480$ pixels.

| Localization <br> Step | Square <br> Time (ms) | Circular <br> Time (ms) |
| :--- | :--- | :--- |
| Initialization | 2540.93 | 2723.15 |
| Undistortion <br> and Rectification | 3.36 | 2.95 |
| Feature <br> Detector | 10.28 | 9.81 |
| Feature <br> Descriptor (16) | 2.79 | 2.15 |
| Re-Projection <br> 3D Points | 0.29 | 0.28 |
| Data <br> Association | 0.55 | 0.51 |
| Pose <br> Estimation | 3.02 | 14.64 |
| Total <br> per Frame | $\mathbf{2 0 . 3 1}$ |  |

environment also make the PnP problem more challenging.


Fig. 23 Monocular vision-based localization timing evaluation Toulouse dataset: (a) Computation times for the 3 m size square sequence (b) Computation times for the 3 m diameter circular sequence.

Table 6 shows mean computation times per frame for both sequences of the Toulouse dataset. Since in the Toulouse dataset we are using a $640 \times 480$ image resolution, the feature detection and description steps are more time consuming than for the Tsukuba dataset. In the same way, since the image resolution is higher, the detected number of 2D features is also higher and therefore the PnP problem has a higher number of putative correspondences. In those areas where we have enough textured features, the PnP problem is solved very fast in real-time. However, in some particular areas where it may be difficult to find good 2D-3D correspondences the PnP problem can take more time to be solved efficiently (e.g. low-textured areas of the circular sequence).

In general, with a small image resolution $320 \times 240$ we can obtain accurate localization results in few ms. With a higher resolution such as $640 \times 480$ the localization results can be very accurate, although the computation time will also increase considerably. For all the analyzed experiments, mean computation times per frame are below real-time demands ( 30 Hz ). If certain applications have some time restrictions, one can always fix a smaller threshold for the number of iterations of the RANSAC step. Usually if the set of putative matches is good, only few iterations are necessary to solve the PnP problem efficiently. Figure 24 depicts the number of RANSAC iterations for the square and circular sequence from the Toulouse dataset. In those experiments we fixed a maximum threshold of 400 iterations in the RANSAC process.


Fig. 24 Monocular vision-based localization timing evaluation Toulouse dataset: (a) Number of RANSAC iterations per frame for the 3 m size square sequence (b) Number of RANSAC iterations per frame for the 3 m diameter circular sequence.

## 7 Conclusions and Future Work

In this paper, we have presented a vision-based localization algorithm that works in real-time (even faster than 30 Hz ) and provides localization accuracy about the order of cm . We first build a 3D map of the environment by using stereo visual SLAM techniques, and perform visibility learning over the prior 3D reconstruction. Then, for fast vision-based localization we use visibility prediction techniques for solving the PnP problem and obtaining the location of the robot with respect to a global coordinate frame. We measured the accuracy of our localization algorithm by comparing the estimated trajectory of the robot with respect to ground truth data obtained by a highly accurate motion capture system. We also compared our algorithm with respect to other well-known state of the art SfM algorithms such as PTAM, showing the benefits of our approach.

In this work, we have mainly put our focus in realtime vision-based localization. However, we think that
the accuracy in localization can be increased if we fuse the information from our vision-based localization with the odometry information of the robot. Also the image resolution and length of the descriptors can be increased, but the price to pay is higher computational demands, that may prevent the algorithm from realtime performance. In the near future, we will study the localization performance with respect to different combinations of feature detectors-descriptors for humanoid robotics applications, similar as the study performed in (Gil et al, 2010) for visual SLAM settings.

In addition, we plan to perform a novel control architecture for humanoid robots where the current visionbased localization is used by the robot controller and planner trajectory. In this way, we think humanoid will be able to perform complex tasks in challenging robotics scenarios where an accurate localization of the robot is necessary. For that goal, we think that the fusion of vision-based algorithms with inertial sensors can be of interest as proposed in (Strelow and Singh, 2004).
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